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PUSH FORWARD MEASURES AND CONCENTRATION

PHENOMENA

C. HUGO JIMÉNEZ†‡, MÁRTON NASZÓDI∗, AND RAFAEL VILLA †

Abstract. In this note we study how a concentration phenomenon
can be transmitted from one measure µ to a push-forward measure
ν. In the first part, we push forward µ by π : supp(µ) → Rn, where
πx = x

‖x‖L
‖x‖K , and obtain a concentration inequality in terms of the

medians of the given norms (with respect to µ) and the Banach-Mazur
distance between them. This approach is finer than simply bounding
the concentration of the push forward measure in terms of the Banach-
Mazur distance between K and L. As a corollary we show that any
normed probability space with good concentration is far from any high
dimensional subspace of the cube. In the second part, two measures
µ and ν are given, both related to the norm ‖ · ‖L, obtaining a con-
centration inequality in which it is involved the Banach-Mazur distance
between K and L and the Lipschitz constant of the map that pushes for-
ward µ into ν. As an application, we obtain a concentration inequality
for the cross polytope with respect to the normalized Lebesgue measure
and the ℓ1 norm.

Concentration of Measure, Push-forward Measure, Symmetric Convex
Body

1. Introduction

The concentration of measure phenomenon was first studied by Lévy in
[15], for the Haar measure on Euclidian spheres. The definition of the con-
centration function was first introduced in [1]. It was formalized in [10] and
further analyzed in [17]. A comprehensive survey, cf. [14].

In this note, for two n-dimensional normed spaces X and Y , we pose
the problem to transmit a concentration of measure phenomenon from X
to Y . A starting point in this direction is Proposition 2.1, showing that
concentration inequalities can be preserved through Lipschitz maps. This
result can be applied to push forward the Gaussian measure to the Euclidean
unit ball (see [14]).

Bobkov and Ledoux studied the transference of concentration of measure
and other properties via push forward measures. In [6] the authors recover
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concentration results, in the form of Logarithmic Sobolev inequalities, in a
uniformly convex space X (from [11, 2]) by pushing forward an adequate
measure into the uniform distribution on the unit ball of X. Caffarelli’s con-
traction Theorem [8] and its many applications have been extensively used
to transfer concentration and other properties from the Gaussian measure
to measures with densities of the form exp(−V (x))dx with V : Rn → R sat-

isfying V ′′(x) ≥ cIn for c > 0. Thus, important results from Bakry-Émery
[4], Bakry-Ledoux [5] and others can be recovered. The described approach
along with Brenier’s optimal transport map [7] have been exploited by many
authors (e.g. [9, 13]) to extend properties that were known on measures such
as the Gaussian or the Exponential to more general measures. For stability
of concentration and other properties under maps that are Lipschitz only on
average we refer to the work of E. Milman [16] and for a very recent exten-
sion of Caffarelli’s contraction Theorem and many applications see [12] and
references therein.

Let X = (Rn, ‖·‖K , µ) be a normed probability space and Y = (Rn, ‖·‖L)
a normed space. Let ν be the push forward of µ by the natural map π :
supp(µ) → Rn given by π(x) = x

‖x‖L ‖x‖K . In the first part of this note we

study how concentration properties of µ are inherited by ν. We give a bound
for the concentration function of ν in terms of the quotient λmK

mL
, where mL

and mK denote the medians of ‖ · ‖L and ‖ · ‖K resp. on X with respect to
µ, and λ is such that ‖ · ‖L ≤ ‖ · ‖K ≤ λ‖ · ‖L. In fact, if this quotient is
bounded and µ verifies a concentration property, then also does ν.

Examples as ℓn2 and ℓn1 show that the result allows one to transmit the
concentration of measure phenomenon between two spaces quite far apart
in the Banach-Mazur distance. As an application, we show that ℓn∞ (and its
high dimensional subspaces) are far (in the Banach–Mazur sense) from any
space with a good concentration.

In the second part of the paper, we are given one norm ‖ · ‖L on Rn and
two measures µ and ν, with densities dµ = f(‖x‖L)dx, dν = g(‖x‖L)dx
with respect to the Lebesgue measure. We compare the concentrations of
µ and ν. As an application, we prove concentration inequalities on ℓnp for
1 ≤ p ≤ 2 (as those obtained in [3]).

2. Notations and previous results

Throughout this note, all measures are regular Borel measures.
Let T : X → Y be a map from a measure space (X,µ) to a set Y . The

push forward measure of µ by T is defined by

ν(A) = µ(T−1(A)),

for any Borel set A ⊂ Y.
A metric probability space is a triple (X, d, µ), where d and µ are a metric

and a probability measure on X respectively. For a set A ⊂ X and ε > 0,
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the ε-expansion of A is defined by

Ad
ε = {x ∈ X : d(x, a) ≤ ε for some a ∈ A}.

The concentration function of (X, d, µ) is defined by

α(X,d,µ)(ε) = sup
{

1− µ(Ad
ε) : A ⊂ X measurable, µ(A) ≥ 1/2

}

.

Recall that mf ∈ R is called a median of a measurable function f : X →
R on a probability space (X,µ) if µ({x ∈ X : f(x) ≤ mf}) ≥ 1/2 and
µ({x ∈ X : f(x) ≥ mf}) ≥ 1/2. It is well known that if f is Lipschitz with
Lipschitz constant L, then for any ε > 0

(2.1) µ({x ∈ X : |f(x)−mf | ≥ ε}) ≤ 2α(X,d,µ)(ε/L).

The following result shows a concentration inequality for the push forward
measure induced by a Lipschitz map (see [14] for a proof).

Proposition 2.1. Let ϕ be a L-Lipschitz map between two metric spaces
(X, d1) and (Y, d2). Let µ be a Borel probability measure on X and denote
by ν the push forward measure of µ by ϕ on Y . Then, for every r > 0,

(2.2) α(Y,d2,ν)(r) ≤ α(X,d1,µ)(r/L).

This result can be used, for example, to push forward Gaussian measure
to the Euclidean unit ball (see [14]).

Let X,Y be n-dimensional normed spaces. The Banach-Mazur distance
between X and Y is defined by

dBM (X,Y ) = inf{λ > 0 : L ⊂ TK ⊂ λL for T ∈ GLn},
where K,L denote the unitary balls for the norms ‖ · ‖K and ‖ · ‖L re-

spectively.
When the space X is Rn endowed with a norm ‖ · ‖K , and d is the metric

induced by this norm, we write for simplicity AK
ε for the ε-expansion of

A ⊂ Rn and α(K,µ) for the concentration function (Rn, d, µ).

3. Concentration properties transferred through π

Let X = (Rn, ‖ · ‖K) and Y = (Rn, ‖ · ‖L) be n-dimensional metric spaces
(with the induced metrics), and let µ be a probability measure on X. Let
mL and mK be medians of the functions ‖.‖L : Rn → R and ‖.‖K : Rn → R,
both with respect to µ. In what follows, it is supposed that µ has a positive
median mK .

We consider the push forward ν of µ by the natural map π : supp(µ) → Rn

given by π(x) = x
‖x‖L ‖x‖K . Assuming that ‖.‖K ≤ ‖.‖L ≤ λ‖.‖K , it is easy

to show that π is (2λ + 1)-Lipschitz which, by Proposition 2.1, yields an
upper bound on the concentration function of ν in terms of λ. Note that
after a proper linear transformation applied to L, λ is equal to the Banach–
Mazur distance of K and L. Our first result is a strengthening of this bound:
we may use λmK

mL
instead of λ.
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Theorem 3.1. Let X = (Rn, ‖.‖K) and Y = (Rn, ‖.‖L) be normed spaces
with ‖.‖K ≤ ‖.‖L ≤ λ‖.‖K . Let µ be a regular Borel probability measure
on X with concentration function α(K,µ). Let π : supp(µ) → Rn be the
map π(x) = x

‖x‖L ‖x‖K , and denote by α(L,ν) the concentration function of

ν, the push forward measure of µ by π. Then for every ε > 0 such that
16α(K,µ) (εmL/7λmK) ≤ 1 we have

α(L,ν)(ε) ≤ 16α(K,µ)

(

εmL

14λmK

)

.

For the proof, we quote the following lemma from [14].

Lemma 3.2. Let µ be a probability measure on the Borel sets of a metric
space (X, d) with concentration function α(X,d,µ). For any two non-empty
Borel sets A and B in X,

(3.1) µ(A)µ(B) ≤ 4α(X,d,µ)(dist(A,B)/2)

where dist(A,B) = inf{d(x, y) : x ∈ A, y ∈ B}.
Proof of Theorem 3.1. Let A ⊂ Y be a Borel set with 1/2 ≤ ν(A) =
µ(π−1(A)), and let ε > 0 be given. Since

‖.‖K ≤ ‖.‖L ≤ λ‖.‖K ,

it follows that mK ≤ mL ≤ λmK .
Let 0 < δ = ε

7mK
and denote by

GL = {x ∈ Rn : (1− δ)mL < ‖x‖L < (1 + δ)mL}
GK = {x ∈ Rn : (1− δ)mK < ‖x‖K < (1 + δ)mK}.

Let J = π−1(A) ∩GL ∩GK . By (2.1) we have that

µ(J) ≥ 1/2− 2α(K,µ)(δmL/λ)− 2α(K,µ)(δmK) ≥ 1/2 − 4α(K,µ)(δmL/λ).

We claim that

(3.2) JK
δmL
λ

⊂ π−1
(

AL
ε

)

Indeed, let x ∈ JK
δmL
λ

. Then, there exists y ∈ J with ‖x− y‖K ≤ δmL

λ . Since

y ∈ J we have that πy ∈ A, |‖y‖K −mK | < δmK and |‖y‖L −mL| < δmL.
We will show that πx ∈ AL

ε .

‖πx− πy‖L =

∥

∥

∥

∥

x

‖x‖L
‖x‖K − y

‖y‖L
‖y‖K

∥

∥

∥

∥

L

≤ ‖x‖L
∣

∣

∣

∣

‖x‖K
‖x‖L

− mK

mL

∣

∣

∣

∣

+
mK

mL
‖x− y‖L + ‖y‖L

∣

∣

∣

∣

‖y‖K
‖y‖L

− mK

mL

∣

∣

∣

∣

≤ 1

mL

[

|‖x‖KmL − ‖x‖LmK |+mKλ‖x− y‖K + |‖y‖KmL − ‖y‖LmK |
]

.
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Now,

|‖y‖KmL − ‖y‖LmK | ≤ mL |‖y‖K −mK |+mK |‖y‖L −mL|
< mLδmK +mKδmL = 2δmLmK .

Finally, we note that

|‖x‖KmL − ‖x‖LmK |
≤ mL‖x− y‖K + |‖y‖KmL − ‖y‖LmK |+mK‖x− y‖L

≤ mL
δmL

λ
+ 2δmLmK + λmK

δmL

λ
≤ δmLmK + 2δmLmK + δmLmK = 4δmLmK .

Thus,

‖πx− πy‖L ≤ 4δmK + δmK + 2δmK = 7δmK ,

and (3.2) follows.
By (3.1) and (3.2) we have

ν((AL
ε )

c) = µ(π−1(AL
ε )

c) ≤ µ((JK
δmL
λ

)c) ≤
4α(K,µ)(

δmL

2λ )

µ(J)
≤

4α(K,µ)(
δmL

2λ )

1/2 − 4α(K,µ)(
δmL

λ )
,

and hence, for every ε > 0 such that 16α(K,µ) (εmL/7λmK) ≤ 1,

ν(Ac
ε) ≤ 16α(K,µ)

(

εmL

14λmK

)

.

Since the latter holds for every A ⊂ Y with ν(A) ≥ 1/2 we conclude

α(L,ν)(ε) ≤ 16α(K,µ)

(

εmL

14λmK

)

,

as we wanted. �

Remark 3.3. For a measure µ supported on ∂K we can substitute mK = 1
and obtain α(L,ν)(ε) ≤ 16α(K,µ)(

εmL

14λ ) for ν the push-forward measure of µ
into ∂L by π.

Remark 3.4. If µ = λK is the normalized Lebesgue measure restricted to
K, then a median for ‖ · ‖K is 2−1/n. In this case the bound mK ≤ 1 can
be used to obtain α(L,ν)(ε) ≤ 16α(K,µ)(

εmL

14λ ) without (asymptotically) losing
much.

Remark 3.5. If we define

β = β((K,µ), L) := inf{λ mK

mT−1L
: L ⊆ TK ⊆ λL for T ∈ GLn}

where mT−1L denotes a median of ‖ · ‖T−1L in K with respect to µ then

α(L,ν̃)(ε) ≤ 16α(K,µ)

(

ε

14β

)

,
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where ν̃ is the push-forward of the measure µ with respect to π̃x = Tx
||Tx||L ||x||K

and T ∈ GLn is the map where the infimum above is attained. Note that
β ≤ dBM (X,Y ).

For simplicity we will denote β((K,λK ), L) by β(K,L).
This number, for the case X = ℓn2 endowed with the Haar measure on

the Euclidean unit sphere Sn−1, plays a central role in Milman’s proof of
Dvoretzky’s theorem giving the dimension k(Y ) of ε-almost Euclidean sub-
spaces of Y : k(Y ) ≥ c(ε) n

β2 (see Theorem 4.2 in [17]). The inequality above

gives us information about α(L,ν) as long as β is bounded from above. This
parameter β shows in some sense how different X and Y are in terms of a
given µ. This result, after pushing forward the Haar measure on Sn−1 (or
the normalized Lebesgue measure on the Euclidean unit ball) to ℓn1 , gives us
a strong concentration of ν in ℓn1 . The latter is possible because for this par-
ticular pair of spaces the parameter β is bounded by a constant (although
dBM (ℓn2 , ℓ

n
1 ) is exactly

√
n). See Remark 3.6 for similar applications.

Note that, in case β is bounded as before, a “good” concentration (normal,
exponential, etc.) for α(K,µ) implies an asymptotically similar concentration
for α(L,ν).

It is known that if the measure µ is log-concave, combining Markov’s
inequality, Borell’s lemma, and a Paley-Zygmund type argument, it can be
seen that E‖ · ‖K and mK are equivalent up to numeric constants. Thus,
theorem 3.1 can be rewritten in the form obtaining an inequality of the type

α(L,ν̃)(ε) ≤ 16α(K,µ)

(

ε

cβ̃

)

,

where c is a universal constant and

β̃ = β̃((K,µ), L) := inf{λ E‖ · ‖K
E‖·‖T−1L

: L ⊆ TK ⊆ λL for T ∈ GLn}.

Remark 3.6. A straight forward computation (see [17]) shows that for Bn
2

endowed with the Lebesgue measure and 1 ≤ p < 2, β̃(Bn
2 , B

n
p ) ≤ bp where

bp depends only on p. Therefore, we obtain a concentration phenomenon
on Bn

p with respect to the push-forward of the Lebesgue measure on Bn
2 to

Bn
p . This result is analogous to the one obtained in [3] (with respect to

a different measure) or in [18] (with respect to a different measure and a
different metric).

Remark 3.7. For 2 < p < ∞, the bound β̃(Bn
2 , B

n
p ) ≤ Cpn

1

2
− 1

p (see [17])

implies the concentration inequality α(Bn
p ,ν)

(ε) ≤ C3 exp{−c3ε
2n2/p}. Com-

pare with the result obtained in [2] or [11] for any uniformly convex space
(with respect to the Lebesgue measure).

Remark 3.8. If we assume that B2 is the John ellipsoid of a 0-symmetric
convex body L, then using

∫

Sn−1

‖x‖Ldσ(x) ≥
∫

Sn−1

‖x‖∞dσ(x)
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(cf. [17] pp. 23-24) we obtain the general bound

β̃(Bn
2 , L) ≤ C

√

n

log n
.

This estimate seems to be sharp.

3.1. Applications. Using the well known estimate for the mean of the sup
norm with respect to the Haar measure on Sn−1

∫

Sn−1

‖x‖∞dσ(x) ≥ C
√

log n,

we get

(3.3) β̃(Bn
2 , B

n
∞) ≤ C

√

n

log n
.

This bound does not yield any good concentration for the push forward of
the Haar measure on Sn−1 to the cube Bn

∞ by π. In this section we show that
no measure on Bn

∞ has good concentration (Corollary 3.10). we prove a more
general result, which may be of independent interest: If an n-dimensional
space with good concentration is close (in the Banach–Mazur sense) to a
subspace of ℓN∞ then N is large (compared to n). Compare this result with
the one obtained in [19], where a concentration property is obtained for Bn

∞
endowed with a metric different from the supremum norm.

Recall that a d-embedding between normed spaces is any lineal operator
T : X → Y such that a‖x‖X ≤ ‖Tx‖Y ≤ b‖x‖X with a−1b ≤ d.

Theorem 3.9. Let X be an n-dimensional normed space, K its closed unit
ball and µ a symmetric Borel probability measure supported on K.

If there exists a d-embedding from X into ℓN∞, then, for any 0 < ε < 1/d
such that αµ(ε) > 0, we have

N ≥ 1

2
αµ(ε)

−1(1− µ(dεK))

Proof. Let T : X → ℓN∞ be an embedding such that d−1‖x‖ ≤ ‖Tx‖∞ ≤ ‖x‖
for every x ∈ X. Consider the projection onto the ith-coordinate πi : ℓ

N
∞ →

R and the linear functional fi = πi ◦ T (1 ≤ i ≤ N). For every x ∈ X, we
have |fi(x)| ≤ ‖Tx‖∞ ≤ ‖x‖. Let ε > 0 and define, for 1 ≤ i ≤ N , the sets
Ai = {x ∈ K : |fi(x)| ≤ ε}. Using the symmetry of µ and the inclusion

{x ∈ K : fi(x) ≤ ε} ⊃ {x ∈ K : fi(x) ≤ 0}+ εK,

we have µ{x ∈ K : fi(x) > ε} ≤ αµ(ε). Then

µ (Ac
i ) = 2µ{x ∈ K : fi(x) > ε} ≤ 2αµ(ε)

for 1 ≤ i ≤ N . Therefore

µ

(

N
⋂

i=1

Ai

)

≥ 1−
N
∑

i=1

µ (Ac
i ) ≥ 1− 2Nαµ(ε).
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Thus, for any r ∈ (0, 1) such that µ(rK) < 1 − 2Nαµ(ε), we have that
N
⋂

i=1

Ai * rK, and there exists x ∈
N
⋂

i=1

Ai with ‖x‖ > r. From this

r < ‖x‖ ≤ d‖Tx‖∞ ≤ dε.

Consequently, µ(dεK) ≥ 1− 2Nαµ(ε), as we wanted. �

Corollary 3.10. Let α(Bn
∞,ν)(ε) be the concentration function of a symmet-

ric Borel probability measure ν on Bn
∞. For any 0 < ε < 1,

α(Bn
∞,ν)(ε) ≥

1

2n
(1− ν(εBn

∞)) .

Proof. Consider the identity on ℓn∞. �

Theorem 3.11. Let K ⊂ Rn be a convex body, and µ a symmetric probabil-

ity measure on K with concentration function α(K,µ)(ε) ≤ Ce−cε2n. Assume

that mK >
1

2

√

log(16C)

log (64Cn)
. Then

β = β((K,µ), Bn
∞) ≥

√

log(16C)

28

√
cn

log (64Cn)

Proof. Let L = Bn
∞. Without loss of generality, we may assume that Bn

∞ ⊂
K ⊂ λBn

∞ (as required in Theorem 3.1) and β = λmK

mL
.

We also assume that

(3.4)
λ

mL
<

1

14

√
cn

√

log(64Cn)
,

otherwise the desired inequality follows.

Let ε0 =
1
2

√

log(16C)
log (64Cn) . Then µ(‖x‖K ≤ ε0) ≤ µ(‖x‖K < mK) ≤ 1/2.

Clearly ε0 satisfies the hypothesis of Theorem 3.1. Let αν be the con-
centration function of ν, the push forward measure of µ by π : K → Bn

∞.
Therefore, combining this result and Corollary 3.10 we have

1

4n
≤ 1− µ(ε0K)

2n
=

1− ν(ε0B
n
∞)

2n
≤ αν(ε0)

≤ 16αµ

(

ε0
mL

14mKλ

)

≤ 16C exp

(

−cε20
m2

L

142m2
Kλ2

n

)

By (3.4),

1

4n
≤ 16C exp

(

−cn
1

22β2

log(16C)

142 log(64Cn)

)

,

which implies
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β ≥
√

log(16C)

28

√
cn

log(64Cn)

as we wanted. �

Remark 3.12. A similar bound can be obtained for β̃.

Remark 3.13. If we consider µ the Lebesgue measure restricted to K, then
mK = 2−1/n and the hypothesis on mK imposed in the previous theorem is
trivially satisfied for all n ≥ 1.

Remark 3.14. Theorem 3.11 implies dBM (K,Bn
∞) ≥

√
cn
28

√
log(16C)

log(64Cn) . How-

ever, a simpler argument using Corollary 3.10 and Proposition 2.1 gives the

slightly better bound dBM (K,Bn
∞) ≥

√

cn
log(2Cn) .

Remark 3.15. It is unknown whether the bound obtained in the previous
theorem is sharp. However the extremality of Bn

2 with respect to Bn
∞ along

with the inequality (3.3) seem to leave some room for improvement.

4. Concentration properties transferred between two given
measures

Theorem 3.1 allows us to transmit a concentration inequality from a given
metric probability space to the push-forward measure given by the natural
map π. However, this new measure might not be related to a measure
given in the target space Y . This section is devoted to give a concentration
inequality with respect to a given measure defined in the target space. Thus,
given two metric probability spaces, we will investigate the relation between
their respective concentration functions applying similar ideas to those used
in the previous section.

For a given norm ‖ · ‖L on Rn, let us consider µ and ν two probability
measures with densities dµ = f(‖x‖L)dx and dν = g(‖x‖L)dx with respect
to the Lebesgue measure. It is not hard to see that for some function
u : [0,+∞) → [0,+∞), u(0) = 0, the map U : supp(µ) → Rn defined by

Ux = u(‖x‖)
‖x‖ x pushes forward µ into ν. The map U has finite Lipschitz

constant if u has [6]. In what follows, we will not use this fact, but only the
the assumption of ‖u‖Lip being finite.

Theorem 4.1. Let X = (Rn, ‖ · ‖K), Y = (Rn, ‖ · ‖L) be normed spaces
such that ‖ · ‖K ≤ ‖ · ‖L ≤ λ‖ · ‖K . Let µ and ν be probability measures on
X and Y respectively, with densities dµ = f(‖x‖L)dx and dν = g(‖x‖L)dx
with respect to the Lebesgue measure. Denote their concentration functions
by ‖ · ‖K and ‖ · ‖L respectively by α(K,µ) and α(L,ν). Then for every ε > 0

such that 8(α(K,µ)(ε/7||u||Lipλ) + α(K,µ)(εm/7||u||2LipmL)) ≤ 1 we have

α(L,ν)(ε) ≤ 16α(K,µ)

(

ε

14||u||Lipλ

)

,
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where mL denotes a median of the function ‖ · ‖L : Rn → R, m denotes a
median of the function u(‖ · ‖) : Rn → R both with respect to the measure µ,
and ||u||Lip is the Lipschitz constant of u.

Proof. Let A ⊂ L be a Borel set with 1/2 ≤ ν(A) = µ(U−1(A)), and let
ε > 0 be given. Let 0 < δ = ε

7mL‖u‖Lip
. Since u(‖x‖L) ≤ ‖u‖Lip‖x‖L, we

have that m ≤ ||u||LipmL. Let

G1 = {x ∈ Rn : (1− δ)mL < ‖x‖L < (1 + δ)mL}
G2 = {x ∈ Rn : (1− δ)m < u(‖x‖L) < (1 + δ)m},

and J = U−1(A) ∩G1 ∩G2. By (2.1) we have that

µ(J) ≥ 1/2 − 2α(K,µ)(δmL/λ)− 2α(K,µ)(δm/||u||Lip).
We claim that

(4.1) JK
δmL
λ

⊂ U−1
(

AL
ε

)

.

Indeed, let x ∈ JK
δmL
λ

. Then, there is a y ∈ J with ‖x − y‖K ≤ δmL

λ . Since

y ∈ J we have that U(y) ∈ A,

|‖y‖L −mL| < δmL and |u(‖y‖L)−m| < δm.

We will show that Ux ∈ AL
ε .

‖U(x)− U(y)‖L = ‖ x

‖x‖L
u(‖x‖L)−

y

‖y‖L
u(‖y‖L)‖L

≤ 1

mL
[|u(‖x‖L)mL − ‖x‖Lm|+mλ‖x− y‖K ]

+
1

mL
[|u(‖y‖L)mL − ‖y‖Lm|]

On one hand,

|u(‖y‖L)mL − ‖y‖Lm| ≤ mL |u(‖y‖L)−m|+m |‖y‖L −mL|
≤ 2mδmL ≤ 2δm2

L‖u‖Lip.
On the other hand,

|u(‖x‖L)mL − ‖x‖Lm|
≤ mL|u(‖x‖L)− u(‖y‖L)|+ |u(‖y‖L)mL − ‖y‖Lm|+m‖x− y‖L
≤ mL||u||Lip|‖x‖L − ‖y‖L|+ 2δm2

L‖u‖Lip +mλ‖x− y‖K
≤ mL||u||Lipλ‖x− y‖K + 2δm2

L‖u‖Lip +mλ‖x− y‖K
≤ δm2

L||u||Lip + 2δm2
L‖u‖Lip + δm2

L‖u‖Lip = 4δm2
L‖u‖Lip
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Thus,

‖U(x)−U(y)‖L ≤ 4δmL‖u‖Lip + δmL||u||Lip +2δmL||u||Lip = 7δmL||u||Lip,
and (4.1) follows. Now apply Lemma (3.1) to get

ν(Ac
ε) = µ(U−1(Aε)

c) ≤ µ((J δmL
λ

)c) ≤
4α(K,µ)(

δmL

2λ )

µ(J)

≤
4α(K,µ)(

δmL

2λ )

1/2 − 2α(K,µ)(δmL/λ)− 2α(K,µ)(δm/||u||Lip)
.

Hence, for ε > 0 such that 8

(

α(K,µ)

(

ε
7||u||Lipλ

)

+ α(K,µ)

(

εm
7||u||2

Lip
mL

))

≤ 1

ν(Ac
ε) ≤ 16α(K,µ)

(

ε

14||u||Lipλ

)

,

which concludes the proof.
�

Remark 4.2. If we consider X = (Rn, γn1 ) and Y = (Rn, λBn
1
) both of them

endowed with the distance induced by the ℓ1 norm, where γn1 denotes the mea-
sure with density 1

2n exp (−‖x‖1) and λBn
1
is the uniform measure restricted

to Bn
1 , then a simple computation (see [6] section 5) shows that ‖u‖Lip ≈ 1

n
in the previous theorem. Thus, Theorem 4.1 together with Talagrand’s well
known concentration inequality for γn1 imply α(Bn

1
,λBn

1
)(ε) ≤ K exp{−cε2n},

where c,K > 0 are universal constants (see [3]).

Remark 4.3. The same argument can be applied to γnp with density c−1
p e‖x‖

p
p/pdx

and λBn
p
where cp = 2Γ(1 + 1/p)p1/p (1 < p ≤ 2), to obtain αBn

p ,λBn
p
(ε) ≤

Kexp{−cε2n}.
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[5] D. Bakry and M. Ledoux. Lévy-Gromov’s isoperimetric inequality for an infinite-
dimensional diffusion generator. Invent. Math., 123(2):259–281, 1996.

[6] S. G. Bobkov and M. Ledoux. From brunn-minkowski to brascamp-lieb and to loga-
rithmic sobolev inequalities. Geometric And Functional Analysis, 10:1028–1052, 2000.
10.1007/PL00001645.

[7] Y. Brenier. Polar factorization and monotone rearrangement of vector valued func-
tions. Commun. Pure Appl. Math, 44:375–417, 1991.

[8] L. A. Caffarelli. Monotonicity properties of optimal transportation and the FKG and
related inequalities. Comm. Math. Phys., 214(3):547–563, 2000.

[9] D. Cordero-Erausquin. Some applications of mass transport to gaussian type inequal-
ities. Arch. Rational Mech. Anal., 161:257–269, 2002.

[10] M. Gromov and V. D. Milman. A topological application of the isoperimetric inequal-
ity. Amer. J. Math., 105(4):843–854, 1983.

[11] M. Gromov and V. D. Milman. Generalization of the spherical isoperimetric inequality
to uniformly convex Banach spaces. Compositio Math., 62(3):263–282, 1987.

[12] Y-H Kim and E. Milman. A generalization of Caffarelli’s contraction theorem via
(reverse) heat flow. Mathematische Annalen, pages 1–36. 10.1007/s00208-011-0749-x.

[13] R. Lata la and J. O. Wojtaszczyk. On the infimum convolution inequality. Stud. Math,
189:147–187, 2008.

[14] M. Ledoux. The concentration of measure phenomenon, volume 89 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 2001.
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C. Hugo Jiménez and Rafael Villa, Universidad de Sevilla, Departamento
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