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Abstract

A framework for the reduced-scaling implementation of excited-state correlation

methods is presented. An algorithm is introduced to construct excitation-specific local

domains, which include all the important molecular orbitals for the excitation as well

as for the electron correlation. The orbital space dimensions of the resulting compact

domains are further decreased utilizing our reduced-cost techniques developed previ-

ously [J. Chem. Phys. 148, 094111 (2018)] based on the natural auxiliary function and

local natural orbital approaches. Additional methodological improvements for the eval-

uation of density matrices are also discussed. Benchmark calculations are presented at

the second-order algebraic-diagrammatic construction level. Compared to our reduced-

cost algorithm significant, up to 3–9-fold speedups are achieved even for systems of
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smaller than 100 atoms. At the same time the additional errors introduced by the do-

main approximations are highly acceptable being about 2–4 meV on the average. The

presented reduced-scaling algorithm allows us to carry out correlated excited-state cal-

culations using triple-ζ basis sets with diffuse functions for systems of up to 400 atoms

or 13000 atomic orbitals in a matter of days using an 8-core processor.

1 Introduction

The interest in excited-state calculations of molecular systems has been significantly increas-

ing over the past decades, which encourages the development of more and more efficient

quantum chemical approaches for excited states. Accordingly, many theories have become

accessible over the time to investigate excited-state and transition properties, such as the

widely-used time-dependent density functional theory (TD-DFT),1,2 as well as the simple

semi-empirical3–6 and the more complex electron correlation7–29 wave function-based meth-

ods. Nowadays, the most popular approaches are the various TD-DFT methods since their

computational costs are relatively low, while the results obtained are adequate in most cases.

Such methods can be routinely applied to molecular systems of greater than 100 atoms, while

excitation energies can be recovered, in average, within 0.3 eV using the best functionals.

However, the drawbacks of TD-DFT are well-known for some challenging cases,30,31 such as

Rydberg and charge transfer (CT) states, or π → π∗ excitations of conjugated systems.

In general, more consistent and accurate results can be expected from the propagator-

based13,14 and coupled-cluster (CC) approaches utilizing the equation-of-motion7,8 (EOM)

or the linear-response9–11 theories. Using such methods arbitrary accuracy can be attained,

nevertheless, the computational demand of the high-accuracy methods imposes serious lim-

itations in practice. Appropriate compromises between calculation time and accuracy are

the simplest methods arising from the aforementioned theories, the second-order algebraic-

diagrammatic construction [ADC(2)]25,32 approach and the approximate second-order CC

singles and doubles (CC2) method,16–18 respectively. While the first effective implementa-
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tion and extensive applications of the latter were presented by Hättig and co-workers,19–21

the former was mostly studied in detail by Dreuw et al.33–37 Both methods are iterative

and scale as the fifth power of the systems size, however, it should be noted that, despite

their similar numerical accuracy, the ADC(2) method is more efficient. Since the secular

matrix for ADC(2) is Hermitian, one should solve only one system of equations to compute

excitation energies and transition properties.

Taking into account their scaling, the upper limit of the applicability of the ADC(2) and

CC2 approaches is around 50 atoms or 2000 basis functions. To make them competitive with

the less robust and accurate TD-DFT methods38–40 for more extended systems, effective ap-

proximations are needed to reduce computation times and storage requirements. The most

severe bottlenecks in the calculations are the evaluation and the storage of the four-center

electron repulsion integrals (ERIs) and the calculation of the intermediates including them.

Several approaches, such as the density fitting (DF) or the Cholesky-decomposition (CD)

techniques, avoid this problem by forming ERIs or intermediates in an alternative way. In

the DF scheme developed by Shavitt,41 Whitten,42 and Dunlap43 the four-center ERIs are

written as the products of two- and three-center integrals using an auxiliary (fitting) basis

set, which greatly facilitates the storage of integrals. Two further related methods worth

mentioning are the tensor hypercontraction44–46 and the natural auxiliary function (NAF)47

schemes, which go beyond the DF approximation. Both of them have been successfully ex-

tended to excited-state calculations.48–50 In the CD approach introduced by Koch et al.51,52

the four-center ERI tensor is decomposed, and the Cholesky-vectors giving negligible con-

tributions are disregarded. The benefits of the CD approach were also demonstrated for

CC2.53–55 Another simple technique for reducing the costs of correlated excited-state meth-

ods is the restricted virtual space approach, where the high-lying canonical virtual molecular

orbitals (MOs) are neglected. This approach was also tested at the ADC(2) and CC2 lev-

els.56–60

The approximations discussed above do not use or contain any information about the
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excited state. Significantly more efficient methods can be developed by determining the

MOs that play an important role in the excitation. One of the most popular schemes is

the natural orbital (NO) approximation,61–63 with which the MO space where the equations

are solved can be effectively reduced. In the NO approach, a one-particle density matrix,

which is formed using a lower-level wave function, is diagonalized, and the orbitals with

significant importance are selected from the resulting NOs. The approach is widely utilized

for ground-state calculations,64–67 and after a few early attempts, its importance for excited-

state theories started to increase recently.49,50,68–71 The developed approaches are not only

suitable for relatively cheap methods, such as ADC(2) and CC2 but could also extend the

applicability of higher-order ab initio methods to medium-sized molecules.

Further computational savings can be achieved if one takes advantage of the locality of

the MOs.72,73 In this case, not only the time required for the calculations is decreased, but

at the same time the scaling of the methods is also reduced. The first excited-state local

approaches were presented by Korona and Werner74 and Crawford et al.,75 who generalized

the ground-state local CC singles and doubles (CCSD) method of Werner and co-workers76 to

EOM-CCSD. In the local EOM-CCSD method developed by the former authors, the doubles

amplitudes were restricted using the information by inspecting the configuration interaction

singles (CIS) wave function,74 which idea has been taken over in several subsequent studies.

Thereafter, Korona, Schütz, Kats, and their co-workers developed various excited-state CC

methods using local approaches.77–82 In later publications the development of local CC2

and ADC(2) methods was reported,77,83 which were also extended to the calculation of

molecular properties78 and improved with Laplace transform techniques.79–82 Parallel to

those efforts, further papers were published by Russ and Crawford about the calculation of

excited-state properties.84,85 Promising results were also obtained by Hättig et al. extending

the pair natural orbital (PNO) approach to excited-state theories.86–89 The chain of spheres

exchange90 and the back transformed PNO based91–93 approaches developed by Izsák et

al., and the state-averaged PNO-EOM-CCSD scheme94 of Valeev et al. represent further
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cost-reducing ideas in this category. The recent local framework for calculating excitation

energies (LoFEx)95–97 and the correlated natural transition orbital framework (CorNFLEx)71

approaches of Baudin and Kristensen introduce somewhat different strategies. The latter is

an encouraging combination of the NO and the local approaches, where the reduced domains

of the MOs are constructed by analyzing an approximate second-order density matrix and

considering distance criteria for the orbitals. A comprehensive study was recently published

on the topic of reduced-cost approximations by Crawford, Kumar, and co-workers.98

In this paper we introduce a new approach to reduce the computation time for correlated

excited-state calculations. Our recent reduced-cost technique50 is combined with a state-

dependent local domain construction scheme, which also reduces the scaling of the algorithm.

It is worth emphasizing that the domain construction is completely automatic and free from

any distance-based parameters. The proposed algorithm adopts to the complexity of both the

ground- and the excited-state wave function. We discuss the most important considerations

about the domain assembly, and further improvements are presented for the density matrix

construction with respect to our latest work. The errors introduced by the approximations

are assessed in detail in various benchmark comparisons at the ADC(2) level. Finally, we

carry out calculations for extended molecular systems, which have not been possible so far.

2 Theory and implementation

2.1 Domain construction

The basic assumption of the theory presented here is that only a subset of molecular orbitals

contribute dominantly to an excited-state wave function, and the number of these orbitals

does not increase with the size of the system. Consequently, it is a good approximation to

evaluate the corresponding matrix elements within domains compiled from such orbitals. In

order to find an ideal domain construction algorithm, one important consideration should

be kept in mind. Since it is highly advantageous to solve the ground- and excited-state
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equations in the same basis, the domain should contain all the MOs which are required for

the adequate description of both states. Accordingly, for the excited state the domain has

to contain all the occupied and virtual MOs involved in the excitation. However, as these

orbitals can be far apart, it is desirable to augment the MO list with other orbitals that are

spatially close to the former ones. While the first step is essential for the excited state, the

latter is required for the accurate calculation of the ground-state wave function. To facilitate

the following discussion the most frequently used indices are collected in Table 1.

Table 1: Summary of index notations

µ, ν, . . . atomic orbitals (AOs)
p, q, . . . general (quasi-)canonical orbitals
i, j, . . . (quasi-)canonical occupied orbitals
a, b, . . . (quasi-)canonical virtual orbitals
i′, j′, . . . occupied localized molecular orbitals (LMOs)
a′, b′, . . . projected atomic orbitals (PAOs)
P,Q, . . . auxiliary functions

Following the early ideas of Korona and co-workers,74,77 to select the important MOs

involved in the excitation, we first solve the following CIS eigenvalue problem:

σCIS = ACISc = ωCISc, (1)

where ACIS is the CIS Jacobian, ωCIS stands for the CIS excitation energy, c contains the

corresponding singles coefficients, and σCIS is the so-called CIS sigma vector. It is important

to mention that this step does not require any additional calculation because the CIS or

another lower-level solution is anyway required for the demanding correlation calculations

as a starting guess. Since the CIS wave function is only necessary as an initial guess and

to determine the dominant orbitals, approximations can be introduced that speed up the

CIS calculations, such as the recently developed local fitting approach.99 After the CIS

calculation the canonical occupied MOs are localized using the Boys algorithm, while, to
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span the virtual space, projected atomic orbitals (PAOs)72 are constructed as

|a′〉 =

(
1−

∑
i′

|i′〉〈i′|
)
|µ〉. (2)

The CIS coefficients are transformed to the bases obtained as ca′i′ =
∑

iaCii′Caa′c
a
i , where Cii′

(Caa′) stands for the MO coefficient of the occupied LMO (PAO) basis. Subsequently, we

determine the order of the orbitals characterizing the importance of their contribution to the

wave function. To that end, motivated by Refs. 74 and 77, the norm of each column and row

of matrix ca′i′ is evaluated for all LMOs (PAOs), and these values are sorted into ascending

order. Starting from the largest one the squares of the norms are summed up until the sum

becomes larger than a predefined threshold TLMO (TPAO). The selected LMOs (PAOs) form

the P1(i
′) [P2(a

′)] domain. Obviously, the size of the domains can be arbitrarily controlled

with the threshold, furthermore, if the corresponding threshold is set to 1.0, all the orbitals

will be selected.

It is important to keep in mind that this procedure selects the important orbitals only

for the CIS wave function. If the overlap of the CIS and the single excitation part of the

final wave function is relatively small, it may be required to augment the domains with

additional orbitals. This problem was also realized by Kats and Schütz in the their local

CC2 approach,79 and it was resolved by the on-the-fly extension of the orbital domains in

the course of the diagonalization. Here, we propose a simpler, a priori extension scheme. It

can be assumed that the occupied orbitals involved in the excitations are close to each other

for a particular state, for example, they can be found on a chromophore group. Analogously,

the similar can be supposed for the virtual orbitals. Thus, if the domains are supplemented

with the environment of the selected orbitals, presumably all the important orbitals will be

chosen for the excitation. The orbital list extension procedure is illustrated in Fig. 1 and

performed as follows. First, a loose Boughton–Pulay (BP) atom list100 is defined for all the

LMOs using the TBPol completeness criteria. If this value is sufficiently chosen, only a few
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atoms are selected on which the corresponding LMO is practically localized. Thereafter, we

inspect for each LMO that is not included in the domain P1(i
′) whether its BP domain has

a common atom with the BP atom list of the LMOs already included in the P1(i
′) list. This

descriptor can be considered as a coarse-grained overlap measure of the two LMOs, hence

it provides a system specific, wave function-based tool and allows us to avoid the use of

distance-based criteria. If their overlap is significant with the LMOs of P1(i
′) in the form of

a common atom, the domain is augmented with the corresponding LMO. The P1(i
′) extended

with the surrounding LMOs will be denoted by P3(i
′). A similar process is executed for the

PAO domain. In this case, the atom domain assigned to a PAO consists of just one atom, the

atom on which AO µ of Eq. (2) is located. For simplicity, this atom will be referred to as the

central atom of the PAO. For each PAO included in the P2(a
′) list, all the other PAOs are

added to the domain which have central atoms common with PAOs included previously. The

extended domains will be denoted by P4(a
′). It is easy to see that P1(i

′) [P2(a
′)] is a subset

of the P3(i
′) [P4(a

′)] domain, and the latter contains information about the environment of

the orbitals involved in the excitation.

The excitations can also take place between two distant parts of the system. In this

case, the P3(i
′) and P4(a

′) domains can be very far from each other. If only the selected

orbitals were used in the calculations, the ground state correlation energy and amplitudes

would be close to zero, and of course, the excitation energy would also be highly inaccurate.

Accordingly, further supplementation of the domains is carried out, which is an important

advancement in our scheme compared to the related models.71,95 For that purpose we select

those PAOs which are close to the LMOs already included in the domain, and vice versa. At

this point we could use both the corresponding concise [P1(i
′), P2(a

′)] and extended [P3(i
′),

P4(a
′)] lists. Our numerical experience shows that the smaller domains are sufficient for

this purpose. Thus, in domain P5(a
′) all the PAOs are collected whose central atom can

be found in the BP atom list of the LMOs of the P1(i
′) list. Analogously, we inspect the

central atoms of the PAOs from the P2(a
′) list. If at least one of these atoms can be found in

8
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Figure 1: Illustration of the domain construction scheme. The dark blue, dark green, light
blue, light green, red, and yellow colors refers to the P1(i

′),P2(a
′),P3(i

′),P4(a
′),P5(a

′), and
P6(i

′) domains, respectively.

the BP domain of any LMO, the latter is added to the P6(i
′) list. The final domain, which

presumably includes all the important orbitals for the excitation and the electron correlation,

is formed as the union of the compiled lists: Pf(i
′, a′) = P3(i

′) ∪ P4(a
′) ∪ P5(a

′) ∪ P6(i
′).

It is important to note that, in practice, there may be a significant overlap among the

P1(i
′),P2(a

′),P3(i
′),P4(a

′),P5(a
′), and P6(i

′) domains.

The AO and auxiliary bases are also restricted to a smaller part of the molecular system

in order to achieve reduced scaling. These restrictions are again made system specifically

to ensure the accurate representation of the MOs and integrals required in the domain. To

exploit the locality of the LMOs in the integral transformation steps, each of the LMOs of

P3(i
′) ∪ P6(i

′) is projected onto a BP domain constructed with a significantly tighter BP

criterion (TBPot). For more details we refer to the documentation of our ground state local

correlation approaches.101,102 The union of such extended atom lists defines the initial atom

and correspondingly the AO list of the domain. In our experience the complete AO list of
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the domain is also sufficient to accurately expand the PAOs of the domain, in spite of the

fact that the PAOs are significantly more delocalized. In rare cases, PAOs located at the

edge of the domain are truncated too severely to be useful in the forthcoming correlation

energy calculations. In our ground-state schemes those handful of PAOs are simply discarded

from the higher level treatment, which can be afforded because their correlation energy

contribution would be negligible. We adopt this approach for the PAOs of P4(a
′) and P5(a

′).

In order to retain the most important PAOs of P2(a
′) in the domain, if necessary at all,

the atom list of the domain is extended with the most important BP atoms of the P2(a
′)

PAOs (controlled by TBPp), yielding the final domain atom and AO lists. Analogously, for

the accurate and efficient density fitting of each LMO-PAO pair density of the domain, the

auxiliary functions are used that are placed on the atoms of the union of the TBPol atom lists

of the LMOs included in P3(i
′) ∪ P6(i

′).

The quasi-canonical MO basis construction of the domain follows closely the scheme of

our ground-state methods.101,103 In brief, the truncated LMOs are re-orthogonalized in the

metric of the domain’s AO basis, and then they are canonicalized utilizing the projection

of the Fock matrix onto the AO basis of the domain. The PAOs are also projected onto

the entire AO basis of the domain. The resulting functions are orthogonalized, the possible

quasi-linear-dependency of this basis is removed, and then all the PAOs are canonicalized

within the domain. This procedure yields the occupied (i) and virtual (a) quasi-canonical

MO bases of the domain. The required occupied-virtual and occupied-occupied three-center

two-electron integrals are then constructed relying on our highly-optimized, integral-direct,

low-scaling integral transformation implementation as discussed in Refs. 101 and 102.

We note that, as mentioned above, we use Boys LMOs, which do not preserve the separa-

tion of the σ- and π-orbitals. Of course, the domain construction algorithm outlined in this

subsection can be applied with other types of LMOs, such as Pipek–Mezey104 or intrinsic

bond orbitals,105 which are free of this issue. We prefer Boys orbitals because our experience

shows that they are somewhat more localized than the aforementioned alternatives resulting

10
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in smaller domains and shorter computation times.67,101–103 On the other hand, the mixing

of σ- and π-orbitals does not worsen the accuracy of the computed spectral properties or

increase the computation time as the surrounding σ- and π-orbitals are anyway selected by

our scheme.

2.2 Utilizing the NAF and NO approximations in the domain

Since the procedure performed in the domain is very similar to the algorithm described

in detail in our previous publications,49,50 only the most important formulas and modifica-

tions will be discussed in this subsection. In the DF approach the four-center ERIs can be

approximated with the

(pq|rs) =
∑
Q

JQpqJ
Q
rs , (3)

expression, and the J quantities are constructed from two- and three-center two-electron

integrals, (P |Q) and (pq|P ), respectively, in the form of

JQpq =
∑
P

(pq|P )(P |Q)−1/2, (4)

where (P |Q)−1/2 is the corresponding element of the inverse square root of the two-center

integral matrix. The NAF approach47 is a very efficient tool to reduce the size of the

auxiliary basis for excited-state calculations.49,50,71 Although the approximation is not based

on any physical or chemical consideration, it is very similar to the well-known natural orbital

approach. It utilizes the singular value decomposition of J to construct a reduced auxiliary

basis. In practice, it is more favorable to compute the singular vectors as the eigenvectors

of matrix W with elements

WPQ =
∑
pq

JPpqJ
Q
pq . (5)

The eigenvectors of this matrix, the so-called NAFs, are the right singular vectors of matrix

J, and the eigenvalues are the squares of the singular values. Using a predefined threshold,
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εNAF, the less important NAFs can be dropped to get a more compact representation of

J. It is easy to see that the J matrix transformed to the compressed basis is the best

approximation to the original J.

In the NO approximation the virtual-virtual block of the one-particle density matrix,

Dab = 〈Ψ|a+b−|Ψ〉 , (6)

is constructed and diagonalized, where a+ and b− are creation and annihilation operators,

as well as Ψ denotes a lower-level wave function. The eigenvectors of this matrix are the

virtual natural orbitals (VNOs), while its eigenvalues are interpreted as the corresponding

occupation numbers of the NOs. The VNOs with smaller occupation numbers usually give

a smaller contribution to the wave function. Accordingly, using a predefined truncation

threshold denoted by εVNO, the less important VNOs can be selected and disregarded. Our

previous studies49,50 have shown that VNOs derived from state-averaged density matrices

are highly suitable for the calculation of excitation energies and transition properties. This

density matrix is formed as D = (DMP2 + DCIS(D))/2, where DMP2 and DCIS(D) denote the

density matrices obtained from the second-oder Møller–Plesset (MP2) and the CIS with

perturbative second-order correction [CIS(D)] wave functions. The virtual-virtual block of

the approximate one-particle MP2 density matrix in a spatial orbital basis can be written

in the

DMP2
ab = 2

∑
ijc

tcaij t
cb
ij (7)

form, where the above first-order amplitudes, tabij , are given as

tabij =
(ia|jb)

εi + εj − εa − εb
=

(ia|jb)
Dab
ij

=

∑
Q J

Q
iaJ

Q
jb

Dab
ij

, (8)

with εi (εa) as the occupied (virtual) orbital energy. One of the bottlenecks of the MP2

density calculation is the assembly of the (ai|bj) integral list, which scales as n2
occn

2
virtnaux,
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where nocc, nvirt, and naux stand for the number of occupied orbitals, virtual orbitals, and

auxiliary functions, respectively. It can be seen that the computational requirements of the

above operation can be linearly reduced by decreasing the number of auxiliary functions.

If the three-center two-electron integrals represented in the NAF basis are employed in the

expression, the density can be calculated with arbitrary precision by changing a threshold,

which is different from εNAF and will be denoted by εNAFd. As we will see it in Sect. 3.2,

our numerical experience shows that about half of the NAFs can be dropped without any

significant inaccuracy in the final results. Accordingly, the computation times required for

the density construction can be about halved.

The CIS(D) density matrix is formed as the sum of the density matrices obtained from the

CIS wave function and its second-order perturbative correction. The latter, the approximate

D(D) contribution, analogously to the MP2 density, is defined as

D
(D)
ab = 2

∑
ijc

ccaij c
cb
ij . (9)

Here, the CIS(D) doubles coefficient, cabij , is given as

cabij =

∑
c[(ac|bj)cci + (ai|bc)ccj]−

∑
k[(kj|ai)cbk + (ki|bj)cak]

Dab
ij + ωCIS

=
V ij
ab + V ji

ba

Dab
ij + ωCIS

, (10)

where we have introduced a shorthand notation

V ab
ij =

∑
Q

JQbjY
Q
ai =

∑
Q

JQbj

(∑
c

JQacc
c
i −
∑
j

JQij c
a
j

)
. (11)

In general, it can be stated that the computation and storage of the occupied-virtual and

occupied-occupied blocks of the J integrals are feasible in the main memory. However, it

is not true for the more demanding virtual-virtual block. In order to avoid the expensive

index transformation from the AO to the MO basis and the unfavorable disk input/output

operations, an integral-direct route is followed for the calculation of intermediate Y Q
ai . To
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that end, the first term in the definition of the intermediate is recast in the

Y Q
ai ←

∑
c

JQacc
c
i =

∑
cµν

CµaCνcJ
Q
µνc

c
i (12)

form. First, we perform the half-transformation of the CIS coefficient by Cνc and then the

contraction of the AO integral list with the resulting half-transformed coefficient. At this

operation, the sparsity of the half-transformed coefficient matrix can be exploited utilizing

that Eq. (9) is invariant to the unitary transformation of the occupied indices. If the

occupied index is transformed to the LMO basis, a restricted domain can be constructed

for each occupied orbital inspecting the cνi′ =
∑

iCii′c
ν
i coefficients, and the transformation

in Eq. (12) can only be carried out for the AOs of the domain. This restricted domain

for a given LMO contains solely the AOs of atoms for which at least one AO has a large

element in the coefficient matrix and gives significant contribution to intermediate Y. To

select the corresponding atom list for LMO i′, the square of the matrix elements belonging

to AOs on the given atom are summed. If this value is larger than a predefined threshold,

εMOd, the AOs of the selected atom are added to the domain. It is easy to see that the

size of the domain can be arbitrarily controlled with the threshold. In addition, the NAF

approach can also be utilized for the calculation of intermediate V. The auxiliary index of

three-index quantities, that is, integrals JQbj and intermediates Y Q
ai , can be replaced by NAFs.

Unlike in the previous case, at this step we have found it advantageous to construct NAFs

that are optimal for both the J and the Y matrices. Therefore matrix W is constructed

with elements WPQ =
∑

ai(J
P
aiJ

Q
ai + Y P

ai Y
Q
ai ) and the 2εNAFd truncation threshold is applied.

Nevertheless, similar to the MP2 density, half of the NAFs can be safely neglected also in

this case.

Having the state-averaged density matrix for the corresponding excited state at hand,

the matrix is diagonalized and the NOs are canonicalized. Subsequently, the integrals are

transformed to the NO basis, which can be performed much more economically as the size
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of the NO basis is significantly smaller than that of the original MO basis. The final NAFs

for the excited-state calculations are formed at this point using all the occupied-occupied,

occupied-virtual, and virtual-virtual blocks of the NO integral list. The three-center quanti-

ties expressed in the compact NO and NAF bases can be easily stored in the main memory,

and the calculation can be performed without any modification in the canonical code.

2.3 General algorithm

To conclude this section we overview our general algorithm for the present reduced-scaling

approach.

1. Solve Hartree–Fock equations

2. Localize orbitals using Boys algorithm, construct the Boughton–Pulay atom lists

3. Solve CIS equations for all the excited states using our integral-direct local-fitting

algorithm,99 transform the CIS wave function to the LMO/PAO basis

4. Loop over excited states

4.a. Analyze the CIS wave function, select LMOs and PAOs important for the

excited state to construct domains P1(i
′) and P2(a

′)

4.b. Augment the domains with LMOs and PAOs important for the correlation

utilizing the BP atoms lists to construct domains P3(i
′), P4(a

′), P5(a
′), and P6(i

′),

and their union, the excited-state-dependent local domain Pf(i
′, a′)

4.c. Diagonalize the Fock matrix within the Pf(i
′, a′) domain to get the excited-

state-specific quasi-canonical MOs

4.d. Integral transformation to compute the occupied-virtual and occupied-occupied

three-center two-electron integrals in the quasi-canonical MO basis
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4.e. Calculate the MP2 and CIS(D) density with the aid of the NAF approach,

diagonalize the density matrices to construct the NO basis of the domain, truncate

the NO basis

4.f. Diagonalize the Fock matrix within the truncated NO basis to construct the

state-specific canonicalized NO basis

4.g. Transform the MO indices of the three-center integrals to the canonicalized

NO basis

4.h. Calculate NAFs in the canonicalized NO basis and transform the auxiliary

function index of the three-center integrals to the final NAF basis

4.i. Solve the excited-state problem within the state-specific canonicalized NO/NAF

basis

End loop

The algorithm presented is similar but contains essential changes compared to our pre-

vious reduced-cost scheme.49,50 First, the CIS problem is solved utilizing our effective and

almost error-free local-fitting approximation.99 Second, a state-dependent local domain is

constructed. The operations performed in the domain are very similar to the steps of the

reduced-cost approach, but some further approximations have been introduced for the den-

sity matrix calculation. That is, the NAF approach is exploited at the calculation of the

densities, and, in addition, an LMO-based AO domain is constructed for the intermediate

calculation utilizing the sparsity of the CIS coefficients in the domain. The virtual-virtual

block of the three-center integrals is not constructed explicitly for the densities, it is first

calculated in the small NO basis.

Notice that, in our scheme, each excited state is computed independently with a state-

specific MO and auxiliary function basis. Consequently, the resulting excited-state wave

functions will not be orthogonal to each other, which also means that the computation of

transition moments between two excited states would require further considerations.
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3 Results

3.1 Computational details

The new approach has been implemented in the Mrcc suite of quantum chemical programs

and will be available in the next release of the package.106

Since a CT excitation between two distant systems would probably be the biggest chal-

lenge for domain construction, we chose a well-known example from the literature and cus-

tomized it to inspect the errors introduced by the MO space reduction. The basic idea

originates from the paper of Dreuw et al.,31 where a CT transition of an ethylene – tetrafluo-

roethylene system was studied. If the separation is large enough, more than around 10 Å, the

matrix elements for a ground-state correlation calculation between the occupied orbitals on

one of the subunits and the virtual orbitals on the other subunit are practically zero. From

this point of view, the chosen example is fortunate, however, the final domain would contain

the entire molecules as they are rather small. Therefore, to be able to study the effects of

the truncation of the MO space and to determine the truncation parameters, an undecane

skeleton was connected to both subunits. The resulting tridec-1-ene – 1,1,2-trifluorotridec-

1-ene system, hereafter referred to as the CT system, is satisfactory in all aspects. The

coordinates are available in the supplementary material. For this test system Dunning’s

correlation consistent triple-ζ basis set (cc-pVTZ) were used,107,108 and the corresponding

auxiliary bases developed by Weigend et al. were employed.109–111

To benchmark the cutoff parameters for the density calculation with the selected MO

space truncation thresholds, the phenothiazine-isoalloxazine dyad (dyad for short)77 was

chosen. This molecule is one of the smallest ones from our benchmark set but large enough

to test the effects. In addition, its four lowest excited states include several important types

of excitations. In these calculations, the triple-ζ AO and auxiliary basis sets augmented with

diffuse functions (aug-cc-pVTZ)109,112 were applied.

With the selected truncation parameters, further benchmark calculations were performed
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to assess the errors and speedups for real-life compounds. For this purpose, a set of realistic

systems containing 51-127 atoms was assembled. These widely-studied molecules were taken

from the literature,49,50,77–81,95,96,99,113 and most of them are real challenges for local excited-

state methods since they have Rydberg or CT excitations, as well as conjugated or delocalized

electronic structures. Our test set includes the two borondipyrromethene-flavin dyads [Flv(a)

and Flv(b)],78 the above dyad molecule,77 a perylene bisimide derivative (bisimide deriva-

tive),113 leupeptin,95 met-enkephalin,95 D21L6,80 and the pyrene-phenothiazine-isoalloxazine

triad (triad).77 For these calculations, the aug-cc-pVTZ basis set was applied as well. To

demonstrate the applicability of the method, additional calculations were carried out for even

larger systems including up to 400 atoms and 13000 AOs. Two of the selected compounds

(C60Im–ZnP–BDP and WW-6 dye) play important roles in photovoltaics,114–116 bivalirudin

is a notable synthetic polypeptide in biochemistry,96 and the hydrated formamide (FA)

model is an excellent system to study the effects of the explicit solvation.71 The structure

of the molecules is depicted in the supplementary material. For the Zn atom in the solar

cell dyes, the auxiliary functions for the def2-QZVPPD117 basis were used. The sizes of the

investigated systems are collected in Table 2.

In the excited-state calculations the core orbitals were kept frozen. The oscillator strengths

(f) were evaluated in the dipole length approximation. The reported computation times are

wall-clock times determined on a machine with 128 GB of main memory and an 8-core 1.7

GHz Intel Xeon E5-2609 v4 processor.

3.2 Convergence with the truncation thresholds

First, using the constructed CT system, convergence tests were performed at the ADC(2)

level to determine the threshold parameters used for the domain construction. The structure

of the model system is presented in Fig. 2. Since the primary aim of these studies was to

identify the errors introduced by the domain approximations, the NO and NAF approxima-

tions were not utilized in these calculations. The BP parameters for the LMO (TBPot) and
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Table 2: The size of the systems studied and the number of the basis functions.

Number of Number of Number of
Molecule atoms AOs auxiliary functions
Flv(a) 51 2001 4506
Dyad 53 2051 4639
Bisimide derivative 60 2346 5280
Leupeptin 68 2254 4928
Met-enkephalin 75 2649 5891
CT system 78 1556 3819
Flv(b) 78 2829 6288
D21L6 98 3412 7590
Triad 127 4650 10383
C60Im–ZnP–BDP 202 8097 18431
Bivalirudin 293 10304 22778
WW-6 dye 311 10604 23445
FA@144 H2O 438 13455 28968

Figure 2: The CT model system and the orbitals involved in the CT excitation studied.

PAO (TBPp) atom lists were carefully selected for our ground-state local correlation meth-

ods,101,102 and no circumstances require their modification for the excited-state approach.

Accordingly, we employ the values determined in our previous studies, TBPot = 0.9999 and

TBPp = 0.98. In addition, the loose LMO atom list threshold, TBPol, is only necessary to

select the most important atoms, so the TBPol = 0.95 value is expected to be appropriate.

Consequently, systematic benchmarks are presented only for two of the so far introduced
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thresholds, for the most important ones, namely TLMO and TPAO.

Unfortunately, the effects of these two parameters are difficult to examine separately in

practice. The primary purpose of the TLMO (TPAO) threshold is to control the number of

important LMOs (PAOs), which are required to properly describe the excitation (see the

scheme of Sect. 2.1). However, it is obvious that the number of the LMOs (PAOs) included

in domain P6(i
′) [P5(a

′)] depends on the value of TPAO (TLMO) and the size of domain P4(a
′)

[P3(i
′)]. In other words, if all PAOs are selected to domain P4(a

′), regardless of the value

of TLMO, all LMOs would be added to the final domain. This is required to accurately

evaluate the correlation contribution of the orbitals. The same statements can be made

about the relationship of domain P3(i
′) and the final number of the PAOs. Nevertheless, the

role of the two thresholds are much less coupled for two distant systems, and their effects

can be discussed separately for such cases. For the selected model system, the excitation

occurs from the trifluorotridecene unit to the tridecene unit. If one sets TLMO to 1.0, all the

LMOs and PAOs are selected on the trifluorotridecene unit, however, the number of orbitals

on the other unit can be controlled arbitrarily. In this case, the size of P2(a
′) is directly

influenced by threshold TPAO, but, of course, this also affects the additional selected orbitals

in domains P4(a
′) and P6(i

′). On the other hand, if TPAO is set to 1.0, all the LMOs and

PAOs are selected on tridecene, but the number of the selected LMOs, PAOs, as well as

the sizes of the domains P1(i
′), P3(i

′), and P5(a
′) can be varied with threshold TLMO on the

trifluorotridecene unit. The errors with respect to the canonical ADC(2) calculation and the

sizes of the domains are visualized in Fig. 3.

Inspecting the plots in both cases we can observe that the decrease of the errors, apart

from a short interval, are monotonic in the entire range. Considering that the error should

be less than an order of magnitude smaller than the intrinsic error of the ADC(2) method,

which is 0.2 to 0.3 eV, the TPAO and TLMO thresholds must necessarily be equal to or tighter

than 0.92 and 0.999, respectively. Relying on the results of further numerical experiments

and threshold combinations, we recommend TPAO = 0.94 and TLMO = 0.999 as the default
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Figure 3: Error of the ADC(2) excitation energy (blue) and the size of the domains (red)
as a function of the corresponding truncation threshold. A charge transfer state with the
canonical ADC(2) excitation energy of 12.03 eV was selected as reference. See the text for
further details.

truncation parameters, as well as TLMO = 0.9999 as a tight threshold for occupied orbitals.

This choice ensures that the error in the excitation energies introduced by the LMO and

PAO truncation is sufficiently small with the default thresholds, while the tight value for

the LMO truncation allows the calculation of more accurate properties. For our CT system,

with TPAO = 0.94, only 24% of the PAOs are selected based on the CIS excitation vector, but

they are taken from many atoms. As a result, unfortunately, almost all the PAO orbitals are

included in domain P4(a
′), and all the LMOs are selected to the domain P6(i

′). Hence, the

PAO truncation on trifluorotridecene unit is practically error-free. In contrast, significant

gains come from neglecting LMOs on the tridecene unit. At TLMO = 0.999 (0.9999), 27%

(33%) of the LMOs are included in domain P1(i
′). This is supplemented to 50% (56%)

based on the BP domains, and 38% (47%) of the PAOs are selected for the correlation. The

truncation of the AO and auxiliary bases seems to be very conservative because it does not

have any significant effect on the error introduced. With the default (tight) threshold, if

both the PAOs and LMOs are restricted, the error in the excitation energy is 0.02 (0.01) eV.

The selection of the appropriate εMOd and εNAFd parameters for the density calculation

requires further numerical analysis. For this study, the dyad molecule was chosen, and the
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NAF and VNO approaches within the domain were utilized with the default εNAF = 0.1 a.u.

and εVNO = 7.5× 10−5 cutoff thresholds for the NAF and VNO selection, respectively. The

results are visualized in Fig. 4. Inspecting the plots we can observe that the errors decrease

−4

−2

0

2

3 4 5 6 7 8

E
rr

o
r 

in
 t

h
e

 e
x

c
. 

e
n

e
rg

y
 /

 m
e

V

−lg(εMOd)

S1
S2
S3
S4

0

2

4

6

8

10

0.000 0.005 0.010 0.015 0.020 0.025

E
rr

o
r 

in
 t

h
e

 e
x

c
. 

e
n

e
rg

y
 /

 m
e

V

εNAFd / a.u.

S1
S2
S3
S4

Figure 4: Error of the ADC(2) excitation energy as a function of the εMOd (left panel)
and εNAFd (right panel) truncation thresholds for the four lowest excited states of the dyad
molecule. The reference is the case where no further approximations are used for the density
construction.

continuously with tightening the parameters. The use of the LMO-based AO domains instead

of the full AO list in Eq. (12) becomes practically error-free at the εMOd = 10−6 value for

all the excitations of this test system. Note also that the evaluation of intermediate Y does

significantly not contribute to the total wall-clock time since the rate-determining step in Eq.

(12) scales as n2
AOnoccnaux, where nAO stands for the number of AOs. For these reasons the

conservative εMOd = 10−7 threshold is suggested. With this εMOd choice, the AO basis can

be compressed by about 20% for the system investigated. Presumably, this gain can be more

favorable for larger systems. Although the errors are somewhat larger in the case of the NAF

approximation, they are still under 10 meV in the inspected range. In order to minimize the

error introduced by the NAF approach, the εNAFd = 0.005 a.u. cutoff parameter is proposed.

With the selected threshold, the errors do not exceed 1 meV, while the percentage of the

dropped NAFs are around 55 and 65% for the MP2 and CIS(D) density, respectively. We

expect that the number of operations required for Eqs. (8) and (11) can be halved with

negligible errors in general since the NAF approximation is fairly system-independent.
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3.3 Benchmark calculations

Further benchmark calculations were performed for the selected realistic molecular systems

at the ADC(2) level. These systems of 51 to 127 atoms are primarily important in the

field of photochemistry. We attempted to inspect all important types of excitations, such

as valence excited states (n → π∗, σ → π∗, and π → π∗), Rydberg, as well as charge

transfer excitations. In order to compare the errors introduced by the reduced-cost and the

reduced-scaling algorithms, extensive benchmark calculations were carried out using different

truncation thresholds. For the reduced-cost algorithm, εVNO = 7.5 × 10−5 and εNAF = 0.1

a.u. thresholds were used as default values, while εVNO = 1.5 × 10−5 and εNAF = 0.1 a.u.

were applied in the tight case. In line with our previous results, we have found that the

NAF approximation is practically error-free, so further tightening of the NAF threshold is

not necessary. In the case of the reduced-scaling calculations, the εVNO = 7.5 × 10−5 and

εNAF = 0.1 a.u. thresholds were used to obtain the VNOs and final NAFs for both the default

and tight calculations. For the MP2 and CIS(D) density construction the εNAFd = 0.005 a.u.

parameter was used in every case. The default and tight calculations only differ in the

domain construction. For the former, the TLMO = 0.999 and TPAO = 0.94 cutoff parameters

were applied, while TLMO = 0.9999 and TPAO = 0.94 were used for the latter.

The errors of the excitation energies and the corresponding oscillator strengths with

respect to the best estimates are presented in Table 3. The statistical error measures given

in the table are the mean deviation (MD), the mean absolute deviation (MAD), and the

maximum absolute deviation (MAX). First, we discuss the results obtained with the reduced-

cost algorithm, because the relevant performance analysis was not part of our previous

study.50 In this case, all the errors are highly acceptable. The MD (MAD) is 5 (12) meV

for the excitation energies using the default thresholds, while the MAX does not exceed 40

meV. The oscillator strengths, except for the S4 state of the D21L6 molecule, are practically

error-free: their MD is zero, while their MAD (MAX) is 0.002 (0.022). The errors obviously

decrease by tightening the VNO threshold. The MAD and MAX are halved for the excitation
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Table 3: Reference ADC(2) excitation energies (ωref , in eV), oscillator strengths (fref), the
error of excitation energies (δω, in eV) and oscillator strengths (δf) with various approaches
using the aug-cc-pVTZ basis set.

Reduced-cost algorithm Reduced-scaling algorithm
Tight Default Tight Default

Molecule Character ωref
a fref

a δω δf δω δf δω δf δω δf

Flv(a) π → π∗ 2.593 0.294 0.000 0.002 0.008 0.008 0.003 0.015 0.006 0.029
π → π∗ 2.863 0.185 -0.003 0.000 0.005 0.002 -0.003 0.014 0.001 0.020
n, σ → π∗ 3.207 0.000 -0.004 0.000 0.012 0.000 0.016 0.000 0.017 0.000
n, σ → π∗ 3.319 0.001 -0.008 0.000 -0.009 0.000 -0.008 0.000 0.001 0.000

Dyad π → π∗ 2.939 0.170 -0.003 0.002 0.005 -0.001 -0.002 0.002 -0.001 0.003
CT 3.150 0.006 -0.002 0.000 0.017 0.000 0.016 0.000 0.016 0.000

n, σ → π∗ 3.312 0.001 -0.006 0.000 0.002 0.000 -0.010 0.000 -0.006 0.000
n, σ → π∗ 3.376 0.001 -0.006 0.000 0.012 0.000 0.016 0.000 0.025 0.000

Bisimide der. π → π∗ 2.464 0.686 0.002 -0.001 0.016 -0.003 -0.004 0.005 -0.004 0.006
π → π∗ 3.415 0.000 0.003 0.000 0.018 0.000 0.028 0.000 0.028 0.000
π → π∗ 3.636 0.000 0.000 0.000 0.015 0.000 0.006 0.000 0.006 0.000
π → π∗ 3.670 0.019 0.002 0.000 0.020 0.002 0.027 0.007 0.042 0.025

Leupeptin Rydberg 4.065 0.001 -0.013 0.000 -0.025 0.000 -0.019 0.000 -0.011 0.000
Rydberg 5.123 0.001 -0.006 0.000 -0.005 0.000 0.007 0.000 0.025 0.000
Rydberg 5.137 0.002 -0.009 -0.001 -0.006 -0.001 0.003 -0.001 0.033 0.000
Rydberg 5.289 0.003 -0.008 0.000 -0.007 0.000 -0.005 0.000 0.011 0.000

Met-enkephalin Rydberg 4.749 0.018 0.002 0.000 0.013 0.001 0.012 0.001 0.017 0.001
Rydberg 4.998 0.000 0.004 0.000 0.020 0.000 0.019 0.000 0.025 0.000
Rydberg 5.303 0.000 -0.003 0.000 -0.040 0.000 -0.036 0.000 -0.026 0.000
Rydberg 5.351 0.000 -0.014 0.000 -0.010 0.000 -0.003 0.000 0.007 0.000

Flv(b) π → π∗ 2.423 0.362 0.000 0.001 0.008 0.006 -0.006 0.018 -0.005 0.037
CT 2.746 0.000 -0.006 0.000 0.000 0.000 -0.009 0.000 0.025 0.000

π → π∗ 2.843 0.168 -0.003 0.000 0.005 0.001 -0.002 0.020 -0.004 -0.044
n, σ → π∗ 3.126 0.000 -0.005 0.000 0.011 0.000 0.018 0.000 0.024 0.000

D21L6 CT 2.588 1.051 − − 0.011 0.005 -0.005 0.012 0.011 0.022
π → π∗ 3.353 0.107 − − 0.015 0.002 -0.006 0.000 0.009 -0.010
Rydberg 3.449 0.057 − − 0.014 0.003 0.002 -0.004 0.002 0.042
Rydberg 4.036 0.040 − − 0.008 -0.022 0.010 -0.019 0.009 -0.024

Triad π → π∗ 2.811 0.111 − − − − -0.002 -0.010 -0.029 0.040
n, σ → π∗ 3.188 0.001 − − − − 0.012 0.000 0.036 0.000
π → π∗ 3.584 0.001 − − − − -0.001 0.000 0.002 0.000
π → π∗ 3.758 0.354 − − − − -0.005 0.028 0.000 -0.027

MD -0.004 0.000 0.005 0.000 0.002 0.003 0.009 0.004
MAD 0.005 0.000 0.012 0.002 0.010 0.005 0.015 0.010
MAX 0.014 0.002 0.040 0.022 0.036 0.028 0.042 0.044

a The reference value for the properties is taken from the best available calculation, which is the canonical ADC(2) value for
the Flv(a), dyad, bisimide derivative, leupeptin, met-enkephalin, and Flv(b) molecules. For the D21L6 and the triad
molecules, because of their size, only reduced-cost results are available as a reference.

energies, while the MAD is also zero for the oscillator strengths. Significant difference among

the various types of excitations cannot be observed, which suggests that the approximations

can be used in a black-box manner for arbitrary type of excited state. Concerning the

reduced-scaling algorithm, the results are also very encouraging. With the default thresholds,

the MD (MAD) of the excitation energies is 9 (15) meV, while the MAX is still 42 meV.
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In other words, with the domain construction, the error measures increase by 2-4 meV with

respect to the reduced-cost algorithm. However, if one takes a closer look at the errors,

a small amount of error compensation occurs between the domain and the reduced-cost

approximations. Despite the excellent results for the excitation energies, the errors are more

notable for the oscillator strengths. Their MD (MAD) is 0.004 (0.010), while their MAX is

0.044, which are significantly higher compared to the reduced-cost algorithm. However, as

it can be seen, the relative error in the most intense transitions is still acceptable being at

most about 10%. Accordingly, these errors have no effect on the assignation of absorption

spectra. Of course, in particular cases, it may be important to carry out more accurate

calculations, and that is why we have introduced a tighter cutoff parameter for the domain

construction. With the tight settings the error measures can be reduced by 5-7 meV for the

excitation energies and can be halved for the oscillator strengths. In this case, all the MD,

MAD, and MAX errors of the excitation energies are slightly lower compared to the default

reduced-cost algorithm, which can be explained by error compensation. The errors in the

oscillator strengths are somewhat still higher, however, they are firmly more moderate.

The above results show the accuracy of the reduced-cost and reduced-scaling algorithms,

but the computational resources required by them are also important. To characterize this,

the sizes of the bases in which the time-consuming operations were performed, the total

wall-clock times, and the overall speedups with respect to the canonical calculations are

collected. The results for the reduced-cost algorithm are presented in Table 4. Inspecting

the results we can observe that 59.7% of the VNOs and 83.3% of the NAFs can be dropped

on the average using the default thresholds. These averages are fairly representative, as the

differences between the maximum and minimum values are around 5% and 2% for the VNOs

and NAFs, respectively. Accordingly, both the operation counts in the rate-determining steps

and the memory requirement can be reduced by about a factor of 35. As the calculation

of the one-particle densities and integral transformations requires extra operations, it is

important to determine the overall speedups. The total wall-clock time in the canonical
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Table 4: The percentage of VNOs and NAFs dropped, total wall-clock times (in hours), and
overall speedups with the reduced-cost algorithm using various thresholds.

Tight Default
Dropped Dropped Total Dropped Dropped Total

Molecule VNOs NAFs wall time Speedup VNOs NAFs wall time Speedup
Flv(a) 35.8 71.8 23.7 5.2 58.1 82.2 10.8 11.5

35.7 71.8 58.1 82.1
35.9 71.9 58.4 82.2
36.0 71.9 58.4 82.2

Dyad 36.2 73.1 32.8 5.0 58.3 82.8 14.5 11.3
35.6 72.9 58.0 82.7
36.4 73.1 58.6 82.9
35.7 72.9 58.0 82.7

Bisimide der. 37.6 72.7 41.7 5.7 59.7 82.7 23.2 10.3
37.5 72.7 59.8 82.8
35.2 72.4 57.4 82.5
37.6 72.7 59.8 82.8

Leupeptin 39.5 73.5 27.1 5.0 61.6 84.2 13.4 10.1
38.2 73.3 60.3 83.9
37.7 73.2 59.8 83.9
38.4 73.3 60.5 83.9

Met-enkephalin 36.2 72.8 90.7 4.7 58.6 83.3 45.0 9.5
38.0 73.1 60.5 83.5
36.9 72.9 59.2 83.3
34.0 72.6 56.3 82.9

Flv(b) 38.7 73.0 114.6 5.9 60.7 83.3 54.5 12.3
39.1 73.0 61.3 83.4
39.3 73.1 61.5 83.5
39.4 73.1 61.6 83.5

D21L6 39.8 74.6 288.8 − 61.9 84.4 115.8 −
38.5 74.4 60.6 84.2
39.3 74.5 61.5 84.3
39.3 74.5 61.5 84.3

Triad − − − − 61.4 83.7 549.8 −
− − 59.8 83.5
− − 58.9 83.4
− − 61.7 83.8

Average 37.4 73.0 5.3 59.7 83.3 10.8
Maximum 39.8 74.6 5.9 61.9 84.4 12.3
Minimum 34.0 71.8 4.7 56.3 82.1 9.5

case contains the time required for the integral-direct CIS, MP2, and ADC(2) calculations,

which algorithms are also well-optimized. For the reduced-cost algorithm, it includes the

integral transformation from the AO to the MO basis, the computation of the complete MO

space NAFs, the time required for the CIS solution, the one-particle density calculations, the

integral transformation to the VNO basis, the final NAF construction and transformation,

as well as the time spent in the MP2 and ADC(2) calculations.50 Taking into account all of
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these steps, the overall speedup gained with the default thresholds is 10.8 in average, while

the minimum (maximum) speedup is 9.5 (12.3). The balanced speedups can be attributed

to the systematic behavior of the VNO and NAF space truncations: the percentage of both

the VNOs and NAFs retained fluctuates within a narrow range. Similar conclusions can

be drawn for the tight parameters. Then 37.4% and 73.0% of the VNOs and NAFs can be

neglected on the average, respectively, which means a reduction of about 10-times in the

size of the integral list and in the operation count of the most expensive steps. The average

speedup is 5.3, and the minimum and maximum values of the space reductions and the

speedups are also well-balanced.

The above values were also collected for the reduced-scaling algorithm together with the

corresponding parameters which are only relevant in the state-dependent local domain. The

percentage of various orbitals and functions dropped as well as the speedups with respect to

the reduced-cost algorithm are collected in Table 5.
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Table 5: Percentage of AOs, auxiliary functions, LMOs, and PAOs dropped at the domain construction; percentage of VNOs
and NAFs dropped inside the local domain with respect to the canonical bases of the domain; as well as the speedups with
respect to the reduced-cost algorithm using various thresholds.

Tight Default
Dropped Overall Dropped Overall

Molecule AOs Aux. LMOs PAOs VNOs NAFs Speedupa speedupb AOs Aux. LMOs PAOs VNOs NAFs Speedupa speedupb

Flv(a) 0.0 10.5 8.1 12.8 61.4 83.5 0.8 0.9 0.0 20.6 20.7 24.6 66.7 85.9 1.0 1.2
0.0 11.9 9.2 12.3 61.2 83.4 0.8 0.0 11.9 16.1 25.3 65.0 85.2 1.0
0.0 11.9 9.2 17.1 61.7 83.5 0.9 0.0 11.9 16.1 26.5 65.4 85.3 1.1
0.0 16.6 25.3 28.4 68.7 86.7 1.3 9.2 40.1 40.2 44.4 74.9 89.2 1.7

Dyad 0.0 1.0 0.0 5.4 58.3 82.5 0.7 0.8 0.0 3.0 4.7 11.8 60.5 83.4 0.7 0.8
0.0 1.0 0.0 0.7 57.8 82.4 0.7 0.0 1.0 0.0 0.7 57.8 82.4 0.7
10.1 31.7 32.6 33.9 72.1 88.2 1.8 23.7 41.8 39.5 45.8 75.5 89.6 2.1
0.0 1.0 0.0 0.0 57.8 82.4 0.7 0.0 1.0 0.0 2.3 58.0 82.4 0.7

Bisimide der. 0.0 3.5 0.0 6.7 59.7 82.4 0.8 1.0 0.0 3.5 0.0 8.8 59.7 82.4 0.8 1.1
0.0 28.8 28.6 32.2 71.4 87.4 1.7 0.0 28.8 28.6 32.2 71.4 87.4 1.7
0.0 5.2 2.0 12.7 58.8 82.7 0.8 0.0 5.2 2.0 12.7 58.8 82.7 0.8
0.0 9.2 12.2 20.5 62.2 84.5 1.1 0.0 28.8 28.6 32.2 68.9 87.1 1.6

Leupeptin 3.1 50.1 52.3 63.0 82.5 92.7 2.4 1.7 14.3 64.6 66.3 73.6 87.6 94.8 2.8 2.6
0.0 18.6 15.1 29.2 67.5 86.7 1.2 0.0 35.0 39.5 51.4 77.1 90.7 2.1
0.0 25.4 22.1 41.9 70.7 88.0 2.0 16.3 64.3 65.1 72.5 86.7 94.6 4.2
0.0 25.7 23.3 32.4 70.5 88.1 1.5 3.1 36.8 38.4 48.1 76.4 90.4 2.1

Met-enkephalin 53.1 63.6 64.8 67.0 85.1 94.0 5.0 5.1 54.9 67.0 69.4 71.4 87.0 94.8 5.1 5.3
53.1 63.6 64.8 64.5 85.5 94.1 5.9 54.9 67.0 69.4 68.7 87.2 94.9 6.1
33.9 43.9 49.1 48.2 78.5 91.4 4.3 37.3 51.1 56.5 54.9 81.1 92.5 4.6
37.3 47.5 51.9 50.9 78.1 91.5 5.2 38.2 51.8 58.3 56.8 80.6 92.6 5.5

Flv(b) 0.0 7.8 8.8 12.6 64.0 84.6 1.1 1.3 1.6 14.3 18.4 20.9 67.7 86.3 1.4 1.9
0.0 2.9 0.0 2.4 61.2 83.2 0.9 0.0 7.8 9.7 11.7 64.6 84.8 1.1
0.0 8.5 9.7 14.6 64.9 84.9 1.5 0.0 26.7 29.0 39.8 72.7 88.1 2.6
0.0 21.4 22.8 33.0 70.3 87.0 2.1 26.0 52.0 50.9 57.2 81.0 91.7 4.0

D21L6 12.1 24.5 22.9 27.9 70.6 87.7 2.0 2.2 14.8 30.3 28.2 40.3 73.1 88.6 2.6 2.7
12.1 24.5 22.9 27.9 69.6 87.5 2.3 14.8 29.7 27.5 35.6 71.5 88.2 2.7
6.7 18.7 17.6 22.7 68.2 86.8 1.9 6.7 24.1 25.2 29.9 70.8 88.1 2.6
12.1 24.5 22.9 27.9 70.3 87.6 2.5 13.5 27.1 26.7 31.6 71.5 88.2 2.8

Triad 4.0 17.6 15.7 23.5 66.5 85.9 1.2 2.5 9.4 24.4 23.8 29.9 69.4 87.2 1.8 3.9
7.4 14.5 11.9 21.5 64.9 85.2 1.3 7.9 25.7 29.2 36.9 72.0 88.3 2.7
43.6 68.1 68.1 69.7 86.8 94.6 8.1 44.1 69.2 71.4 71.8 87.9 95.1 8.1
25.7 58.6 59.5 64.5 84.8 93.4 7.9 42.5 69.5 68.7 74.0 88.3 94.9 8.7

Average 9.8 23.8 23.5 29.0 69.1 87.0 2.3 1.9 13.5 32.4 33.4 38.9 73.0 88.7 2.7 2.4
Maximum 53.1 68.1 68.1 69.7 86.8 94.6 8.1 5.1 54.9 69.5 71.4 74.0 88.3 95.1 8.7 5.3
Minimum 0.0 1.0 0.0 0.0 57.8 82.4 0.7 0.8 0.0 1.0 0.0 0.7 57.8 82.4 0.7 0.8

a The time required for the reduced-cost CIS calculations is distributed equally among the excited states. b Overall speedup for the entire calculation for all the investigated
states.
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The results are in line with the expectations. The sizes of the bases are heavily influenced

by several factors, thus, their comparison is rather difficult. Perhaps one of the most relevant

factors is the size of the molecule, but, in addition, the properties of the electronic structure,

the character of the excited state, and the shape of the molecular orbitals involved in the

excitation are also important. For the first three molecules no significant improvement

can be achieved. The Flv(a) and dyad molecules are relatively small (51 and 53 atoms,

respectively), while the bisimide derivative has an extended delocalized electronic structure.

However, the effective size of the system was successfully reduced for some excitations via

the domain approximation [the S4 state of Flv(a), the S3 state of the dyad, as well as the S2

and S4 transitions of the bisimide derivative]. In these cases the time required for the rate-

determining steps are decreased but the overall speedups are moderate. This can be explained

by the fact that the local-fitting CIS algorithm is more expensive than the in-core reduced-

cost CIS algorithm for these systems, and the costly integral transformation to the NO basis

must be performed for each state separately. For larger systems, significant speedups can

be gained: for the molecules above 78 atoms we observe up to 3–9-fold improvement with

respect to the reduced-cost algorithm. Comparing the default and tight thresholds, we can

observe that about 10% more LMOs are retained with the latter, however, the number of

the VNOs and NAFs does not differ significantly. That is, the accuracy of the calculation is

primarily influenced by the number occupied orbitals.

3.4 Extended systems

To demonstrate the efficiency of the algorithm presented, further calculations were performed

for more extended molecular systems. Such extensive calculations with more than 200 atoms

using the aug-cc-pVTZ basis set are not feasible on our hardware even with our reduced-

cost algorithm. The calculated excitation energies and oscillator strengths, the sizes of the

various bases, and the wall-clock times measured are collected in Table 6.
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Table 6: ADC(2) excitation energies (ω, in eV) and oscillator strengths (f) computed with the present approach, the percentage
of basis set reduction (see the caption of Table 5), as well as the wall-clock times (in hours) required for the various rate-
determining steps of the calculations using the aug-cc-pVTZ basis set.

Dropped Wall-clock time
Molecule Character ω f AOs Aux. LMOs PAOs VNOs NAFs CIS Domaina Densityb ADC(2) Total
C60Im–ZnP–BDP π → π∗ 1.826 0.000 48.0 59.3 59.5 62.5 83.6 92.9 71.1 1.9 14.7 22.9 110.6

π → π∗ 1.895 0.000 48.0 59.9 60.1 63.3 83.8 93.0 71.3 1.9 13.8 21.8 108.8
π → π∗ 2.235 0.048 46.0 61.3 62.8 64.8 84.8 93.7 58.8 1.9 11.8 5.6 78.1
π → π∗ 2.250 0.046 46.0 61.3 62.8 64.8 84.8 93.7 56.2 1.9 11.8 5.8 75.7

Bivalirudin π → π∗ 4.808 0.022 80.4 90.9 91.8 91.7 96.4 98.6 19.6 0.7 0.2 0.0 20.5
π → π∗ 5.164 0.001 70.3 85.1 88.4 87.8 94.8 98.0 25.3 0.7 0.6 0.1 26.6
π → π∗ 5.371 0.001 76.8 84.7 87.0 86.6 94.7 97.9 22.0 0.7 0.6 0.2 23.5
π → π∗ 5.769 0.103 77.2 86.1 87.0 87.4 94.6 97.8 31.8 0.7 0.6 0.3 33.3

WW-6 dye π → π∗ 1.990 0.693 33.2 56.6 53.9 65.0 84.0 92.9 114.9 2.4 53.5 38.9 209.7
FA@144 H2O n→ π∗ 5.790 0.000 46.2 93.9 90.8 93.8 97.0 98.6 90.6 2.2 1.4 0.1 94.3

a Time required for the domain construction including the transformation of CIS coefficients, calculation of PAOs, construction of BP
domains, compilation of atom and MO lists. b Time required for the calculation of NOs and NAFs including the integral transformations.
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Inspecting the results similar statements can be made as for the smaller examples. The

sizes of the bases and the wall-clock times highly depend on the factors mentioned in the

previous subsection. However, for these large molecules, all the basis set sizes can be almost

halved for any type of excitation by employing the domain approximation. Consequently,

the calculation of the VNOs and NAFs, as well as the demanding excited-state correlation

calculation can be performed with significant savings. As it can be seen, the cubic-scaling

local density fitting CIS calculation is the rate-determining step of the whole procedure in

all the cases. For the lowest excited state of the C60Im–ZnP–BDP system, which is the least

suitable for sizeable cost-reduction, the occupied, virtual, and auxiliary indices can be cut

by about 60% with the domain construction. On the basis of operation count estimates the

corresponding speedup factor for the VNO and NAF construction is about 100. The final

LMO, VNO, and NAF bases are compressed by about 63, 84, and 93% compared to the

corresponding canonical bases, thus, the speedup in the ADC(2) part is about 2000-times.

For this system the reduced-scaling CIS calculation takes 70 hours, which is approximately

65% of the total wall-clock time. This ratio and the basis set reduction are even better with

increasing system sizes.

The effects of the explicit solvation was tested on the lowest excited state of a solvated

formamide molecule with an increasing number of water molecules as introduced by Baudin

and Kristensen.71 The change of the excitation energy as a function of the size of the solvation

shell is shown in Fig. 5. The tendencies are greatly in line with those of Ref. 71 in spite of the

different basis sets (aug-cc-pVTZ here, aug’-cc-pVDZ in Fig. 9 of Ref. 71). As we can see, the

canonical calculations were performed for up to 30 water molecules, whereas the reduced-

cost approximation allowed us to carry out calculations with up to 44 solvent molecules.

Since the errors of the reduced-cost and reduced-scaling CIS results are negligible (below 5

meV), they are not presented. The maximum error of the ADC(2) excitation energy in the

considered range using the reduced-scaling algorithm is 30 meV with respect to either the

canonical or the reduced-scaling calculation. The times required for the canonical ADC(2),
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Figure 5: CIS and ADC(2) excitation energies (in eV) for solvated formamide with various
approximations using the aug-cc-pVTZ basis set.

the reduced-scaling CIS, and the reduced-scaling ADC(2) calculations including the domain

construction as well as the evaluation of VNOs and NAFs are presented in Fig. 6. The

Figure 6: Wall-clock times (in hours) required for the canonical ADC(2), reduced-scaling
CIS, and reduced-scaling ADC(2) calculations including the domain construction as well as
the VNO and NAF evaluation for the solvation of formamide.
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plots verify the effectiveness of the reduced-scaling method. As it can be seen, the ADC(2)

calculation within the domain takes the least time for all solvent region sizes using the present

reduced-scaling algorithm. The improvement in efficiency is significant even for 15 water

molecules, while the time required for the ADC(2) step of the domain calculation hardly

changes with increasing the number of water molecules. Here we can effectively exploit that

the investigated excitation is localized on the formamide molecule and its first few solvent

shells. The rate-determining step of the procedure is the cubic-scaling CIS calculation in

all the cases. This highlights the importance of employing the local fitting approximation

in our reduced-scaling CIS implementation. For instance, for the largest cluster with 144

water molecules the reduced-scaling CIS algorithm is almost two orders of magnitude faster

than the conventional one. Hence the use of quartic-scaling CIS approaches, even with

significantly smaller basis sets can be problematic for large molecules.71 Accordingly, the

local fitting approach is an effective tool to speed up the CIS, the rate-determining step of

these calculations.

4 Conclusions

An algorithm was presented for the construction of excitation-dependent local orbital do-

mains for the reduced-scaling calculation of excitation energies and transition properties.

The various aspects of the selection of the basis functions, auxiliary functions, and molec-

ular orbitals were discussed in detail. The approximation was successfully combined with

our previously developed reduced-cost techniques,49,50 further compressing the size of the

orbital domains using virtual natural orbitals and natural auxiliary functions. Additional

methodological improvements were also discussed for the calculation of MP2 and CIS(D)

density matrices, such as the utilization of the NAF approach and the sparsity of the CIS

coefficient vector.

To determine the cutoff parameters a suitable model system was constructed. Inspecting
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a charge transfer excitation between two distant systems allowed us to separately study the

effects of the thresholds and to define default and tight values for them. With the selected

thresholds, additional benchmark calculations were performed for realistic molecular sys-

tems at ADC(2) level. We compared the errors of the reduced-cost and the reduced-scaling

algorithms in detail, furthermore the performance of the approximations was also assessed.

Our results show that the errors introduced by the domain construction were highly accept-

able, being about 2-4 meV. In turn, on top of the about an order of magnitude performance

improvement of the reduced-cost approach, an additional, up to 3–9-fold speedup can be

achieved even for systems of smaller than 100 atoms. The conservative cutoff parameters

and the reduced-scaling algorithm enable us to perform accurate, reduced-scaling ADC(2)

calculations for excitation energies and transition properties using triple-ζ basis sets with

diffuse functions for systems of up to 400 atoms in a matter of days using a moderate, 8-core

processor.

Supporting Information

The structure of the molecules studied and the Cartesian coordinates for the CT system.

This information is available free of charge via the Internet at http://pubs.acs.org
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