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Abstract—Robotics is one of the major megatrends unfolding
this decade. Robots are capable of doing more and more as be-
coming detached from the assembly lines, and service robots are
starting to have an impact on the whole society. This paper deals
with establishing the overarching theme and context of the quite
few exciting novel aspects of automated technologies: Industry
4.0 in the factories, robots on the roads, as self driving cars, and
robots in the operating theaters, performing not only teleoperated
surgeries but complex, delicate procedures. A robotics taxonomy
should be developed clearly identifying the types and functions of
such robots, assessing their key components and capabilities. Both
the common sense and the standardized definitions of these robots
should be agreed by the community of developers, manufacturers
and users. Ensuring the safety of such hybrid control systems
requires a good understanding of the technology from the user
side and novel and efficient human–machine interfaces. This will
lead to increased transparency and trust towards these systems,
which shall have a positive effect on the robot development
procedures, increasing safety.

Index Terms—Robotics 4.0, autonomous systems, internet of
robotic things, internet of skills, cloud robotics

I. INTRODUCTION

Robotics and Artificial Intelligence (AI) are often cited
as the dominating, transformational technology trends of our
times. While both have been around for several decades, the
more recent advances in mechatronics, controllers and ma-
chine learning jointly opened new, very successful application
domains, as illustrated in Fig. 1. While a robot traditionally
consists already of hardware and software components, the im-
portance of machine intelligence and decision making means
that AI is addressed more than just the cognitive controller
block of a robot, on the contrary, robots many times are just
denoted as the embodiment of AI algorithms [1]. Arguably, AI
can have numerous application domains apart from robotics,
e.g., Deep Learning (DL) in image processing [2], but in this
paper, we only focus on the physical application of robotics,
and the AI supporting it directly.

Robotics has changed from being just part of a particular
industry domain, and service robotics is now growing at an
unprecedented pace, steamed by the rise of consumer robotics
(Fig. 2). This means that robotics is joining the megatrends in
human history (such as internet, mobile communication, 3D
printing), profoundly shaping the entire society, and may help
to resolve some of the Grand challenges we face1.

1https://www.un.org/en/sections/issues-depth/global-issues-overview/

Fig. 1. Robotics is becoming mainstream due to the recent advances in safety
and applicability, yet the domain is often over-hyped, and therefore general
communication should reflect the true technological advancements of the field.
Image credit: Haidegger [3].

II. THE CORE OF ROBOTICS

It has been a long professional debate to unambiguously
define a robot, its components. The traditional ISO 8373 -
Robots and robotic devices – Vocabulary standard under the
International Organization for Standardization (ISO) Technical
Committee (TC) 299 has revised its official definition numer-
ous times in the past years to incorporate all new domains
and forms of robots, while excluding household appliances
and simple machines. The key distinguishing factors are
autonomy, mobility and task oriented behavior. The current
official definition of a robot being ‘‘programmed actuated
mechanism with a degree of autonomy, moving within its
environment, to perform intended tasks”, wherein autonomy is
defined as “ability to perform intended tasks based on current
state and sensing, without human intervention”. The standard
also distinguishes core application areas of robotics, such as
industrial and service domains (Fig. 3).

To support the relevant R&D initiatives, the first IEEE
standard came out in 2015, the 1872-2015 – IEEE Stan-
dard Ontologies for Robotics and Automation, which is now
followed by many other standards within the same family.
The IEEE 1872 defines a robot in a broader sense: “An
agentive device (Agent and Device in SUMO) in a broad sense,
purposed to act in the physical world in order to accomplish



Fig. 2. The number of robot sales is massively increasing globally. a) The
number of industrial robot units sold annually. b) Service robot deployment
has increased dramatically in the past years.

one or more tasks. In some cases, the actions of a robot might
be subordinated to actions of other agents (Agent in SUMO),
such as software agents (bots) or humans. A robot is composed
of suitable mechanical and electronic parts. Robots might form
social groups, where they interact to achieve a common goal. A
robot (or a group of robots) can form robotic systems together
with special environments geared to facilitate their work.”

Certain application domains could also rely on definition
standards, e.g., for medical robots [4]; the ISO/IEC TC 62/SC
62D joint committee started to work on the minimum require-
ments to provide for a practical degree of safety for surgical
robots in 2015. The result of the work, the IEC 80601-2-
77: Particular requirements for the basic safety and essential
performance of robotically assisted surgical equipment and
the IEC/CD 80601-2-78: Particular requirements for the basic
safety and essential performance of medical robots for reha-
bilitation, compensation or alleviation of disease, injury or
disability are to be published in 2019.

In 2018, the IEEE Engineering in Medicine and Biology
(EMB) (co-sponsored by the IEEE Robotics and Automation
Society (RAS)) started a new working group: IEEE P2730
Standard for Classification, Terminologies, and Definitions of
Medical Robots, with the scope to specify the category, naming
and definition of medical robots [5].

Nevertheless, the numerous additional elements and com-
ponents of a complete robotic system are still under getting
proper definitions, including the tools and concepts of Human–
Robot Interfaces (HRI) and interactions. There still may exist
a gap (and sometimes overlap) between the definitions, thus
the IEEE Robotics and Automation Society (RAS) initiated
a Standards Strategy meeting series in conjunction with its
flagship conferences, where all the leading Standard Develop-

Fig. 3. Basic categories of robots according to the ISO 8373 [5].

ing Organizations’ representative gather to work on the open
issues.

These official definitions all remain very conservative, as
the aim of standards is generally to codify an already widely
accepted consensus. Certain areas are excluded on purpose,
such as military and toys. Nevertheless, these still generate
a lot of public attention, and sometimes, the borderline is
very fine [6]. Given the fast pace of technology development,
new terms and “buzzwords” emerge. These are reviewed and
put into the bigger context of robotic R&D in the following
Section.

III. CUTTING EDGE ROBOTICS

Understanding the fact that robotics means much more
today than mechatronics, the term Cyber-Physical System
(CPS) is often used, defined as “a mechanism that is operated,
controlled or monitored by computer-based algorithms, tightly
integrated with the Internet and its users”2, emphasizing the
importance of the user and the interface (HRI).

Certain terms are often used, but do not refer to one particu-
lar technology, rather a set of technology components—linked
to applications. The best example is Networked Robotics,
which has been a classical term for functionally collaborat-
ing robots over a network. Naturally, this domain includes
telerobotics and remote controlled robots [7]. Networked
robotics has seen many paraphrasing, with overlapping mean-
ings (Fig. 4). A collection of most commonly used robotics
terms referring to the integration of some ICT technologies in
certain application scenarios that evolved over time:

• Networked robotics: “multiple robots operating together
coordinating and cooperating by networked communica-
tion to accomplish a specified task” [8]; remained the
most general term for this domain.

• Swarm robotics: “an approach to the coordination
of multiple robots as a system which consist of large
numbers of mostly simple physical robots” [9]; mostly
refers to the application of large number of low capability
robots.

2https://www.inderscience.com/jhome.php



• Collaborative robot (co-bot): “a robot intended to phys-
ically interact with humans in a shared workspace” [10];
most often used for industrial manipulators able to oper-
ate safely in a shared human–robot environment.

• Cloud robotics: “robots connected to modern cloud-
computing infrastructure for access to distributed com-
puting resources [. . . ], the ability to share training and
labeling data for robot learning” [11]. Most typically,
the control and the learning capabilities of the robot are
driven through the cloud application.

• Fog robotics: “robot systems that efficiently distribute
computation and memory between edge, gateway, and
cloud devices to address privacy and security (in analogy
with Fog Computing)”; where the key distinguishing
factor is that fog is closer to end-users, bringing cloud
capabilities down to the ground.3

• Dew robotics: “analogous with dew computing; where
the tasks are extremely distributed over a large number of
devices, which are heterogeneous, ad-hoc programmable
and self-adaptive. It makes possible to realize highly
distributed applications without the use of central nodes.”
The emphasize here is on the architecture and on the use
of the resources available on the ground [12].

• Cognitive robotics: “endowing a robot with intelligent
behavior by providing it with a processing architecture
that will allow it to learn and reason about how to behave
in response to complex goals in a complex world” [13].
The term expresses the decision making, reasoning and
knowledge gathering and sharing capabilities of a robot.
It has been often used by the European Commission to
describe new generation robots.

• Smart robot: “an embodied AI system that can learn
from its environment and its experience and build on
its capabilities based on that knowledge” [14], which
definition is much in line with a cognitive robot.

• Ubiquitous robotics: “integrating robotic technologies
with technologies from the fields of ubiquitous and per-
vasive computing, sensor networks, and ambient intelli-
gence” [15]; referring to the extended capabilities that
cloud robotics offers, being deployed across various do-
mains.

• Internet of Robotic Things (IORT): “sensor and data
analytics technologies from the IoT are used to give
robots a wider situational awareness that leads to better
task execution” [16]; a generalist term that covers all of
the above.

IV. ROBOT GENERATIONS

In the past five years, Industry 4.0 has become a driving
keyword in the field of automation. “4.0” refers to “the
fourth industrial revolution, the trend of automation and
data exchange in manufacturing technologies that includes
CPS, Internet of Things (IoT), cloud computing and cognitive
computing” [17]. Analogously, several other fields started

3https://goldberg.berkeley.edu/fog-robotics

Fig. 4. Most common terms around the Internet of Robotic Things con-
cept [16].

to claim their 4.0 revolution—including robotics. While it
is important to recognize the contribution robots make to
industrial automation (already at Industry 3.0 level), the stage
of 4.0 comes not only from the application of networked
robots, but means a change in application paradigm, and
being a combination of smart approaches, including agile
production management, re-configurable production lines and
value-oriented manufacturing.

As for the generations of robotics itself, “pre-historical”
0.0 generation could refer to simple mechatronic structures
without any degree of autonomy.

• Robotics 1.0: pre-programed and teleoperated systems
formulate the two major early control paradigms in
robotics, that already lead to wide adaption e.g., along
assembly lines or in nuclear facilities. Traditionally, tele-
operation solved all the cognitive problems (involving the
human in the control loop), even in most challenging
domains, such as space robotics and medicine [18].

• Robotics 2.0: means sensor-driven robotics, which pow-
ers collaborative robots. Primarily, integrated force/torque
sensing was a key enabling technology here [19], which
eventually led to an officially recognized new robot
category even in standards term (ISO/TS 15066:2016
Robots and robotic devices Collaborative robots, and
also the ISO 13482:2014 Robots and robotic devices
Safety requirements for personal care robots). Most of
the current service robots falls under this category, which
requires close human–robot interaction [20].

• Robotics 3.0: may be distinguished from the above in
terms of the system’s autonomous capabilities. Given
a higher degree of autonomy [21], these robots can
present complex behaviors and complete safety-critical
tasks in the proximity of humans. It may be referred
to as “human-centered robotics”, and fits very well to
the concept of CPS. Self-driving cars at higher Level
of Autonomy (LoA) 3+ belong here [22], along with
advanced surgical robots [21]. Particular application of
cloud robotics, fog robotics also fall here [11].

• Robotics 4.0: will mean the next revolutionary jump in



the technology integration, the synergies of all of the
above. Most probably, it will start off with the trends
identified under IORT [16], and will largely rely on the
high level automation of cognitive knowledge e.g., via
Data Science4 and ontologies [23].

V. ENABLING FACTORS OF ROBOTICS 4.0

In the followings some “gamechanger” aspects of a new era
in robotics is discussed in more details.

A. Advanced networked robotics

Cloud robotics—as the ultimate form of networked robot—
was first mentioned almost 10 years ago [24], and applied
solutions are only now appearing for this domain. A single
isolated robot has limited resources in terms of computing
power (CPU) and memory. Furthermore, in the case of mobile
robots, energy storage is the most limiting factor that implies
a trade-off between mobility, manipulation performance and
computing power available on-board. Obviously, physical ac-
tuators cannot be displaced from the robot, thus, the rest of the
robot’s functions are to be delegated into the cloud. Industrial
and retail sectors rise high demand against robots requiring
advanced cognitive capabilities, that are hardly manageable
using onboard resources exclusively, while also providing a
fair battery last.

We can define Cloudsourcing in robotics as the software
architecture strategy, which introduces distributed control by
delegating the execution of certain tasks into external and
virtualized computing resources.

The most extreme implementation of cloudsourcing is when
only the sensing, low-level actuation (servo) and communica-
tion functions remain onboard, for which we propose the name
“Zombiebotics”. In such an extreme case, every higher-level
cognitive task is performed remotely that implements remote
controlled robots governed by software running on networked
virtualized resources.

Leading cloud technologies like OpenStack [25] and
Docker [26] that empower many services of the major
providers (AWS, Google, Microsoft, IBM, etc.) form a solid
basis for robotic applications. Each layer of generic cloud
services have a clear analogy in networked robotics:

• Software as a Service (SaaS) layer manifests the robot
functions that are in direct connection with the robot
that relies on the remote services. Robots consumes
remote services through APIs (e.g., RESTful, GraphQL)
that are interfaces between the robot and the service
backend that implements the task logic. Without a claim
to completeness, the highest affinity tasks to cloudsourc-
ing are computer vision, speech processing and other
Natural Language Processing (NLP) tasks, Simultaneous
localization and mapping (SLAM), path planning, grasp
planning, etc.

• Platform as a Service (PaaS) concept includes the
cloud-based utilization of fundamental services, such

4https://towardsdatascience.com/data-science-trends-for-2019-
11b2397bd16b

as databases, various runtime environments and more
specific frameworks for e.g., machine learning. The PaaS
hides the hardware-related details from the service con-
sumer, and provides auto-scaling, monitoring and other
high-level management features. For roboticists, popular
platforms like NodeJS or Python application engines are
available. More robotics-specific platforms are also on
the way, e.g., Microsoft is about to provide ROS (Robot
Operating System) as a service along with IoT data hub
service in Azure5.

• Infrastructure as a Service (IaaS) layer provides the
bare computing resources in terms of CPU, GPU, mem-
ory and disk capacity. At this level, there is no robotics-
specific characteristics of the cloud services. In some
cases however, availability of GPU or TPU (Tenzor Pro-
cessing Units) are required especially in computer vision
and neural network-based applications. Cloud providers
offer virtualized and bare metal servers too.

Benefits of cloudsourcing for networked robots includes:
• Energy efficiency;
• Weight and size reduction;
• Practically unlimited memory and computing power;
• Increased intelligence;
• Multiple alternative solutions of each tasks (competition).
Cloudsourcing introduces vulnerabilities as well, especially

in the cybersecurity domain [27], [28]. Different application
areas have their own security standards, which may or may not
allow for introducing external resources. Large-scale public
clouds, on-premises private cloud environments are the two
extremes that should be considered in the architecture design.

Boosting effect of client-side technologies is similarly rel-
evant. Community-driven and open source software compo-
nents can be easily integrated into robot software of any
complexity, that reduces product development time by multiple
factors.

All the above derives to Robotics as a Service (RaaS),
defined as a virtual model (sometimes only referring to a
business model), which is the combination of AI solutions,
cloud computing and shared services as described [29].

B. Superfast Internet

In robot system architecture, location of task execution is
a critical decision. Battery size, CPU performance, storage
and memory are the main aspects that must be considered.
Besides these well defined characteristics, the allowable time-
delay in a given task execution is the most critical. Advances
of wired and wireless communication seriously influences the
architectural decisions.

Rich sensory representations, e.g., RGB-D and point cloud
requires very high bandwidth. New generation of vision sen-
sors often require USB 3.0+ (e.g., Intel RealSense [30]) or
10 Gigabit Ethernet (e.g., PhotoNeo MotionCam) connection,
that shows the increasing demands. 5G mobile communication
is aimed at providing near optimal circumstances that would

5https://ms-iot.github.io/ROSOnWindows/



satisfy the requirements of stiff force-based interactions [31].
This is a critical condition which constraints the implemen-
tation of the Tactile Internet concept, which is defined as
“an internet network that combines ultra low latency with
extremely high availability, reliability and security” [32].

Currently, in lack of robust and reliable long-range client–
server connection, safety-critical tasks and other real-time
functions must be running on-board in short loop including
all sensing, control and actuation component within the given
robotic device.

In spite of the difficulties with superfast and reliable data
connection, a large set of less critical task can be cloudsourced
using existing technologies. These functions are for example
vision and audio-based HRI, longer-range robot navigation or
grasp planning6.

On-board vs. cloudsourced spectrum spreads from the con-
ventional industrial approach that puts everything on-board,
to the entirely cloud-based robots, where the physical de-
vice is only responsible for sensing and actuation. Virtual
assistants, like Amazon’s Alexa or the Google Home devices
are precursors of the zombiebotics era. The above examples
currently lack locomotion capabilities, but it is easy to imagine
the next level of development, where the digital assistant
technology and Internet of skills move into mechanically
capable humanoids.

C. Machine Learning for hard problems
Among various machine learning approaches, deep neural

networks gained special attention in the robotics community.
A general review on the frequently used DL methods can be
found in [33], while other surveys have a sharper focus: Robot
control through reinforcement learning [34], [35], robotic
manipulation and grasping [35], [36], mobile robot navigation
[36] and transfer learning for robotics [36], [37], to mention a
few. These outstanding surveys show the complex landscape
of robotics-related DL applications.

One popular direction is the so-called end-to-end technique
that addresses the perception and control tasks via a single DL
model [38]–[40]. In these methods, solutions for perception
and actuation are not clearly separable. In robotics, these
models are usually used for motion control (e.g., object
manipulation) based on complex sensory input (e.g., vision)
to perform a given task.

Common characteristics of any robot-application (excluding
HRI) is that the operation is manifested in motion and manip-
ulation in order to perform a useful task. From this view-
point, different types of robots i.e., robotic arms and mobile
robots can be considered uniformly. Even though the tasks of
robotic manipulation and mobile robotics differ significantly,
the solutions introduced in current literature utilize similar
methodologies and both can be divided into motion planning,
and motion control parts.

Apart from DL, the hierarchical temporal memory model
should be mentioned, that is also utilized in certain object
recognition and navigation-related problems [41], [42].

6https://ai.googleblog.com/2019/02/long-range-robotic-navigation-via.html

Despite the spectacular results of DL-based experiments,
one must be cautious regarding the scalability of the end-
to-end approach. Often, the results are only valid for a very
specific problem and for a given robot, that was used through
the training. A balanced combination of analytical methods
(e.g., for kinematics, dynamics and control) and machine
learning shall outperform end-to-end learning in terms of
generalization and flexibility.

D. Internet of Skills (IoS) for robots

The above discussed technical advances are necessary con-
ditions of new generation robotics (Robotics 3.0+). Through
these factors, the fundamental paradigms of high-level robot
control are not only changing in terms of the geographical
locations of the physical resources, but shifting to a next level.
The cognitive robot capabilities forms a dynamically evolving
networked ecosystem. In this newly forming cyber-physical
control world [43], robot skills are going to be services
consumed through the Internet, that are continuously evolving
by the collected experience of millions of robots.

A similar transformation has already happened recently with
the non-physical Internet, where the separated WWW servers
(providing static HTML content) transformed into complex
cross-dependent networks of servers and services. We refer
to this ecosystem as Internet of Skills [31]. Technically, there
exists no more barrier to implement IoS for the most demanded
functions, and actually we can see such services in each large
cloud providers for NLP and image processing.

VI. DISCUSSION AND FUTURE PROSPECTS

Arguably, it is hard to predict the advent of a new robotics
era, yet there are several contributing factors that should be
observed. Evolutionists and revolutionists will always argue,
but the constellation of a set of powerful technologies can
indeed lead to a new generation of robotics, the same way
Industry 4.0 was forged due to the integration of robotics, big
data, rapid prototyping, AR/VR, IoT, simulation and cloud
computing.

Networked robotics capabilities will efinitely a key role.
Moving beyond the traditional ISO definitions, walls between
the narrow mechatronics meaning of robotics and the neigh-
boring ICT technologies has completely disappeared. Latest
robot generations either in industrial or service domain are
depending on computing and telecommunications solutions
that are extensively used in general purpose IT. The conven-
tionally very conservative robotics community became open to
exploit the synergies of fields like computer science, AI and
the cognitive mechatronics.

Besides the pure technological aspects, we also witness
a paradigm shift in the human compatibility of robotics.
Following the concepts Cognitive Info-communications [44],
robot builders are optimizing the cognitive couplings between
humans and robots beyond the traditional HRI. As a re-
sult, robots evolve from complete isolation to interconnected,
human-centric CPSs.



The next generation of robots will surely be able to provide
services at every segment of the human life, therefore they
will change our lives dramatically. By now, technically every
major country has a protocol or script how to approach the
Robotics and AI domain, however, hardly anyone is prepared
for the sudden changes that are imminent. To better understand
the role of robotics in the society, the IEEE RAS initiated
a Delphi study, which shall conclude in 2019, focusing on
robotic governance [45]. Leading professional organizations
and industry players have a major responsibility in bounding
the technology that will shape our future.
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[10] M. B. Popović, Biomechanics and robotics. Pan Stanford, 2013.
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