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**Abstract:** In this paper, we propose that the contexts of fortition and lenition can be represented with a very simple autosegmental tool: branching. We point out a major shortcoming of Coda Mirror Theory: though this model tries to account for strength with lateral relations, length should also be factored in order to account for the inalterability of geminates. In order to unify the principles that regulate strength, we propose a consistent theory built exclusively on length, without lateral relations.
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1. Introduction

The analysis in this paper is part of a larger project to develop a strict CV framework (Lowenstamm 1996; Scheer 2004) without the lateral relations inherited from Government Phonology (Kaye et al. 1990). The role of lateral relations in vowel/zero alternations and the structure of branching onsets was already questioned in Enguehard (2018a; b; 2019) and Enguehard & Luo (2019). In this paper, we specifically focus on the role of Government and Licensing in the representation of fortition and lenition proposed in Strict CV (Ségéral & Scheer 1999; 2001b). We argue that strength does not result from lateral relations. It results from phonological branching, which is itself regulated by the Line Crossing Constraint.

In section 2, we introduce the basics of Coda Mirror Theory, proposed in Ségéral & Scheer (1999; 2001b) to account for the distribution of fortition and lenition. In section 3, we point out that this theory fails to account for the specific inalterability of geminates. For this, it is necessary to refer to length. In section 4, we suggest that length is the only factor that conditions strength. Based on the notion of “virtual length”, we propose that stronger segments are systematically longer while weaker segments are systematically shorter.
2. Theoretical background

In this section, we recall how strength can be captured by lateral relations. Firstly, we illustrate the distinction between strong and weak syllabic positions. Secondly, we introduce the basics of Coda Mirror Theory.

2.1. Lenition and fortition

It is a well-known fact that consonants can have different realizations depending on their syllabic position. This is illustrated in (1) by the evolution of Proto-Germanic /p/ in High German (Ségéral & Scheer 2008, 142). The original voiceless labial plosive corresponding to English ⟨p⟩ became: i. affricated in initial and post-coda positions (1a, b); and ii. spirantized in intervocalic and coda positions (1c, d). This diachronic phenomenon echoes a synchronic situation: at one stage of the history of the German language, the realization of /p/ depended on syllabic positions.

(1)

This phenomenon illustrates two relevant contexts for the realization of consonants. These contexts are generally referred to as strong and weak for the following reason. It is assumed (Thurneysen 1946, 74; Martinet 1955, §6.5–6.8, §6.49; Harris 1990, 257, Lavoie 2001, 5–8, among others) that less sonorous consonants are stronger and more sonorous consonants are weaker. Thus, contexts where less sonorous realizations of consonants are found are considered as strong, and contexts where more sonorous realizations of consonants are found are considered as weak. Such a definition is based on substantial cues, i.e., phonetic salience or change trajectories, which disagree on some aspects (see Honeybone 2001 for discussion). In our paper, we follow a more formal approach. We consider as lenition those processes that lead to the loss of phonemic contrast (framed in our data). In this respect, spirantization in (1) is a weakening effect because it neutralizes the contrast between plosives and fricatives. As for affrication, it is a strengthening effect because it does not neutralize any contrast.

Parametrically, the weak context can be divided into two sub-types. For instance, see the evolution of Latin /p/ in French (Ségéral & Scheer 2008, 137) represented in (2). The voiceless labial plosive evolved in the
following way: i. it remained unchanged in initial and post-coda positions (2a, b); ii. it was spirantized in intervocalic positions (2c); and iii. it was dropped in coda position (2d). Two weak contexts (framed) need to be distinguished: (2c) and (2d).

(2)  

<table>
<thead>
<tr>
<th>Latin</th>
<th>French</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>&quot;porta&quot;</td>
<td>(porte) ‘door’</td>
</tr>
<tr>
<td>b.</td>
<td>&quot;talpa&quot;</td>
<td>(taupe) ‘mole’</td>
</tr>
<tr>
<td>c.</td>
<td>&quot;ripa&quot;</td>
<td>(rive) ‘shore’</td>
</tr>
<tr>
<td>d.</td>
<td>&quot;rupta&quot;</td>
<td>(route) ‘road’</td>
</tr>
</tbody>
</table>

A similar distribution of strong and weak contexts can be observed in several other languages, e.g., Greek, Polish, Korean (among others) (see Ségéral & Scheer 2008). In order to account for this wide-spread cross-linguistic phenomenon, Ségéral and Scheer (1999; 2001b) have undertaken to propose a universal model of strength based on two lateral relations: Government and Licensing.

### 2.2. Government and Licensing

Government and Licensing were popularized by Kaye et al. (1990) and Charette (1990), respectively. They represent two types of relations connecting syllabic constituents. The distribution of Government and Licensing changed considerably through the history of Government Phonology. We will not address the details of this evolution. In short, Government and Licensing were first conceived as prosodic dependency relations, then multiplied in order to account for various syllabic phenomena (branching onsets, codas, etc.). Among these relations, we can cite: Proper Government (Kaye et al. 1990), Interonset Government (Gussmann & Kaye 1993), Infrasegmental Government (Scheer 1996), Government Licensing (Charette 1990; 1991), Coda Licensing (Kaye 1990), Magic Licensing (Kaye 1992), M-command and A-command (Pöchtrager 2006). Some models maintained some of these distinctions (see Cyran 2010), while others tried to reduce them. In their introduction to Coda Mirror theory, Ségéral and Scheer (1999, 17–21) proposed to unify them into two basic notions: Government and Licensing. As a baseline, we here follow the recent developments proposed in Scheer & Ziková (2010). These authors assume that Government and Licensing have the following distributional properties: i. they originate from an active V-position; ii. they locally target a preceding V-or
C-position; and iii. they cannot target the same constituent.\(^1\) An illustration of two possible lateral configurations is given in (3a, b).

\[(3)\]  
\[
\begin{array}{c}
\text{a.} \\
\begin{array}{c}
\text{G} \\
\text{C V C V} \\
\text{L}
\end{array}
\end{array}
\begin{array}{c}
\text{b.} \\
\begin{array}{c}
\text{G} \\
\text{C V C V} \\
\text{L}
\end{array}
\end{array}
\]

As mentioned above, in Kaye’s et al. (1990) landmark paper in Government Phonology, lateral relations were not aimed at accounting for positional strength: they were intended to derive syllabic structure. Proper Government originally allowed a nuclear position to be uninterpreted (4a) (see the Empty Category Principle of \textit{ibid.}, 219), while Licensing allowed a rhy- mal position to be interpreted (4b) (Kaye 1990, 311). It is worth observing that these effects on the interpretation of syllabic constituents are opposed (see Ségéral & Scheer 1999, 19). The first is an inhibitory effect because it allows something to be \textbf{uninterpreted}. The second is an strengthening effect because it allows something to be \textbf{interpreted}.

\[(4)\]  
\[
\begin{array}{c}
\text{a.} \quad \text{A position may be uninterpreted phonetically if it is properly governed.} \\
\text{b.} \quad \text{Post-nuclear rhymal positions must be licensed by a following onset.}
\end{array}
\]

In privative representational systems, segments are made up of a limited number of basic features and their combination. Following Harris (1990, 274), Cyran (1997; 2010) and Pöchtrager (2006, 55), the strength of segments is proportional to the amount of entities in their internal structure. This notion is called “complexity”. The idea that Government has an inhibitory effect on the complexity of vowels \textbf{and} consonants was first proposed by Harris (1990, 274) (5). In this paper, Harris argues that codas are inhibited because they are governed by a following onset.\(^2\)

\[(5)\]  
\[
\text{Let } \alpha \text{ and } \beta \text{ be segments occupying the positions } A \text{ and } B \text{ respectively. Then, if } A \text{ governs } B, \beta \text{ must be no more complex than } \alpha.
\]

\(^1\) Active V-positions are non-empty or final.  
\(^2\) In the first version of Government Phonology, lateral relations could originate from an onset. This type of Government is called “Interonset Government” in Gussmann & Kaye (1993).
Ségéral and Scheer (2001b) follow this proposal and extend it to Licensing. They assume that Licensing has a strengthening effect mirroring the inhibitory effect of Government. Thus, if the realization of a consonant can be inhibited by Government, then it can be empowered by Licensing. Following the distribution of lateral relations proposed in Scheer & Ziková (2010), three possibilities can be derived, as shown in (6). In (6a), the non-intervocalic onset is in a strong position because it is licensed, while in (6b, c), intervocalic onsets and codas are in weak positions because they are not licensed. The two distinct weak contexts of French (2c, d) can be derived from the (in)activity of the nucleus on the right of the consonant. Provided that empty nuclei are unable to govern (Kaye et al. 1990), the consonants in (6b) and (6c) are not in the same configuration. In the first case (6b), the consonant is governed. In the second case (6c), it is ungoverned. Thus, we expect them to show different degrees of strength.

\[
\begin{align*}
(6) & \quad a. \text{ non-intervocalic onset} & b. \text{ intervocalic onset} & c. \text{ coda} \\
\begin{array}{c}
\text{G} \\
\text{C V C V} \\
\text{L}
\end{array} & \begin{array}{c}
\text{G} \\
\text{V C V} \\
\text{L}
\end{array} & \begin{array}{c}
\text{G} \\
\text{C V C V} \\
\text{L}
\end{array}
\end{align*}
\]

Associated with the proposition of Lowenstamm (1999), this definition of strong and weak contexts based on lateral relations makes a strong prediction. According to Lowenstamm (1999), the beginning of the word is phonologically manifested by an empty CV (7a). Following the principle in (4a), the V-position of this empty CV must be governed. In the same way, the empty V-position that precedes a post-coda onset (7b) cannot remain empty without being governed. As a consequence, both initial and post-coda onsets are licensed and ungoverned. Thus, the theory unifies the two non-intervocalic onset positions in (1a, b) and (2a, b) with respect to strength. These are renamed “Coda Mirror” positions.

---

3 The distribution of lateral relations is slightly different in Ségéral & Scheer (1999; 2001b). This difference is not relevant to the present paper.

4 In these representations, intervocalic onsets are supposed to be weaker than codas because they are inhibited by Government. This prediction is not necessarily in line with the data (especially (2)). We return to this point in section 4.
In short, the theory of Ségéral & Scheer (2001b) and Scheer & Zíková (2010) implies the classification of weak and strong positions outlined in (8).

<table>
<thead>
<tr>
<th>Position</th>
<th>Initial</th>
<th>Post-coda</th>
<th>Intervocalic</th>
<th>Coda</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relations</td>
<td>+L−G</td>
<td>+L−G</td>
<td>−L+G</td>
<td>−L−G</td>
</tr>
<tr>
<td>Strength</td>
<td>strong</td>
<td>strong</td>
<td>weak A</td>
<td>weak B</td>
</tr>
</tbody>
</table>

Coda Mirror Theory was credited with deriving the distribution of strength with tools originally serving to derive other syllabic phenomena. But we show in the following section that lateral relations are not the only factor conditioning strength.

3. The role of length

In this section, we argue that Government and Licensing are not sufficient to account for the strength of segments. We base our argumentation on the inalterability of long segments.

3.1. The inalterability of long segments

The inalterability of long segments is a well-known phenomenon discussed in Kenstowicz (1970); Guerressel (1977; 1978); Leben (1980); Steriade (1982); Steriade & Schein (1984) and Hayes (1986) (among others). Rules that condition the realization of a segment in a given syllabic position unexpectedly fail to influence long segments in the same position. This phenomenon concerns both consonants and vowels. We discuss two examples below.
Hayes (1986, 321) illustrates the inalterability of geminates with the case of Persian in (9). In this language, we observe a lenition process that changes /v/ to /w/ (framed). This process can be observed in coda position (9a), but not in onset position (9b). Now, since geminates belong to the coda of a syllable and to the onset of another syllable, we should expect a lenition of their “coda part” (e.g., *[awvæl]). But unexpectedly, Persian tautomorphemic geminates do not undergo the lenition observed in coda position (9c).

\[(9)\]

Persian | Arabic | Gloss  
--- | --- | ---  
[a. [now-ruz] ] | [hmar] | ‘New Year’  
[jow] | ‘barley’ |  
[b. [nov-in] ] | [tiktiːb] | ‘new kind’  
[jæw-in] | ‘made of barley’ |  
[c. [awvæl] ] | [moro væt] | ‘first’  
[morovvæt] | ‘generosity’ |  

A similar phenomenon can be observed with vowels in Moroccan Arabic (see Lowenstamm 1991, 959). The short vowels of Classical Arabic are dropped or replaced by centralized vowels (10a). However, long vowels do not undergo the same change: they shorten but maintain their quality (10b). This evolution implies that, at a certain stage in the history of Arabic, the quality of short vowels was neutralized while the quality of long vowels was maintained.

\[(10)\]

| Classical Arabic | Moroccan Arabic | Arabic | 
--- | --- | ---  
[a. /himaar/ ] | [hmar] | ‘donkey’  
/takṭuːb/ | [tiktiːb] | ‘you are writing’  
/muslim/ | [mɪːʃɪm] | ‘muslim’ |  
[b. /takṭuːb/ ] | [tiktiːb] | ‘you are writing’  
/karīm/ | [kɪːrɪm] | ‘generous’  
/mubaarakah/ | [mɪbark] | ‘blessed’ |  

The inalterability of long vowels is not only highlighted by reduction phenomena. For instance, in Korean, place assimilation can take place between /i/ and a preceding short vowel (11a) but not between /i/ and a preceding long vowel (11b) (Charette 1989, 171–174).
Steriade (1982) and Steriade and Schein (1984, 265) argue that autosegmental phonology can predict the inalterability of long segments in cases like (9) and (10). They point out that, following the Obligatory Contour Principle (Leben 1973; McCarthy 1986), geminates are supposed to be a single segment branching on two positions. Based on this representation, Steriade and Schein (1984, 265) proposed the principle in (12). Roughly speaking, this principle states that a geminate cannot undergo a change unless this change targets both codas and onsets.

(12) A structure-dependent rule will fail to affect the contents of a segmental matrix unless all skeleton slots associated to it meet the structural description.

This principle accounts for the fact that the “two parts” of the geminate do not undergo distinct realizations, but it does not really capture the fact that long segments are unlikely to be lenited. Indeed, in such a rule-based approach, one could implement a language-specific lenition rule targeting codas and onsets, and thus affecting the two parts of the geminate.

The Coda Mirror Theory resolves this issue by introducing a universal representation of strong positions. Consider the representation of geminates in (13a). These include an empty nucleus which must be governed. As a consequence, the geminate is in a strong position because it is only licensed. Unfortunately, the same reasoning cannot be applied to the case of long vowels. Though these are supposed to be licensed and un-

5 However, when a geminate is heteromorphemic, its representation as a branching structure is optional. Because the two components of the geminate can belong to distinct morphological tiers, the Obligatory Contour Principle might not apply (McCarthy 1986). This is the case in Persian where the two parts of heteromorphemic geminates have distinct realizations (e.g., /xosra-v-w/ : [xosrow-w] ‘kingly’, Kam-buziya 2003, 14).

6 There is no alternative representation of geminates in Coda Mirror Theory. Since a geminate cannot occur after a coda (e.g., an obstruent in *ktt), the embedded nucleus is necessarily subject to the Empty Category Principle. If it were not, the geminate...
governed (13b), short vowels undergo identical lateral relations (cf. (6b)). As a consequence, the model predicts that short vowels and long vowels have the same degree of strength.

(13) a. b.

In other words, there is no reason for a long vowel to be stronger than a short vowel, except the fact that it is long.

3.2. The limits of the Coda Mirror

We now discuss three cases where Coda Mirror Theory fails to account for the inalterability of geminates. Our examples come from three unrelated languages: Tamazight (Afro-Asiatic family), Old Norse (Indo-European family) and Koalib (Niger-Congo family).

We saw that Coda Mirror Theory predicts that geminates are in a strong position (14a) because they undergo the same lateral relations as post-coda onsets (14b): they are licensed and ungoverned. In other terms, we expect that geminates should always have the same realization as post-coda onsets.

(14) a. b.

would be targetted by government. In this case, the result would be weaker than a post-coda onset, which is only licensed. This is not what we observe.
However, this is not always the case, as shown by the example of the Tamazight dialect discussed in Saib (1974, 4) (15). In this variety, the zero form of the roots in (15a) has an underlying template $eC_1C_2eC_3$ while the intensive form has an underlying template $C_1eC_2C_2eC_3$ (15b). The second stem consonant is a post-coda onset in the first case and a geminate in the second case. Following the representations in (14a, b), we expect $C_2$ to have the same realization in both templates. Yet, it is a fricative in (15a) and a plosive in (15b).


<table>
<thead>
<tr>
<th></th>
<th>(en)b</th>
<th>(en)b</th>
<th>‘to be nosy’</th>
</tr>
</thead>
<tbody>
<tr>
<td>i.</td>
<td>β/ß</td>
<td>[ebβø]</td>
<td>[ebβø] ‘to ramble’</td>
</tr>
<tr>
<td>ii.</td>
<td>θ/θt</td>
<td>[efθøl]</td>
<td>[efθøl] ‘to roll couscous’</td>
</tr>
<tr>
<td>iii.</td>
<td>δ/dd</td>
<td>[efδøu]</td>
<td>[efδøu] ‘to start’</td>
</tr>
<tr>
<td>iv.</td>
<td>j/ɡɡ</td>
<td>[enjøn]</td>
<td>[enjøn] ‘to become buttemilk’</td>
</tr>
</tbody>
</table>

A similar phenomenon can be observed for the formation of the past in Old Norse (source: Zoëga 1910), as illustrated in (16). The past suffix is -da (16a, c) or -ða (16b). The variant -da is found when it forms a geminate with the preceding consonant (16a) or when it is preceded by a nasal or lateral consonant (16c), while the variant -ða is found after another obstruent or the rhotic /r/ (16b). As in the previous example, geminates do not behave like post-coda onsets: they avoid spirantization. This distinction cannot be captured by the representations in (14a, b).

7 As in most Semitic languages, the homogeneity of the template can be made opaque in the surface form by morpho-phonological conditions (vocalization of glides, biliteral roots, etc.).

8 Note that the segmental context is not relevant: the weak form of $C_2$ in (15a) can be preceded by a sonorant (e.g., [enθøl]) or an obstruent (e.g., [efθøl]).

9 The case in (16c) is shared with several spirantizing dialects of Tamazight (Kossmann 2000, 10). We set this aside for further studies. Our working hypothesis is that non rhotic sonorants identified by ⟨m⟩, ⟨n⟩, ⟨ng⟩ and ⟨l⟩ share an occlusion feature with the following plosive (see Backley 2011, 117, and Ulfsbjorninn & Lahrouchi 2016, 115), thus generating a pseudo-geminate. Note that ⟨ɡ⟩ in (16b) is not a plosive. It is supposed to be realized as a fricative (Gordon & Taylor 1957, §25).
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(16) Infinitive Past (1SG) Gloss

a. ⟨klæða⟩ ⟨klæ·d-d⟩ 'to clothe'
   ⟨leiða⟩ ⟨lei·d-d⟩ 'to lead'
   ⟨rœða⟩ ⟨rœ·d-d⟩ 'to speak'
   ⟨strœða⟩ ⟨strœ·d-d⟩ 'to harm'
b. ⟨deyfa⟩ ⟨deyf-d⟩ 'to make deaf'
   ⟨leiga⟩ ⟨leig-d⟩ 'to hire'
   ⟨fylgia⟩ ⟨fylg-d⟩ 'to accompany'
   ⟨gora⟩ ⟨gor-d⟩ 'to make'
c. ⟨deema⟩ ⟨deem-d⟩ 'to give judgement'
   ⟨spyrna⟩ ⟨spyrn-d⟩ 'to spurn'
   ⟨lengja⟩ ⟨leng-d⟩ 'to lengthen'
   ⟨dœila⟩ ⟨dœil-d⟩ 'to divide into parts'

Finally, a difference between geminates and post-coda onsets can also be observed in Koalib (Quint 2006). Table (17) give some examples of underlying plosives in the relevant syllabic positions.

(17)

<table>
<thead>
<tr>
<th></th>
<th>i. #</th>
<th>ii. C.</th>
<th>iii. V</th>
<th>iv. C</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>/p/</td>
<td>/póorè/</td>
<td>/kèpɔ́tpɔ́t/</td>
<td>/ɐ́ɐpù/</td>
</tr>
<tr>
<td></td>
<td></td>
<td>/fóorè/</td>
<td>[kèvɔ́ð vɔ́t]</td>
<td>[ɐ́ɐ vù]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>'light'</td>
<td>'fifth daughter'</td>
<td>'hole'</td>
</tr>
<tr>
<td>/t/</td>
<td>/tóoxywɔr/</td>
<td>/tòptànnà/</td>
<td>/káaté/</td>
<td>/lɔ́tŋwɔ́r/</td>
</tr>
<tr>
<td></td>
<td></td>
<td>/tóoywɔ́r/</td>
<td>[tóvɔ́ðànnà]</td>
<td>[káaðé]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>'elephant'</td>
<td>'perfection'</td>
<td>'termite'</td>
</tr>
<tr>
<td>/k/</td>
<td>/kómpción/</td>
<td>/létgëny/</td>
<td>/kwâaké/</td>
<td>/kwêkɽé/</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[lëgëɲ]</td>
<td>[kwâaɡé]</td>
<td>[kwêɡé]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>'door wing'</td>
<td>'earlobe'</td>
<td>'he will take'</td>
</tr>
<tr>
<td>b.</td>
<td>/pp/</td>
<td>/ppûp/</td>
<td>/görppö/</td>
<td>/käpöppòr/</td>
</tr>
<tr>
<td></td>
<td></td>
<td>/pûp/</td>
<td>[görpö]</td>
<td>[kävöppár]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>'all at once'</td>
<td>'tomorrow'</td>
<td>'butterfly'</td>
</tr>
<tr>
<td>/tt/</td>
<td>/ttûp/</td>
<td>/ɔrtá/</td>
<td>/këttän/</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>/tûp/</td>
<td>[ɔrtá]</td>
<td>[këttän]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>'fully'</td>
<td>'soldiers'</td>
<td>'gecko'</td>
</tr>
<tr>
<td>/kk/</td>
<td>/kkélé-kkélé-kkélé/</td>
<td>/kwɔrkkòɽàŋ/</td>
<td>/lëkkë/</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[kwɔrkɔ́ŋ]</td>
<td>[lëkkë]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>'tickle'</td>
<td>'tamarind seed'</td>
<td>'crippled'</td>
</tr>
</tbody>
</table>

A comparison of (17a) and (17b) reveals that singletons (17a) are lenited in all non-initial positions (framed), while geminates (17b) are never lenited (though they can be simplified). This is more striking when one compares (17a.ii) and (17b.iii). Post-coda onsets are spirantized but geminates are
not. Once again, this realizational distinction cannot be explained by the lateral relations in (14). Provided that post-coda onsets and geminates undergo the same lateral relations, we expect them to have the same realization (e.g., [tòvànà], *[kèddòŋ] or [tòvànà], *[kèttòŋ]).

Two other issues concerning the realization of consonants can be observed in Koalib. First, /p/ is unexpectedly realized as [f] in initial position (17a.i). In the context of this paper, we will set this issue aside. Second, final codas have the same realization as initial onsets (expect /p/): e.g., compare (17a.i) with /kórɔ̀p/: [kórɔ̀p] ‘sound of a splintering item’, /ppât/: [pât] ‘in small pieces’, /cɔ̀k-cɔ̀k/: [ʃɔ́ɡʒɔ̀k] ‘adze’ (Quint 2006). We return to this issue in section 4.

To sum up, the three languages we mentioned show that Government and Licensing are not sufficient to account for the strength of consonants. In some cases, another factor is involved. Comparing the representations of geminates and post-coda onsets in (14) (outlined in 18), the only difference between the two is length.

(18) a. b.

C V C V
\[\text{c} \]
\ [+L,G] \ [+L,G]

The idea that a branching structure can be responsible for the strength of a segment was already developed in Hayes (1986), Charette (1989), Honeybone (2005) and Bucci (2013) (among others). That being said, these studies maintain a duality between syllabic and length factors. In this paper, we aim to argue that strength can be reduced to only one of these factors.

4. Strength is length

In this section, we argue that length is the only factor responsible for the strength of consonants. For this, we introduce the notion of virtual length and we propose a representation of strength based on phonological branching and the Line Crossing Constraint.
4.1. Virtual length

In the preceding sections, we referred to length as a phonological or phonetic phenomenon indistinctly. However, several studies in recent decades argue that phonological length is not necessarily realized as phonetic length. It can also be realized as quality. Such a claim was defended in Lowenstamm (1991, 959); Carvalho (1994, 23); Ségéral (1995, 150–152); Bendjaballah (1999, 31–33) and Fathi (2013, 25–28) for vowels; as well as in Jensen (1994); Larsen (1994, 90); Banksira (2000); Ségéral & Scheer (2001a); Barillot (2002, 248–264; 496–499); Barillot & Ségéral (2005); Bendjaballah (2012, 138–142) and Faust (2018) for consonants.

Consider the example of Somali discussed in Ségéral & Scheer (2001a, 323). This language has an autobenefactive suffix -(a)t which is followed by the person suffix. When -(a)t is followed by the zero suffix of the first person singular, it is realized as [ð] (19a). But when -(a)t and the second person singular suffix -t are concatenated, they are realized as a short [t] which does not undergo spirantization (19b). In other words, phonological length (which can be deduced from morphological concatenation) is not realized as phonetic length. Instead, it is manifested by strength (i.e., it prevents lenition).

(19) Base a. 1SG: -(a)t-∅-aa b. 2SG: -(a)t-t-aa Gloss
daqno [daqudana] [daqnataa] 'feel pain'
kabbo [kabbaaan] [kabbaataa] 'sip'
tʃoɔsɔ [tʃɔggsaana] [tʃɔgsataa] 'stop oneself'

A similar phenomenon can be observed in Tagba, a Niger-Congo language spoken in Tagbara (Burkina Faso) discussed in Traoré & Luo (2014) and Traoré (2016). In this language, intervocalic plosives are lenited (20a). However, it is still possible to observe intervocalic plosives if these result from a morphologically conditioned concatenation of two consonants. As in Somali, the result of this concatenation is not realized as a phonetic geminate. Instead, it is manifested by a short plosive that does not undergo lenition (20b).

(20) Phonological form Phonetic form Gloss
a. /ˈko-ti/ [ˈɔri] 'gather'
   /fɛd/ [fɛl] 'dilute'
   /ca-kɔ/ [caʔa] 'look for'
   /lɛ-gɔ/ [lɛɣɔ] 'get old'

b. /mɔt+tɔ/ [mɔdɔ] 'close'
   /fɛd+di/ [fɛdi] 'trap, trapping'
In both of the above cases, the unexpected strength of some intervocalic consonants is related to the fact that they result from a morphological concatenation. In other words, strength can result from a phonological length which is not manifested as such phonetically.

4.2. Proposal

Provided that phonological length is not necessarily realized as phonetic length, it is possible to systematically represent strength with phonological branching. In this section, we illustrate this arguing that the Line Crossing Constraint can predict the distribution of length/strength.

4.2.1. Post-coda onsets

The Line Crossing Constraint states that association lines cannot cross. In this respect, this constraint conditions the distribution of spreading. As we saw in the previous section, spreading is not necessarily interpreted as phonetic length or assimilation. It can be an abstract mechanism motivated by structural aspects (i.e., morphological structure, syllabic structure, prosodic structure, etc.). Focusing on the observation that both long segments and virtually long segments resist lenition, we hypothesize that resistance to lenition is systematically conditioned by branching configurations. In order to derive these branching configurations, we assume that consonants always spread to a neighboring C-position if they do not violate the Empty Category Principle or the Line Crossing Constraint. It is illustrated in the representation of post-coda onsets in (21), where solid lines represent lexical associations and dotted lines represent derived associations. The post-coda onset in (21a) cannot branch to the C-position to its right because this would violate the Line Crossing Constraint. However, it can branch to the C-position to its left (21b). In line with Charette (1989), Lowenstamm (1991), Honeybone (2005) and Bucci (2013), we suggest that this post-coda onset is strong because it is a branching segment.\footnote{Note that this branching configuration does not belong to the underlying form. It contrasts with lexical (i.e., unpredictable) branching segments. Thus, we expect different combinatory constraints for post-coda onsets and lexical geminates. For instance, Hammond and Dupoux (1996) argue that English Expletive Infixation is impossible before an orthographic geminate (*ra-fuckin’coon), but it is possible before a simple post-coda onset (fan-fuckin’tastic). In the first case, infixation is blocked by the Line Crossing Constraint because the branching configuration is already present in the underlying form. In the second case, the infixation is possible because it applies before the spreading of the post-coda onset illustrated in (21b).}
4.2.2. Intervocalic onsets

Now, we move on to the representation of intervocalic onsets. Unlike the previous case, intervocalic onsets cannot branch without violating the Line Crossing Constraint (22a, b). Thus, they remain short (22c). If we assume that strength is due to length, then intervocalic onsets cannot be strong.

\[
\begin{align*}
\text{(22) a.} & \quad \text{C V C V C V} \\
& \quad \text{C V C V C V} \\
\text{b.} & \quad \text{C V C V C V} \\
& \quad \text{C V C V C V} \\
\text{c.} & \quad \text{C V C V C V}
\end{align*}
\]

The situation becomes more complex when we need to address a distinction between two types of weak positions or two types of strong positions.

4.2.3. Codas

Like intervocalic onsets, codas cannot branch without crossing the line of the preceding vowel (23a) or the line of the following consonant (23b).\(^{11}\) Thus, we expect them to be short and weak as well (23c).

\[
\begin{align*}
\text{(23) a.} & \quad \text{C V C V C V} \\
& \quad \text{C V C V C V} \\
\text{b.} & \quad \text{C V C V C V} \\
& \quad \text{C V C V C V} \\
\text{c.} & \quad \text{C V C V C V}
\end{align*}
\]

The representation of intervocalic onsets in (22c) and codas in (23c) as short and weak consonants fits with the High German case in (1). But other languages, such as French in (2), show a clear distinction between

\(^{11}\) One could object that the coda and the following onset could be long and short respectively. For the sake of simplicity, this paper is limited to general regressive spreadings (see Javkin 1977, 143). A more detailed discussion of this aspect of the proposal is addressed in Enguehard & Luo (2019). Our claim is that the direction of spreading is motivated by the underlying complexity of consonants. More specifically, we argue that the progressive spreading is expected in the case of branching onsets.
the realization of intervocalic onsets and the realization of codas. We can notice that this distinction is related to the fact that intervocalic onsets have their own position (22c), while codas share their position with the following consonant (23c). In other terms, unlike intervocalic onsets, codas belong to a contour.

It is worth mentioning that contours (24b) are the mirror image of branching (24a). Accordingly, we suggest that contours have a mirror effect on the realization of consonants: i. branching makes stronger; but ii. contours diminish strength.\footnote{Affricates, which are generally represented with a contour, are expected to be weak segments. This is often the case in lenition paths where affricates are an intermediate step between plosives and fricatives (Harris 1994; Honeybone 2005). However, some authors consider that affricates can also result from fortition. This is the case with Ségéral & Scheer’s (2008) analysis of German data in (1). Following Enguehard (2019), we assume that such affricates are not contours, but bipositional clusters comparable to branching onsets.}

\begin{align}
\text{(24)} & \hspace{1cm} \text{(a)} & \hspace{1cm} \text{(b)} \\
\begin{array}{ccc}
x & x & x \\
\alpha & \alpha & \beta \\
\end{array}
\end{align}

Four logical configurations can be derived:

\begin{align}
\text{(25)} & \hspace{1cm} \text{No branching} & \hspace{1cm} \text{Branching} \\
\text{(weak)} & \hspace{1cm} \text{(strong)} \\
\text{No contour a.} & \hspace{1cm} \text{b.} & \hspace{1cm} \alpha \hspace{1cm} \beta \\
\text{(full)} & \hspace{1cm} \text{No contour} & \hspace{1cm} \text{Branching} \\
\text{Contour c.} & \hspace{1cm} \text{d.} & \hspace{1cm} \alpha \hspace{1cm} \beta \\
\text{(diminished)} & \hspace{1cm} \text{Contour} & \hspace{1cm} \text{Branching}
\end{align}

Since there is no branching and no contour, the position of $\alpha$ in (25a) is a full weak position. With branching and no contour, the position of $\alpha$ in (25b) is a full strong position. With contour and no branching, the position of $\alpha$ in (25c) is a diminished weak position (i.e., weaker than weak). With
branching and contour, the position of $\alpha$ in (25d) is a diminished strong position (i.e., weaker than strong).

Of course, this does not mean that all languages should have four relevant contexts for fortition and lenition. As in Coda Mirror Theory, these configurations can be exploited or not. However, a segment cannot be lenited if it is not in a weaker configuration than another non-lenited segment. In other words, in a given language, lenition in a geminate (25b) implies lenition in post-coda onset position (25d), which implies lenition in intervocalic onset position (25a), which finally implies lenition in coda position (25c).

4.2.4. Geminates

The distinction between intervocalic onsets (25a) and codas (25c) which we proposed makes an interesting prediction concerning the specific inalterability of geminates. Compare the representation of post-coda onsets in (26a) and geminates in (26b). It can be seen that both involve length. Yet, unlike the geminate, the post-coda onset also belongs to a contour because it shares one of its positions with the preceding coda. Provided that contours diminish strength (see section 4.2.3), we expect geminates to be in a stronger position than post-coda onsets. This is indeed the case in the three languages discussed in section 3.2.

(26) a. b.

\[ \begin{array}{cccc}
\text{C} & \text{V} & \text{C} & \text{V} \\
\text{c} & \text{c} & \text{v} & \text{c} \\
\end{array} \]

In the following subsections, we show that this model makes valid predictions concerning the specific strength of peripheral positions: initial onsets and final codas.

4.2.5. Initial onsets

As mentioned above, Lowenstamm (1999) proposes to represent the left-edge of words with an initial empty CV. Thus, as post-coda onsets, initial onsets can spread to a C-position on their left (27). Nevertheless, since this position is an empty slot at the left-edge of the word, initial onsets do not
belong to any contour. Thus, we expect them to be in a stronger position
than post-coda onsets.\footnote{The representation of the initial consonant in (27) is the same as the representation of
geminates. However, it does not mean that the contrast between initial singletons and
initial geminates is neutralized. Indeed, languages that show initial geminates cannot
have an initial CV because this would violate the Empty Category Principle (see
Lowenstamm 1999). In this case, initial singletons do not spread to the left (see 28)
and the distinction between their representation and the representation of geminates
is maintained.}

(27) \[
\begin{array}{c}
\text{#} \\
\begin{array}{c}
\text{[C V]C V} \\
\end{array} \\
\end{array}
\]

This prediction is validated by the Koalib data in (17). Compare (17a.i)
and (17a.ii): initial onsets do not undergo the lenition observed in post-
coda position (e.g., /t\text{ó}óŋw\text{ór}/ : [t\text{ó}óŋw\text{ór}] ‘elephant’ vs. /t\text{ó}pt\text{à}nn\text{à}/ :
[t\text{óv\text{ð}ànn\à}] ‘perfection’). English is another (less exotic) language showing
a distinction between the strength of initial onsets and the strength of
post-coda onsets. English exhibits a well-known aspiration of initial and/or
pretonic plosive onsets (e.g., [\text{p}h\text{əˈt}h\text{eɪtəʊ}] ‘potato’) (see Iverson & Salmons
1995). However, non-pretonic post-coda onsets are not aspirated (e.g.,
[ˈhɛl\text{p}ɪŋ] ‘helping’). Considering that both initial and pretonic onsets are
preceded by an empty slot representing the left edge and stress respect-
ively (concerning the representation of stress, see Larsen 1994; Ségéral
& Scheer 2001a; Scheer 2004; Enguehard 2016, among others), this differ-
ence is captured by the contrast between the configuration in (25b) and
the configuration in (25d).

It is also important to mention that, in some languages, initial on-
sets behave like intervocalic onsets (e.g., Greek, see Seigneur-Froli 2002
and Ségéral & Scheer 2008, 149). In Coda Mirror Theory, such cases are
represented by a parametric absence of the initial CV proposed by Lowen-
stamm (1999) for languages with falling or flat sonority in initial branching
onsets. In absence of preceding empty nucleus, initial onsets are automatic-
ally governed (i.e., weak). We adopt this analysis: in absence of initial
CV, the initial onset cannot branch (28). Thus, it is not strong.
In the following subsection, we turn on to the case of final codas and the representation of their variable strength.

### 4.2.6. Final codas

As with initial onsets, our proposal predicts that final codas do not behave like internal codas. Unlike internal codas, final codas are not followed by another consonant that would branch to their position (29). Since they do not belong to any contour, they are not weaker than intervocalic onsets. This representation captures the case of languages where final codas have the same realization as intervocalic onsets but not internal codas (e.g., Polish [kɔɲ] ‘horse.NOM.SG’, [kɔɲ-a] ‘horse-GEN.SG’, [kɔj-ski] ‘of the horse’, see Scheer 2004, §582).

However, there are also languages where final codas do behave like internal codas. This is the case of French discussed in Ségéral & Scheer (2008, 138): Latin obstruents dropped in both internal and final coda positions (e.g., *rup*ta > [ʁut] ‘road’, *lup*u > [lu] ‘wolf’), but not in intervocalic position (*rip*a > [ʁiv] ‘shore’). Dropping is a specific change that can be represented in two ways: i. the loss of melodic material (30a); or ii. the loss of a skeletal position (30b). Our hypothesis is that apocope is not due to the loss of melodic material, but to the loss of a skeletal position occurring in final position (see Enguehard 2018a concerning the specificity of peripheral positions regarding the loss of skeletal slots).

---

14 See also the case of Arbore cited in Harris (1990, 281–282).

15 This hypothesis is supported within French by liaison and feminine inflection, which both result from loss of skeletal positions. Synchronically, they are analyzed as the presence/absence of an available skeletal position at the right-edge of the word (see Encrevé 1983; 1988; Lowenstamm 2012; Fathi & Lowenstamm 2016). Additionally, apocope also concerns vowels (see Schane 1967 for a parallel between vowel and consonant apocope in French).
Other cases of lenition can be observed in word-final position (e.g., vocalization, debuccalization, devoicing). See the example of Brazilian Portuguese (Ségéral & Scheer 2008, 148): original laterals where vocalized both in internal and final coda positions (e.g., $sa[ɫ]eiro$ ‘salt cellar’, $sa[w]gar$ ‘to salt’, $sa[w]gar$ ‘salt’ compared to European Portuguese $sa[ɫ]eiro$ ‘salt cellar’, $sa[ɫ]gar$, $sa[ɫ]$). This phenomenon is more complex than the mere loss of a segment and deserves to be addressed more closely in further studies. For the time being, we assume that the “horizontal” organization of features is equivalent to their “vertical” organization. Consider the representation of a hypothetical final complex consonant /$\alpha$/ in (31a). If the horizontal and the vertical organizations of features are equivalent, then this consonant can be indistinctly represented with two layered or two adjacent features symbolized by $F_\alpha$. These features can be distinct or identical units depending on the chosen framework (e.g., Schane 1984; Carvalho 1993; 1994). In case of final lenition (31b), one of the features is dropped because it is situated on a separate position. Such a representation of final lenition is supported by the parallel, in the formation of the French feminine adjectives, between C/$\emptyset$ alternations (e.g., [epu] ‘husband’ vs. [epu$z$] ‘wife’) and $f/v$ alternations (e.g., [vœf] ‘widower’ vs. [vœ$v$] ‘widow’).

(31) Underlying consonant /$\alpha$/ | b. Final lenition of /$\alpha$/
---|---
| $C V$ | $= C V C V$ | $C V$ | $= C V$ \[ \leftrightarrow \]
| $V$ | $C$ | $V$ | $F_\alpha$ | $F_\alpha$ | $F_\alpha$ | $F_\alpha$ | $F_\alpha$

The reader should keep in mind that this mechanism is expected only in peripheral positions, where skeletal slots can drop (see Enguehard 2018a). As a consequence, this hypothesis suggests that the parametric lenition of

---

16 See Carvalho (1994, 23), Enguehard (2016, 273–274) and Enguehard (2018b) for a similar claim concerning vowels, as well as Lowenstamm (1996) concerning the representation of secondary articulation in Chaha. Note that virtual gemination is also an avatar of this idea: quantity (i.e., horizontal) can be realized as quality (i.e., vertical).
final codas is independent from the lenition of internal codas. This is precisely what we observe in languages with final devoicing. In the example of Russian in (32), for instance, voiced and voiceless obstruents contrast in intervocalic and internal coda positions (32a, b), but they are neutralized in word-final coda position (32c). We analyze this contrast between internal and final codas as resulting from the loss of the final CV represented in (31). Assuming that the voicing feature is linked to the second position of the coda, final devoicing is triggered by the loss of the final slot.

In sections 4.2.5 and 4.2.6, we observed that the strength of initial onsets and final codas potentially differ from the strength of their respective internal counterparts. This parallel situation is captured by a unique parameter: the strength of peripheral consonants is conditioned by the presence or absence of a skeletal slot. Interestingly, this representation predicts that initial and final consonants can have the same degree of strength if both are associated to an extra peripheral slot. This is exactly what we showed for Koalib in (17). Thus, the fact that peripheral consonants resist lenition in Koalib is not a problem for our model, but rather one of its predictions.

That being said, it is important to mention that both internal and peripheral lenitions/fortitions involve the same generalization, i.e., the more space a segment has, the stronger it is. Provided that strength correlates with segmental complexity in Harris (1990), a proportional relation between length and contrastivity can be formulated in (33). \[^{18}\]

(33) The more space, the more contrastive features.
   b. The less space, the less contrastive features.

The only difference between internal and peripheral segments is as follows: for internal segments, the amount of space is only conditioned by the segmental environment, whereas for peripheral segments the amount of space is also conditioned by the presence/absence of an extra space at the word-edge.

\[^{17}\] Concerning the status of final devoicing as a lenition phenomenon, see Harris (2009).

\[^{18}\] For an illustration of the proportional relation between space and segmental complexity, see the examples of Egyptian Arabic (Fathi 2013, 45–95) or Russian (Enguehard 2018b).
5. Conclusion

In this paper, we have argued that it is possible to propose a consistent theory of strength without relying on lateral relations. For this, we pointed out that Coda Mirror Theory does not capture the specificity of long segments in three reported languages: Tamazight, Old Norse and Koalib. Provided that length is a necessary notion in an account of positional strength, we proposed to remove lateral relations from this account. First, we assumed a clear distinction between phonological branching and phonetic length. Then, we suggested that strength always results from a phonological branching. Finally, we outlined a minimalist version of our proposal concerning the strength of consonants.

One issue we did not address in this paper is vocalic length. This topic will be discussed in another paper (in preparation). However, it is worth mentioning that our analysis bridges the gap between the strength of consonants and the strength of vowels. Indeed, assuming that strength is length, vowel length should not be treated differently from consonant length.
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