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Abstract 

Spatial heterodyne spectroscopy (SHS) is used for quantitative analysis and classification of 

liquid samples. SHS is a version of a Michelson interferometer with no moving parts and with 

diffraction gratings in place of mirrors. The instrument converts frequency-resolved information 

into spatially resolved one and records it in the form of interferograms. The back-extraction of 

spectral information is done by the fast Fourier transform. A SHS instrument is constructed with 

the resolving power 5000 and spectral range 522–593 nm. Two original technical solutions are 

used as compared to previous SHS instruments: the use of a high-frequency diode-pumped solid-

state (DPSS) laser for excitation of Raman spectra and a microscope-based collection system. 

Raman spectra are excited at 532 nm at the repetition rate 80 kHz. Raman shifts between 330 

cm–1 and 1600 cm–1 are measured. A new application of SHS is demonstrated: for the first time it 

is used for quantitative Raman analysis to determine concentrations of cyclohexane in 

isopropanol and glycerol in water. Two calibration strategies are employed: univariate based on 

the construction of a calibration plot and multivariate based on partial least squares regression 

(PLSR). The detection limits for both cyclohexane in isopropanol and glycerol in water are at a 

0.5 mass% level. In addition to the Raman–SHS chemical analysis, classification of six industrial 

oils (biodiesel, poly(1-decene), gasoline, heavy oil IFO380, polybutenes, and lubricant) is 
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performed using oils’ Raman–fluorescence spectra and principal component analysis (PCA). The 

oils are easily discriminated showing distinct non-overlapping patterns in the principal 

component space.  

Keywords: Spatial heterodyne spectroscopy, Raman spectroscopy, diode-pumped solid-state, 

DPSS, chemical analysis 

 

Introduction 

Spatial heterodyne spectroscopy (SHS) is a spectrometric method that combines dispersion- and 

interference-based techniques for obtaining spectroscopic information. It is a version of a 

Michelson interferometer with no moving parts and with diffraction gratings in place of mirrors; 

the operation principle is given in the Appendix. Briefly, the radiation from a light source is 

collimated and split between two arms of the interferometer which are terminated by diffraction 

gratings. The light dispersed by the gratings recombines at the beam splitter and produces Fizeau 

fringes that are imaged onto a charge-coupled device (CCD) or intensified CCD (ICCD) 

detector. The frequency (wavelength)-resolved information is thus converted into the spatially 

resolved one and is recorded in the form of the interferogram, a system of parallel lines with 

alternating intensity and spatial periodicity. The spatial periodicity of the fringes depends on the 

wavelength of the dispersed light. The recovery of original spectra from interferograms is done 

using fast Fourier transform (FFT). Similar to other FT-based spectrometers, the SHS benefits 

from the simultaneous advantage of high throughput and high spectral resolution. SHS is also 

more robust and less sensitive to light source fluctuations owing to the use of fixed (non-

scanning) gratings.1  

 The working principle of SHS was presented by Connes,2 while the first realization of a 

high-resolution SHS instrument was achieved by Dohi and Suzuki3 who used a photographic 

plate for recording the interferogram. The modern version of the spectrometer was proposed by 

Harlander,4 who used a 2D CCD detector and who developed a mathematical routine for 

processing interferograms.  

 Initial applications were in astronomy where SHS was used to detect light from faint and 

extended celestial objects.5–8 SHS has been proposed as an onboard tool for planetary exploration 

because the instrument can be packed into a small lightweight unit.9 Nathaniel9 and Gomer et 

al.10 were the first who published Raman spectra recorded with SHS. In the Gomer et al. paper,10 
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Raman spectra collected by SHS were used for remote chemical analysis. SHS can also be 

combined with laser induced breakdown spectroscopy (LIBS) as shown by Gornushkin et al.11 

and Barnett et al.,12 or used in the absorption mode.13 

 A number of instrumental solutions to SHS have been proposed. In the early stages of its 

development, prisms were used in both arms of the instrument to widen its field-of-view4. Other 

designs included cyclical arrangement,7,8 polarization optics,14 echelle gratings,15 a miniature 

system combined with a cell phone camera.16 A multigrating SHS instrument for Raman 

spectroscopy has been developed in.17,18 Methods for processing the SHS interferograms were 

discussed in a number of papers and included the flat-field correction,19 phase error,20 data 

reduction routines,21 and interferogram distortion correction.22 

 Spatial heterodyne spectroscopy figures of merit, namely the resolution, spectral range, 

and sensitivity have been discussed in Cooke et al.23 Lenzner and Diels,24 and Perkins et al.25 

Cooke et al.23 described the design of an infrared SHS with the resolving power of about 1000 

and spectral coverage 8.5–9.5 µm. Lenzner and Diels24 demonstrated the very high- resolving 

power of 22400 using the dense 1200 mm–1 gratings, however, at the expense of a spectral range 

that shrunk to about 1 nm. They also assessed that the resolving power of SHS instruments is 

commonly overestimated as the tilt of the wave packet fronts and the low coherence of radiation 

are not taken into account. Perkins et al.25 presented an acute analysis of an overall performance 

of SHS based on modeling SHS systems. In general, SHS systems used for spectrochemical 

analyses, e.g., Raman and LIBS, exhibit resolving powers ~1000–6000 and spectral bandwidth 

between 150 nm and 50 nm depending on the grating density, typically 150 or 300 mm–1 as in 9–

12,16,18,26. It is worth noting that all the aforementioned publications on SHS–Raman report only 

the qualitative Raman analyses. Meanwhile, the interferometry-based Raman spectroscopy is 

capable of providing the quantitative information as well. This was demonstrated in Jawhari et 

al.27 on the example of determination of acetone in the acetone–benzene mixtures using the FT–

Raman spectrometer with backscattering optics. 

 The goal of this paper is twofold: First, to demonstrate the capability of SHS in 

combination with a pulsed diode-pumped solid-state (DPSS) laser for quantitative Raman 

spectroscopy, and second, to assess usefulness of this instrumentation for fast classification of 

materials. The first goal is attained by performing the Raman quantitative analysis of 
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cyclohexane in isopropanol and glycerol in water, and second by discriminating six industrial 

oils by their Raman–fluorescence spectra using principal component analysis (PCA).  

 

Experimental 

Setup 

The experimental setup is shown in Figure 1 and theoretical details are available in the 

Appendix. The setup was configured in the collinear (backscatter) geometry. The laser was a 

diode-pumped solid-state laser (DPSS, Conqueror 25 W all-in-one, Compact Laser Solutions) 

operated at 532 nm with the pulse energy up to 100 µJ, pulse duration 20 ns, and repetition rate 

up to 80 kHz. A dichroic mirror (Semrock, RazorEdge Dichroic Beamsplitter 532) reflected the 

laser light into a microscope objective. The mirror was transparent at wavelengths longer than 

532 nm thereby allowing the observation of Stokes Raman backscattering. A liquid sample was 

put in a quartz cuvette (a 10 x 10 x 50 mm3 spectrophotometer cell) which was positioned 

horizontally with its longest face perpendicular to the laser beam. The laser was focused inside 

the cuvette by a 10x microscope objective with the focal length 20 mm and entrance aperture 9 

mm (Thorlabs LMH-10x-532). The same objective was used to collect the Raman signal. The 

numerical aperture of the objective was 0.25 and the collection solid angle 0.2 sr. The Raman 

scattered light was collimated by the objective, passed through the dichroic mirror, and was 

directed to the SHS. The notch (Semrock NF01-532U-25) and bandpass (LOT, 550+/–25 nm) 

filters were placed in front of the SHS to block the laser light and broadband fluorescence 

emitted by a sample. A cube beam splitter (Thorlabs BS013, 25 mm) was used to split the light 

50/50 between the two arms of the SHS terminated by the diffraction gratings (Newport 

33010FL01-270R, 50x50 mm2, 300 mm–1). The gratings were set at a Littrow angle θ ≈ 4.78o 

for the wavelength λL = 555 nm thus assuring the laser line at 532 nm to be close to the lower 

(blue) end of the spectral range. This allowed only the Stokes part of the Raman spectrum to be 

recorded. With these gratings, the resolving power 𝑅 = 5400 (δσ = 3.3 cm−1) at λ = 555 nm 

was calculated using Eq. A8, Appendix. The bandwidth was 2300 cm−1 (or 71 nm) calculated 

from Eq. A7, Appendix. This was sufficient to detect the Raman bands of molecules of interest. 

The light dispersed by the gratings recombined at the beam splitter and created Fizeau 

interference fringes. The fringes were imaged onto a CCD (Retiga R1, 1376x1024 pixels, 6.5 x 

6.5 µm2 pixel pitch) by a Tamron telelens (focal distance 300 mm). The spectral response of the 
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camera was almost flat in the range 500 nm–600 nm with the quantum efficiency 70–75%. The 

etendue of the system, i.e., the largest beam diameter the SHS can accept, was limited by the 9 

mm entrance aperture of the microscope objective. The camera was operated under the 

µManager software.28,29 Three images were sequentially collected to create interferograms with 

the highest possible contrast: one with unblocked gratings and two with one of the gratings 

sequentially blocked. Two latter images were subtracted from the first one thus allowing the 

additional rejection of stray light and improving the quality of the interferogram. The optical 

elements and the detector camera were placed on a breadboard and enclosed into a black housing 

for shielding the instrument from ambient light. 

 

 

Samples 

Samples for Raman quantitative analysis, cyclohexane, isopropanol, and glycerol were chosen 

for the following reasons. Cyclohexane is often used as a reference standard in Raman 

spectroscopy30 while isopropanol is miscible in cyclohexane and has a rich Raman spectrum that 

can be compared to that of cyclohexane. The cyclohexane–isopropanol mixture was therefore 

chosen to test the ability of the SHS–Raman instrument for quantitative analysis. Glycerol is a 

common substance in food and pharmaceutical industries; measuring its content in aqueous 

solutions is important to assess the products quality. For example, fermentation of wine was 

monitored by detecting its glycerol content.31  

 Cylohexane (ChemSolute, min 99.8% C6H12) and isopropanol (2-propanol, ChemSolute, 

min 99.8% CH3CH(OH)CH3) were volumetrically mixed to obtain 15 standard solutions with 

concentrations 0, 2, 4, 6, 8, 10, 25, 50, 75, 90, 92, 94, 96, 98, and 100 vol%. Because the 

densities of cyclohexane and isopropanol are close32 (0.7739 g cm–3 and 0.7809 g cm–3, 

correspondingly), the volumetric and mass concentrations are nearly the same. Seven aliquots of 

Glycerol (Sigma-Aldrich, min 99.5% GC) were weighed and mixed with water (Milli-Q, 

Millipore Synthesis A10) to produce standard solutions with concentrations of glycerol 0.1, 0.2, 

0.5, 1, 2.5, 5 and 10 mass%.  

 Samples for classification, industrial oils, were chosen for a demand in a portable 

instrument that would be capable of fast identification of oil and oil spills in environmental and 

industrial areas.33 Six oil samples were biodiesel, poly(1-decene), gasoline, heavy oil IFO380, 
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polybutenes and lubricant. Biodiesel and heavy oil IFO380 were collected from the oil spill at 

Donges refinery (France), lubricant (Liqui Moly 10W-40) and gasoline were purchased at a gas 

station, and poly(1-decene) and polybutenes were purchased from Sigma-Aldrich. Biodiesel 

mainly consists of fatty acid methyl esters (FAME), generally produced by transesterification of 

vegetable oils and animal fats.34 Poly(1-decene), [CH2CH[(CH2)7CH3]]n, is a polymer that 

belongs to the class of poly-alpha-olephins and can be a product of the mineral oil pyrolysis.35 

Gasoline, a fuel for the internal combustion engines, has a typical composition of 4–8% alkanes; 

2–5% alkenes; 25–40% isoalkanes; 3–7% cycloalkanes; l–4% cycloalkenes; and 20–50% total 

aromatics (0.5–2.5% benzene).36 The heavy oil IFO 380 is a mix of 98% of residual oil and 2% 

of distillate oil; it serves a fuel for very large compression ignition engines, such as oceangoing 

ships.37 Polybutenes are straight chain, aliphatic polymers made up of predominantly the 

isobutylene repeat unit.38 The lubricant oil is a balanced mix of base oils and additives, e.g., zinc 

dialkyl dithiophosphates, molybdenum disulfide, and similar compounds, that determine its 

behavior both in terms of performance and duration.39,40  

 

Image Processing 

A typical SHS interferogram is the superposition of the modulated signal (interference fringes) 

and unmodulated background. The background is produced by stray light and light coming from 

out-of-phase parts of crossing wave fronts (Figure A1, Appendix). Several techniques can be 

used to improve the contrast of interferograms and quality of FFT-reconstructed spectra. These 

are the flat-field and phase corrections and apodization. In our experiment, the background due 

to the stray and out-of-phase light was removed by subtracting two auxiliary images from the 

interferogram. The auxiliary images were those obtained with one of the SHS arms blocked. The 

resulting intensity after the subtraction is 

 

𝐼 = (𝐼s − 𝐼d) − [(𝐼a1 − 𝐼d) + (𝐼a2 − 𝐼d)]      (1) 

 

where 𝐼s is the pixel intensity on the original interferogram, 𝐼a1 and 𝐼a2 are the pixel intensities 

on the auxiliary images with one arm, a1 or a2, opened and other blocked, and 𝐼d is the pixel 

intensity on the dark image (the pixel index is omitted for better readability). The alternative flat-

field correction via 𝐼 = (𝐼s − 𝐼d)/(𝐼a1 + 𝐼a2 − 2𝐼d) was unnecessary as it did not improve the 
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quality of interferograms but produced artifacts around zero frequency of FFT. The apodization 

(i.e., smoothing ripples due to FFT) was also unnecessary because reconstructed spectra were 

sufficiently smooth. 

 Figure 2 shows the interferogram from cyclohexane (a) and the 2D spectrum 

reconstructed from it (b). Only the 1024 × 14 pixel region squeezed between two broken lines in 

Figure 2b contains useful information. Pixels within this region are vertically binned to produce 

intensity versus Raman shift spectrum. The downward drift of the lines with the increase of the 

pixel number is due to a slight tilt of the diffraction gratings about the x-axis (see Fig. A1, 

Appendix). The tilt removes ambiguity in identification of lines with equal positive and negative 

shifts with respect to the Littrow wavelength and thus effectively doubles the spectral range4. All 

images are processed with the GNU Octave software using the built-in fft2 function.41,42 The 

applicability of the code is tested using synthetic interferograms. 

 

Calibration of SHS 

Initial alignment of the SHS was done with a tungsten lamp by putting the line of zero path 

difference (ZPD) (Figure A1 in Appendix) in the center of the CCD pixel array. The wavelength 

calibration was carried out using the DPSS laser and the mercury lamp (Ocean Optics HG-1) 

following the procedure by Englert et al.43 The result of the calibration was a relationship 

between the pixel number on the SHS spectrum and the wavelength (or wavenumber) of a 

Raman band reconstructed from the interferogram. Raman spectra of acetone, ethanol, methanol, 

cyclohexane, and isopropanol were used to test the accuracy of the calibration; they are shown in 

Figure 3. The positions of Raman bands in Figure 3 coincide with the corresponding Raman 

shifts given in the AIST Database.44  

 

Results and Discussion 

Performance of SHS 

The actual resolving power of the instrument was evaluated using the narrow line of cyclohexane 

at 803 cm−1 which has the full width at half maximum (FWHM) 6 cm–1. Assuming the Gaussian 

shape for this line and using the Rayleigh criterion, the estimated resolution of the SHS is 

estimated to be δσ = 4 cm−1 or 𝑅 = (λ ∙ δσ)−1 = 5000. This is 8% worse than the resolution 

predicted theoretically (𝑅 = 5400) that can be explained by the limited temporal coherence of 
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the interfering wave packets24. As the overall intensity decreases toward the edges of the 

interferogram (Figure 2a), the kernel of the FFT integral acquires an effective (nearly triangular) 

weight function. This results in further broadening of the FFT-reconstructed spectral lines and 

thus further deteriorates the resolution. We note, however, that the highest possible spectral 

resolution was not the goal; the bands of interest were clearly seen and resolved. 

 Next, the adequacy of a linear calibration model for determination of cyclohexane in 

isopropanol was tested. The Raman spectra of cyclohexane in isopropanol were baseline-

subtracted (using the algorithm proposed by Gan et al.45) and corrected for a spectral response 

function (the dashed line in Figure 3a). Several Raman spectra corresponding to different 

concentrations of cyclohexane in isopropanol are shown in Figure 4a. The integral intensities of 

the cyclohexane (803 cm–1) and isopropanol (820 cm–1) bands were normalized to their 

corresponding concentrations and rationed. Table I shows the normalized intensity ratios for 

several concentrations of cyclohexane in isopropanol. The average intensity ratio 2.69 ± 0.20, 

which was calculated using the data in the last column of Table I, is close to the ratio 2.79 of the 

Raman cross-sections of the bands, 4.55 ∙ 10−30 cm−2 and 1.63 ∙ 10−30 cm−2, correpondingly46. 

This proves that the Raman signals are approximately proportional to concentrations, at least 

within the range of 10–90 vol% of cyclohexane in isopropanol. The adequacy of the linear 

calibration model is thus confirmed.  

Quantitative Analysis of Organic Solutions 

Cyclohexane in Isopropanol  

Two calibration techniques, univariate and multivariate via PLSR, were used to quantify 

cyclohexane in isopropanol. First, the univariate method was applied. Ten out of fifteen sample 

sets were used for calibration and five (4, 8, 50, 92, 96 vol %) for validation. Each set consisted 

of ten measurements. A spectral fragment between 780 cm−1 and 840 cm−1 was chosen. Figure 

4a shows the Raman spectra of cyclohexane and isopropanol for several selected concentrations. 

The integral intensity of the 803 cm−1 cyclohexane band was the analytical signal. The 

calibration plot is displayed in Figure 4b; error bars are the standard deviations over 10 repetitive 

measurements. 

   The overall accuracy of the analysis is assessed by the root mean square error of cross 

validation (RMSECV%) and prediction (RMSEP%) normalized to the concentration range 
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𝑅𝑀𝑆𝐸% =
100

𝑦max−𝑦min

√
Σ𝑖=1

𝑛 (𝑦𝑖−𝑦𝑖̂)2

𝑛
     (2) 

 

where 𝑦𝑖 and 𝑦̂𝑖 are the certified and found concentrations related to the calibration (n=100) or 

the validation (n=50) sets, and 𝑦max − 𝑦min is the concentration range spanned by the sets. The 

metric expressed by Eq. 2 allows for a direct comparison of different spectroscopic methods that 

deal with different ranges of concentrations. 

 The results of the univariate quantitative analysis are summarized in the middle row of 

Table II. The RMSECV% and RMSEP% are 2.7% and 3.0% for the concentration ranges 2–100% 

and 4–96%, correspondingly. The low values of the relative errors along with the high value of 

the coefficient of determination (𝑅2 = 0.9963) confirm the high overall accuracy of the 

calibration and analysis. Values for the recovery are between 95% and 110% for the validation 

set. The relative standard deviation of the determination (precision) varies between 6% and 16% 

for low concentrations (<10%) and between 2% and 4% for high concentrations (>10%). The 

limit of detection (LOD) is 1.3% based on the 3σ criterion.  

  We also performed multivariate PLSR analysis of cyclohexane in isopropanol to possibly 

improve figures of merit. The calibration and validation sets were the same as in the univariate 

analysis. Two principal components (PC) were found to be optimal based on the minimal value 

of PRESS (predicted residual sum of squares) determined by the leave-one-out cross-validation. 

The results of PLSR analysis are shown in the last two rows of Table II. One infers from the 

table that both the RMSECV% and RMSEP% are indeed lower as compared to the univariate 

analysis. The LOD is also lower and decreases from 1.3% (univariate) to 0.5% (PLSR). 

However, the overall accuracy of analysis remains the same as seen from the values of 

recoveries. The recovery is even worse for the lowest determined concentration (4%), 127% 

(PLSR) versus 110% (univariate). We thus conclude that both the methods are suitable for 

quantification and perform similarly.  

 

Glycerol in Water 

Analysis of glycerol in water is more challenging because glycerol exhibits only weak Raman 

peaks. This makes SHS measurements difficult because signal-to-noise ratios are low at 

intermediate and low concentrations. Raman spectra of glycerol in water are shown in Figure 5a. 
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One sees that glycerol bands47 at 485, 850, and 1052 cm–1 are barely visible as concentration of 

glycerol falls below 5%. This makes univariate analysis difficult. On the other hand, multivariate 

analysis remains apt as it reveals latent properties of spectral data such as the hidden variation of 

spectra with concentrations. 

 Six samples (0.1, 0.2, 0.5, 5, and 10%) were used for calibration and two (1 and 2.5%) 

for validation. Prior to PLSR, the baseline was removed and spectra were smoothed using a soft, 

15 points, second polynomial, Savitzky–Golay filter. Four PCs were used based on the minimal 

value of PRESS. The accuracy of the calibration and analysis are assessed by the values of 

RMSECV% and RSMEP% that were 3.8% and 21.2% for the concentration ranges 0.1–10% and 

1–2.5%, correspondingly. 

 The certified-found plot is shown in Figure 5b. The predicted concentrations of the two 

tested samples were somewhat overestimated at (1.4 ± 0.2)% and (2.7 ± 0.2)% with the values 

for the recovery 140% and 108%, correspondingly. The LOD was found to be 0.5%, the same as 

for cyclohexane in isopropanol. 

 The results obtained with SHS are comparable with that obtained by other Raman 

techniques. For example, Schweinsberg et al.48 used a commercial FT Raman spectrometer to 

determine cyclohexane in toluene in the concentration range 13–96%. The relative error of the 

linear regression model was 0.7% with the 100–104% recovery. McCain et al.49 constructed a 

coded-aperture Raman spectrometer in which the input slit of the dispersive spectrograph was 

replaced by the 2D mask. The intensity pattern, a convolution of the Raman spectrum with the 

input aperture, was detected by a 2D detector and then reconstructed to produce the original 

Raman spectrum. Concentrations of ethanol in tissue-like phantoms were determined in the 

concentration range 0.04–0.8 mass% using PLSR with RMSEP% below 3.5%. Voss et al.50 

reported the measurement of glycerol, methanol, ammonia, and secreted protein in biological 

samples (cell culture broth) using a commercial Raman instrument with a dispersive 

spectrometer. Glycerol was measured in the concentration range 0.2 to 5% using the multivariate 

techniques PLSR and Support Vector Regression (SVR). The RMSEP% for glycerol determined 

using PLSR was 3.5%.  

 

Discrimination of Oils 
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Fingerprinting and source identification of oil spills is an important problem in environmental 

and industrial forensics.51 Accidental spills and intentional discharges of petroleum products in 

waters and soils are frequent around the world. Typically, chemical fingerprinting is done using 

GC and GC-MS methods or by optical (UV–Vis–IR) and chemical sensors if remote analysis is 

needed. Using Raman spectroscopy for fingerprinting of petroleum products is a challenge 

because the complex composition of these products may result in ambiguous Raman spectra or 

no Raman spectra at all and/or a broadband fluorescence. Additives in oils produce strong 

fluorescence, which is the major challenge for obtaining SHS interferograms with good fringe 

contrast.  

 The goal of this test was to discriminate between petroleum products rather than to 

precisely identify them. The spectral information, both Raman and fluorescence, was so sample-

specific that a simple unsupervised technique like principal component analysis (PCA) was 

sufficient to discriminate the samples. The specificity of spectral information can be appreciated 

from Figure 6a where the SHS spectra of oils are shown. Only two out of six samples exhibit 

distinct Raman spectra, polybutenes and poly(1-decene). The other samples exhibit mainly the 

broadband fluorescence spectra. The spectra were collected using a 60 s integration time for 

gasoline, poly(1-decene) and polybutenes, 10 s for IFO380, and 0.1 s for the lubricant. The 

Raman bands at 720, 897, 923, and 1217 cm–1 are characteristic for polybutenes and the bands at 

868, 1055, 1303, and 1442 cm–1 are characteristic for poly(1-decene). Several bands were clearly 

identified, for example, C–C stretching in –(CH2)n– at 868 cm–1, C–H twisting in –CH2 at 1303 

cm–1, and C–H scissoring in –CH2 at 1442 cm–1. The simple visual inspection of the spectra in 

Figure 6a is already sufficient to distinguish the oils from each other. Processing these data with 

PCA assures their reliable identification. 

 Figure 6b shows the results of PCA analysis. The first three principal components explain 

97.5% of the variation in the data. One sees that PCA produces clearly distinguishable clusters; 

the ratio of the shortest distance between cluster centers and the largest radius of a cluster is 

about three.  

 The classification results obtained by SHS are positively compared with the results 

obtained by other Raman techniques. El-Abassy et al.52 used a home-built dispersive Raman 

spectrometer to collect Raman spectra from pure olive oils and olive oils adulterated by 

sunflower oil. The PCA had successfully distinguished the adulterated samples even with the 
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smallest <5% addition of sunflower oil. Baeten et al.53 employed a FT–Raman spectrometer for 

the same purpose of discriminating between pure and adulterated olive oils using PCA. It was 

possible to discriminate clearly between genuine and 1% spiked samples. Jentzsch et al.54 used a 

handheld Raman spectrometer for the distinction of oils used in the cosmetic industry. The 

Raman spectra of oils were also clustered into distinct groups by PCA. 

 

Conclusion 

This study demonstrated the applicability of the SHS in combination with a DPSS laser for both 

qualitative and quantitative Raman spectroscopy of liquid samples and for sample classification. 

A Raman SHS instrument was constructed and characterized. The spectrometer exhibited the 

resolving power of 5000 and spectral range of 520–590 nm. Raman shifts between 330 cm–1 and 

1600 cm–1 could be measured. 

 Quantitative Raman analysis was performed for the first time using this technique. Two 

calibration methods, univariate and multivariate (PLSR) were used to determine cyclohexane in 

isopropanol in concentration range 2–100%. Both the methods yielded similar accuracy and 

precision of analysis; the LODs were 1.3% and 0.5%, correspondingly. Only multivariate PLSR 

analysis was carried out for glycerol in water in the concentration range 0.1–10%; it yielded the 

overestimated by 40% and 8% values for the two determined concentrations; the LOD was 0.5%.  

Six industrial oils, biodiesel, poly1-decene, gasoline, heavy oil IFO380, polybutenes, and 

lubricant were discriminated by means of PCA using their Raman–fluorescence spectra. Albeit 

the additives in oils produced strong fluorescence that deteriorated the contrast of SHS 

interferograms, all oils showed distinct non-overlapping clusters in the principal component 

space. The distance between the clusters was about three times the largest cluster dimension. 

This was a test for the applicability of SHS for materials discrimination based on their 

Raman/fluorescence spectra. In the future, given a library of oil spectra, a supervised 

classification can be done that will allow for not only discrimination but classification of oils and 

other organic materials. 
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Appendix  

The basic operational principle of SHS is illustrated in Figure A1. We limit our discussion to the 

situation when collimated light from a light source propagates along the SHS optical axis so that 

the angles of incidence and diffraction for the two SHS gratings are the same for the same 

wavelengths (wavenumbers). A more elaborate treatment of SHS operational modes can be 
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found elsewhere.4,10,11 Let the origin of the coordinate system be at a center of the beam splitter, 

the 𝑧-axis be aligned with the detector optical axis, the 𝑦-axis be perpendicular to the image 

plane and parallel to the gratings grooves, and the 𝑥-axis be in the image plane. Let the plane 

incident wave with the wave vector 𝐤 propagate along the x-axis. After splitting, the two partial 

waves diffract on gratings G1 and G2 according to 

  

σ(sin θ + sin β) = 𝑚/𝑑     (A1) 

 

where σ = 1/λ is the wavenumber, m and d are the diffraction order and the groove spacing, θ 

and β are the angles of incidence and diffraction (equal for both the gratings).  

 The gratings are tilted to a small angle (typically several degrees) with respect to the 

optical axis to provide a Littrow condition (angle of incidence = angle of diffraction) for a 

chosen wavenumber σ0: 2 sin θ = 𝑚/𝑑σ0, or 𝑚 = 2𝑑σ0 sin θ. The diffracted waves with the 

wave vectors 𝐤𝟏 and 𝐤𝟐 (|𝐤𝟏| = |𝐤𝟐| = 2πσ) recombine at the beam splitter and create the 

interference pattern  

 

𝐼 = 𝐼1 + 𝐼2 + 2√𝐼1𝐼2 cos[𝐫 ∙ (𝐤𝟐 − 𝐤𝟏)] = 𝐼0(1 + cos[𝐫 ∙ (𝐤𝟐 − 𝐤𝟏)])  (A2) 

 

where 𝒓 is the radius-vector and 𝐼1 = 𝐼2 = 𝐼0/2. Assuming the plane waves to be strictly parallel 

to the 𝑦-axis, the three coordinate components of the diffracted waves are (|𝐤𝟏| cos γ, 0, −

|𝐤𝟏| sin γ) and (|𝐤𝟐| cos γ, 0, |𝐤𝟐| sin γ) where γ = β − θ is the angle between the diffracted 

wave vector and the optical axis (𝑥 or 𝑧). The angle γ is counted counterclockwise from the 𝑥-

axis. This angle can easily be found from the diffraction Eq. A1 by the simple substitutions β =

θ − γ and 𝑚 = 2𝑑σ0 sin θ and using the trigonometric equation for the sine of the difference of 

two angles: 

 

γ = 2
σ−σ0

σ
tan θ     (A3) 

 

For small angles γ, the dot product in Eq. 5 is 𝐫 ∙ (𝐤𝟐 − 𝐤𝟏) = 2πσ[𝑥 (sin γ + sin γ) +

𝑧 (cos γ − cos γ)] ≈ 4πσ𝑥𝛾. Substituting this and Eq. A3 into Eq. A2 obtains 
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𝐼(𝑥) = 𝐼0(1 + cos[ 2π ∙ 4𝑥 ∙ (σ − σ0) tan θ])    (A4) 

 

 For a polychromatic light source, Eq. A4 transforms into 

 

𝐼(𝑥) = ∫ 𝐵(σ)(1 + cos[ 2π ∙ 4𝑥 ∙ (σ − σ0) tan θ])
∞

0
𝑑σ   (A5) 

 

where 𝐵(σ) is the input spectrum and 𝐵(σ)𝑑σ is the intensity at σ. Three important conclusions 

can be drawn from Eq. A5. First, this is a Fourier transform of the input spectrum 𝐵(σ); second, 

the intensity is spatially (cosine-like) modulated along the x-axis; and third, the modulation 

frequency is heterodyned around the Littrow σ0. The heterodyning converts high oscillation 

frequencies on order 𝜎 into low differential frequencies on order (σ − σ0) thus making possible 

the detection of spatially modulated intensities (interferograms) with conventional array 

detectors with pixel size of about 10 μm. The conversion of Eq. A5 back into the spectral 

domain is done by a Fourier transform of this equation using a suitable algorithm, e.g., the fast 

Fourier transform (FFT). 

 As deduced from Eq. A5 and the general definition of a periodic function, 𝑓(𝑥) =

cos(ω𝑥), ω = 2π/𝑞, the interference fringes along the x-axis have the spatial period 

 

𝑞 = 1/[4(σ − σ0) tan θ]     (8) 

 

 Interference fringes are recorded by an image sensor having 𝑁 pixels along the 𝑥-

direction, each pixel having size 𝑙 . Based on the Nyquist–Shannon sampling theorem, the 

smallest period that can be resolved is twice the pixel size, i.e., 𝑞min = 2𝑙. This means that for 𝑁 

detector elements, only 𝑁/2 spectral elements can be recovered. Consequently, when an imaging 

system with the unit magnification is used, the largest wavenumber interval is found from Eq. 

A7 by setting [4(σ − σ0) tan θ]max = 1/𝑞min = 1/2𝑙 and assigning Δσmax = σmax − σ0 : 

Δσmax = 1/(8𝑙 tan θ)     (A7) 

 This equation determines the unaliased bandwidth of the instrument.  

 The limiting resolving power of the instrument, 𝑅0 = σ/δσ is equal to the theoretical 

resolving power of the dispersive system and for the geometry in Figure A1 is 
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𝑅0 = 4𝑊σ sin θ      (A8) 

 

where W is the width of the grating that is imaged on the detector and θ is the Littrow angle. In 

practice, the resolving power is worse than that given by Eq. A8, mainly due to the limited 

temporal coherence of the interfering plane waves.24 

 

Figure A1. Illustration of basic principle of SHS. 𝑆 is the light source, 𝐵𝑆 is the cube beam 

splitter, 𝐺1 and 𝐺2 are the gratins, n is the grating normal, tilted by the angle θ with regards to the 

optical axes, 𝐷 is the detector plane, and 𝑍𝑃𝐷 is the zero-path-difference line (this line is parallel 

to the grating grooves, i.e., the 𝑦-axis). Lenses that collimate the light from the source and image 

the interference fringes on the detector are not shown. 
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Tables 

Table I. Ratios (𝑹) of normalized integral intensities of cyclohexane and isopropanol bands 

𝟖𝟎𝟑 𝐜𝐦−𝟏 and 𝟖𝟐𝟎 𝐜𝐦−𝟏 corrected for respective concentrations for mixtures with 

different proportions of cyclohexane and isopropanol. 

𝐶cyc/𝐶iso 𝐼803/𝐶cyc 𝐼820/𝐶iso 𝑅 

9/1 4.22 1.61 2.62 

3/1 4.34 1.43 3.03 
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1/1 4.25 1.70 2.50 

1/3 4.25 1.56 2.72 

1/9 4.01 1.55 2.59 

 

 

Table II. Results of univariate and multivariate analyses of cyclohexane in isopropanol (all 

%). 

Certified 4 8 50 92 96 RMSECV% RMSEP% LOD 

Univariate 
4.4

± 0.7 

8.5

± 0.5 

47.6

± 1.1 

93.8

± 2.4 

98.7

± 4.1 2.7 3.0 1.3 

Recovery  110 106 95 102 103 

PLSR 
5.1

± 0.5 

8.2

± 0.5 

48.2

± 0.7 

94.5

± 1.9 

98.3

± 3.3 2.1 2.6 0.5 

Recovery  127 102 96 103 102 

 

 

Figure Captions 

Figure 1. Experimental setup. Ray propagation inside SHS is given in Fig. A1, Appendix. 



DOI: 10.1177/0003702819863847 

 

 

 

Figure 2. (a) SHS–Raman interferogram of cyclohexane; (b) FFT image of this interferogram. 

Bounding lines define the region of interest containing useful information. Notice the line of zero 

frequency on the bottom, at pixel index 512. 
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Figure 3. (a) Raman spectra of acetone, ethanol and methanol. Spectra are shifted vertically for 

clarity and have a maximum signal to background noise ratio above 100. The dashed curve 

shows the combined transmittance of the bandpass and notch filters. (b) Raman spectra of the 1:3 

mixture of cyclohexane and isopropanol. Raman bands of cyclohexane are 803, 1029, 1267, and 

1445 cm–1, and isopropanol are 820, 955, 1132, and 1454 cm–1.  

 

 

Figure 4. (a) Raman peaks of cyclohexane and isopropanol; the legend is concentrations of 

cyclohexane; (b) Calibration plot for cyclohexane in isopropanol.  
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Figure 5. (a) Raman spectra of glycerol in water for different concentrations. Each spectrum is 

the mean of ten baseline-corrected spectra. Spectra are shifted vertically for clarity. (b) Certified-

found plot for glycerol in water constructed by accounting for 4 PCs in PLSR.  

 

 

Figure 6. (a) Raman and fluorescent spectra of oils. (b) Scores plot from PCA of Raman spectra 

of oils for the first three components. The lines are the projections of the center point of the 
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group on the surface defined by the first two principal components. 

 

 

 

 


