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#### Abstract

In this paper, we study to approximate solutions of quasi-equilibrium problems in Banach spaces, which generalizes equilibrium problems and quasi-variational inequalities. In fact, we prove weak convergence of the sequence generated by the proximal point method to a solution of the quasi-equilibrium problem. Then we show that the generated sequence converges strongly to a solution of the quasi-equilibrium problem.
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## 1. Introduction

Let $E$ be a real Banach space and $C \subset E$ be a nonempty, closed and convex set, and $K: C \rightarrow 2^{C}$ be a multivalued mapping such that for all $x \in C, K(x)$ is a nonempty, closed and convex subset of $C$. Suppose that $f: E \times E \rightarrow \mathbb{R}$ is a bifunction. The quasi-equilibrium problem $(\operatorname{QEP}(f, K))$ is to find $x^{*} \in K\left(x^{*}\right)$ such that

$$
\begin{equation*}
f\left(x^{*}, y\right) \geq 0, \quad \forall y \in K\left(x^{*}\right) \tag{1.1}
\end{equation*}
$$

The set of all solutions of $\operatorname{QEP}(f, K)$ is denoted by $S(f, K)$. Also, the set of all fixed points of $K$ is denoted by $\operatorname{Fix}(K)$. The associated Minty quasi-equilibrium problem is to find $x^{*} \in K\left(x^{*}\right)$ such that $f\left(y, x^{*}\right) \leq 0$ for all $y \in K\left(x^{*}\right)$. When $K(x)=C$ for all $x \in C$, the quasi-equilibrium problem $\operatorname{QEP}(f, K)$ becomes a classical equilibrium problem $\operatorname{EP}(f, C)$, also the associated Minty quasi-equilibrium problem becomes a classical Minty equilibrium problem (see [2] and [20]).

Equilibrium problems extend and unify many problems in optimization, variational inequalities, fixed point theory, complementarity problems, Nash equilibria and many other problems in nonlinear analysis (see [7], [9] and [10]).

Recently many researchers have studied approximation of solutions of an equilibrium problem (see, e.g. [6], [9], [10], [15], [16], [18] and references therein). Equilibrium problems with monotone and pseudo-monotone bifunctions have been studied extensively in Hilbert, Banach as well as in topological vector spaces by many
authors (e.g. [3], [4], [5], [7], [10], [11], [14], [13]). Also, the quasi-equilibrium problems have been studied in [2] and [20]. Our aim in this paper is to approximate a solution of quasi-equilibrium problems. This type of problems arises, for example, in the electricity market (see [17]).

This paper is organized as follows. In Section 2, we introduce some preliminary material related to the geometry of Banach spaces. In Section 3, we prove weak convergence of the sequence generated by proximal point method to a solution of quasi-equilibrium problems. In Section 4, we study strong convergence of the generated sequence to a solution of the problems by imposing some additional conditions.

## 2. Preliminaries

Let $E$ be a real Banach space with norm $\|$.$\| and E^{*}$ denote the dual of $E$. We denote the value of $v \in E^{*}$ at $x \in E$ by $\langle x, v\rangle$. The duality mapping $J$ from $E$ into $2^{E^{*}}$ is defined by:

$$
J x=\left\{v \in E^{*}:\langle x, v\rangle=\|x\|^{2}=\|v\|^{2}\right\},
$$

for $x \in E$. When $E$ is a smooth Banach space, we can use the following function studied by Alber [1], Kamimura and Takahashi [12] and Reich [19]:

$$
\begin{equation*}
\phi(x, y)=\|x\|^{2}-2\langle x, J y\rangle+\|y\|^{2}, \tag{2.1}
\end{equation*}
$$

for all $x, y \in E$. It is obvious from the definition of $\phi$ that

$$
\begin{equation*}
0 \leq(\|x\|-\|y\|)^{2} \leq \phi(x, y), \tag{2.2}
\end{equation*}
$$

for all $x, y \in E$. Note that if $E$ is a Hilbert space, then $\phi(x, y)=\|x-y\|^{2}$.
Proposition 1 ([12]). Let $E$ be a uniformly convex and smooth Banach space and let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be two sequences of $E$. If $\lim _{n \rightarrow \infty} \phi\left(x_{n}, y_{n}\right)=0$ and either $\left\{x_{n}\right\}$ or $\left\{y_{n}\right\}$ is bounded, then $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$.

Proposition 2 ([12]). Let E be a reflexive, strictly convex and smooth Banach space, and let $C$ be a nonempty closed convex subset of $E$ and $x \in E$. Then there exists a unique element $\bar{x} \in C$ such that $\phi(\bar{x}, x)=\inf \{\phi(z, x): z \in C\}$.

Regarding Proposition 2, we denote the unique element $\bar{x} \in C$ by $P_{C}(x)$, where the mapping $P_{C}$ is called the generalized projection from $E$ onto $C$. It is obvious that in Hilbert spaces, $P_{C}$ is coincident with the metric projection from $E$ onto $C$.

Proposition 3 ([12]). Let E be a smooth Banach space, C be a convex subset of $E, x \in E$ and $\bar{x} \in C$. Then $\phi(\bar{x}, x)=\inf \{\phi(z, x): z \in C\}$ if and only if

$$
\langle z-\bar{x}, J x-J \bar{x}\rangle \leq 0, \quad \forall z \in C .
$$

Throughout this paper we assume that $E$ is a real Banach space which is uniformly convex and uniformly smooth, and $C \subset E$ is nonempty closed and convex unless otherwise specified. When $\left\{x_{n}\right\}$ is a sequence in $E$, we denote strong convergence of $\left\{x_{n}\right\}$ to $x \in E$ by $x_{n} \rightarrow x$ and weak convergence by $x_{n} \rightharpoonup x$.

Definition 1. The mapping $T: C \rightarrow C$ is called quasi $\phi$-nonexpansive whenever $\operatorname{Fix}(T) \neq \varnothing$ and $\phi(p, T x) \leq \phi(p, x)$ for all $(p, x) \in \operatorname{Fix}(T) \times C$.

The following definitions are adapted from [20].
Definition 2. Suppose that $K: C \rightarrow 2^{C}$ is a multivalued mapping such that for every $x \in C, K(x)$ is nonempty, closed and convex. $K$ is called quasi $\phi$-nonexpansive whenever the mapping $T(\cdot)=P_{K(\cdot)}(\cdot)$ is quasi $\phi$-nonexpansive where $P$ is the generalized projection.

Definition 3. We say that $K: C \rightarrow 2^{C}$ is weak lower semicontinuous at each $\bar{x} \in C$, whenever we have $\left\{x_{k}\right\} \subset C$ and $x_{k} \rightharpoonup \bar{x}$, then for any $\bar{y} \in K(\bar{x})$, there is a sequence $\left\{y_{k}\right\}$ with $y_{k} \in K\left(x_{k}\right)$ for every k , such that $y_{k} \rightarrow \bar{y}$ as $k \rightarrow \infty$.

Definition 4. We say that $K: C \rightarrow 2^{C}$ is demiclosed, whenever we have $x_{k} \rightharpoonup \bar{x}$ and $\lim _{k \rightarrow \infty} d\left(x_{k}, K\left(x_{k}\right)\right)=0$, then $\bar{x} \in \operatorname{Fix}(K)$.

It is well known that if $T$ is a quasi $\phi$-nonexpansive mapping, then $\operatorname{Fix}(T)$ is convex. Also, if $T$ is demiclosed then $\operatorname{Fix}(T)$ is closed.

A bifunction $f$ is called "monotone" if $f(x, y)+f(y, x) \leq 0$ for all $x, y \in E$, and "pseudo-monotone" if for any pair $x, y \in E, f(x, y) \geq 0$ implies $f(y, x) \leq 0$.

We introduce some conditions on the bifunction $f$ and the multivalued mapping $K$ where $K$ is quasi $\phi$-nonexpansive, which are needed in the convergence analysis.

B1: $f(x, x)=0$ for all $x \in E$.
B2: $f(\cdot, \cdot): E \times E \rightarrow \mathbb{R}$ is continuous.
B3: $f(x, \cdot): E \rightarrow \mathbb{R}$ is convex for all $x \in E$.
B4: There exists $\theta \geq 0$ such that $f(x, y)+f(y, x) \leq \frac{\theta}{2}(\phi(x, y)+\phi(y, x))$, for all $x, y \in E$ ( $f$ is called $\theta$-undermonotone).
B5: If $\left\{x_{k}\right\}$ and $\left\{y_{k}\right\}$ are two arbitrary sequences in $C$ such that $x_{k} \rightharpoonup \bar{x}, y_{k} \rightarrow \bar{y}$ and also we have $\lim \sup _{k \rightarrow \infty} f\left(x_{k}, y_{k}\right) \geq 0$, then $f(\bar{x}, \bar{y}) \geq 0$.
B6: $K: C \rightarrow 2^{C}$ is demiclosed and lower semicontinuous at each $x \in C$.
Finally, in order to well definedness and boundedness of the generated sequences by our algorithm in this paper, we assume that

$$
S_{*}=\left\{x \in \cap_{z \in C} K(z): f(y, x) \leq 0, \quad \forall y \in \cup_{z \in C} K(z)\right\} \neq \varnothing \text {, }
$$

Note that under B1-B3, $S_{*}$ is closed and convex.

## 3. Proximal point method and weak convergence

In this section, we study the weak convergence of the sequence generated by the following algorithm. We will assume that $E$ is a uniformly smooth and uniformly convex Banach space, $C \subseteq E$ is nonempty closed and convex. Let $K: C \rightarrow 2^{C}$ be a multivalued quasi $\phi$-nonexpansive mapping, and let $f: E \times E \rightarrow \mathbb{R}$ be a bifunction, $S_{*} \neq \varnothing$, and the assumptions B1-B6 are satisfied.

## Algorithm 1.

1. Initialization: Take $x_{0} \in E$ and consider $\beta>0$ satisfying $\theta<\beta$ where $\theta$ is the undermonotonicity constant of $f$, and a sequence $\left\{\lambda_{k}\right\} \subset(\theta, \beta]$.
2. Iterative step: Given $x_{k}$, define

$$
\begin{equation*}
y_{k}=P_{K\left(x_{k}\right)}\left(x_{k}\right) . \tag{3.1}
\end{equation*}
$$

Find $z_{k}$ such that:

$$
\begin{equation*}
f\left(z_{k}, y\right)+\lambda_{k}\left\langle y-z_{k}, J z_{k}-J y_{k}\right\rangle \geq 0, \quad \forall y \in K\left(x_{k}\right), \tag{3.2}
\end{equation*}
$$

if $z_{k}=x_{k}$ stop. Otherwise, define

$$
\begin{gather*}
H_{k}=\left\{y \in E:\left\langle y-z_{k}, J z_{k}-J y_{k}\right\rangle \geq 0\right\}  \tag{3.3}\\
C_{k}=C \cap\left(\cap_{i=0}^{k} H_{i}\right),  \tag{3.4}\\
x_{k+1}=P_{C_{k}}\left(z_{k}\right) . \tag{3.5}
\end{gather*}
$$

The following proposition ensures the existence of the sequence $\left\{z_{k}\right\}$ generated by (3.2). It is easy to see that if $S_{*} \neq \varnothing$, then the sequences $\left\{x_{k}\right\}$ and $\left\{y_{k}\right\}$ are well defined.

Proposition 4 ([8]). If $f$ satisfies B1-B4 and $\lambda>\theta$, then $E P(\tilde{f}, C)$ has a unique solution where $\bar{x} \in E$ and $\tilde{f}(x, y)=f(x, y)+\lambda\langle y-x, J x-J \bar{x}\rangle$.

Proposition 5. If Algorithm 1 stops at the $k$-th iteration, then $z_{k}$ is a solution of $Q E P(f, K)$.

Proof. If $z_{k}=x_{k}$, then $z_{k}=y_{k}$ by (3.1). Now the result follows from (3.2).
Lemma 1. Suppose that $\left\{x_{k}\right\},\left\{y_{k}\right\}$ and $\left\{z_{k}\right\}$ are the sequences generated by the algorithm. If $S_{*} \neq \varnothing$, then $\lim _{k \rightarrow \infty} \phi\left(x^{*}, x_{k}\right)$ exists for all $x^{*} \in S_{*}$. Also $\left\{x_{k}\right\}$ is bounded and subsequently the sequences $\left\{y_{k}\right\}$ and $\left\{z_{k}\right\}$ are bounded and

$$
\lim _{k \rightarrow \infty}\left\|x_{k+1}-z_{k}\right\|=\lim _{k \rightarrow \infty}\left\|x_{k}-y_{k}\right\|=\lim _{k \rightarrow \infty}\left\|y_{k}-z_{k}\right\|=0 .
$$

Proof. Note that since $y_{k}=P_{K\left(x_{k}\right)}\left(x_{k}\right)$ and $P_{K(\cdot)}(\cdot)$ is a quasi $\phi$-nonexpansive mapping, we have

$$
\begin{equation*}
\left\langle x^{*}-y_{k}, J x_{k}-J y_{k}\right\rangle \leq 0, \tag{3.6}
\end{equation*}
$$

where $x^{*} \in S_{*}$. Therefore, we get

$$
\begin{equation*}
\phi\left(x^{*}, y_{k}\right)+\phi\left(y_{k}, x_{k}\right)-\phi\left(x^{*}, x_{k}\right) \leq 0 . \tag{3.7}
\end{equation*}
$$

On the other hand, since $f\left(z_{k}, x^{*}\right) \leq 0$, hence (3.2) implies that $x^{*} \in H_{k}$ for all $k$. Therefore we have

$$
\begin{equation*}
\left\langle z_{k}-x^{*}, J z_{k}-J y_{k}\right\rangle \leq 0, \tag{3.8}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\phi\left(x^{*}, z_{k}\right)+\phi\left(z_{k}, y_{k}\right)-\phi\left(x^{*}, y_{k}\right) \leq 0 . \tag{3.9}
\end{equation*}
$$

Since $x_{k+1}=P_{C_{k}}\left(z_{k}\right)$, therefore we have

$$
\begin{equation*}
\left\langle x^{*}-x_{k+1}, J z_{k}-J x_{k+1}\right\rangle \leq 0 . \tag{3.10}
\end{equation*}
$$

By proposition 3 which implies that

$$
\begin{equation*}
\phi\left(x^{*}, x_{k+1}\right)+\phi\left(x_{k+1}, z_{k}\right)-\phi\left(x^{*}, z_{k}\right) \leq 0 . \tag{3.11}
\end{equation*}
$$

Hence (3.7), (3.9) and (3.11) imply that

$$
\begin{aligned}
\phi\left(x^{*}, x_{k+1}\right) & \leq \phi\left(x^{*}, x_{k+1}\right)+\phi\left(x_{k+1}, z_{k}\right) \\
& \leq \phi\left(x^{*}, z_{k}\right) \leq \phi\left(x^{*}, z_{k}\right)+\phi\left(z_{k}, y_{k}\right) \leq \phi\left(x^{*}, y_{k}\right) \\
& \leq \phi\left(x^{*}, y_{k}\right)+\phi\left(y_{k}, x_{k}\right) \leq \phi\left(x^{*}, x_{k}\right) .
\end{aligned}
$$

Therefore $\lim _{k \rightarrow \infty} \phi\left(x^{*}, x_{k}\right)$ exists. Also $\left\{x_{k}\right\}$ is bounded by (2.2). Passing to the limit in the above inequality as $k \rightarrow \infty$, one gets

$$
\lim _{k \rightarrow \infty} \phi\left(x_{k+1}, z_{k}\right)=\lim _{k \rightarrow \infty} \phi\left(z_{k}, y_{k}\right)=\lim _{k \rightarrow \infty} \phi\left(y_{k}, x_{k}\right)=0 .
$$

Now, by Proposition 1, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|x_{k+1}-z_{k}\right\|=\lim _{k \rightarrow \infty}\left\|z_{k}-y_{k}\right\|=\lim _{k \rightarrow \infty}\left\|y_{k}-x_{k}\right\|=0 . \tag{3.12}
\end{equation*}
$$

Proposition 6. Suppose that $f$ is a bifunction, $K$ is a multivalued quasi $\phi$-nonexpansive mapping and the conditions B1-B6 are satisfied. If there exists a subsequence $\left\{x_{k_{n}}\right\}$ of $\left\{x_{k}\right\}$ such that $x_{k_{n}} \rightharpoonup p$, then
i) $p \in \operatorname{Fix}(K)$,
ii) $\lim _{k \rightarrow \infty} \phi\left(q, x_{k}\right)$ exists.

Proof. i) Let $\left\{x_{k_{n}}\right\}$ be a subsequence of $\left\{x_{k}\right\}$ such that $x_{k_{n}} \rightharpoonup p$. Note that $\lim _{n \rightarrow \infty}\left\|x_{k_{n}}-y_{k_{n}}\right\|=0$ by Lemma 1 , where for each $n, y_{k_{n}}$ is the generalized projection of $x_{k_{n}}$ onto $K\left(x_{k_{n}}\right)$. Therefore we have $\lim _{n \rightarrow \infty} d\left(x_{k_{n}}, K\left(x_{k_{n}}\right)\right)=0$. Since $K$ is demiclosed, thus $p \in K(p)$.
ii) First we show that $p \in \cap_{k=0}^{\infty} C_{k}$, it is sufficient to prove that $p \in C_{k}$ for all integer $k$. Note that the sequence $\left\{C_{k}\right\}$ is nonincreasing, let $N$ be a fixed integer, hence there is $j>N$ such that for all $n \geq j$, we have

$$
x_{k_{n}+1} \in C_{k_{n}} \subseteq C_{N},
$$

where $x_{k_{n}+1}=P_{C_{k_{n}}}\left(z_{k_{n}}\right)$. Since $x_{k_{n}} \rightharpoonup p$, we have $x_{k_{n}+1} \rightharpoonup p$ by Lemma 1. Consequently, $C_{N}$ is closed and $p \in C_{N}$, the weak limit point of $\left\{x_{k_{n}}\right\}$. Since $N$ is arbitrary, we obtain that

$$
p \in \cap_{k=0}^{\infty} C_{k}
$$

It follows from (i) that $p \in K(p)$. Since $y_{k}=P_{K\left(x_{k}\right)}\left(x_{k}\right)$ and $P_{K(\cdot)}(\cdot)$ is a quasi $\phi$ nonexpansive mapping, we have

$$
\begin{equation*}
\phi\left(p, y_{k}\right) \leq \phi\left(p, x_{k}\right) . \tag{3.13}
\end{equation*}
$$

On the other hand, since $p \in H_{k}$ for all $k$, we have $\left\langle z_{k}-p, J z_{k}-J y_{k}\right\rangle \leq 0$, which implies that

$$
\begin{equation*}
\phi\left(p, z_{k}\right)+\phi\left(z_{k}, y_{k}\right)-\phi\left(p, y_{k}\right) \leq 0 \tag{3.14}
\end{equation*}
$$

Since $x_{k+1}=P_{C_{k}}\left(z_{k}\right)$, we have $\left\langle p-x_{k+1}, J z_{k}-J x_{k+1}\right\rangle \leq 0$ by Proposition 3 , which implies that

$$
\begin{equation*}
\phi\left(p, x_{k+1}\right)+\phi\left(x_{k+1}, z_{k}\right)-\phi\left(p, z_{k}\right) \leq 0 . \tag{3.15}
\end{equation*}
$$

Since $\phi$ is non-negative by (2.2), hence by using (3.13), (3.14) and (3.15), we get $\phi\left(p, x_{k+1}\right) \leq \phi\left(p, x_{k}\right)$. This implies that $\lim _{k \rightarrow \infty} \phi\left(p, x_{k}\right)$ exists.

In order to prove the uniqueness of the weak limit point of the sequence in the following theorem, we need the following condition on Banach space $E$, i.e. we assume that if $\left\{u_{k}\right\}$ and $\left\{v_{k}\right\}$ are arbitrary sequences in $K$ that converge weakly to $u$ and $v$, respectively, and $u \neq v$, then

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left|\left\langle u-v, J u_{k}-J v_{k}\right\rangle\right|>0 . \tag{3.16}
\end{equation*}
$$

For non-Hilbertian examples of such spaces, we can consider $\ell^{p}$ spaces for $1<p<$ $\infty$ that satisfy in the above condition. It is valuable to mention that we need this condition on $E$ just in the following theorem and we will never use it in the sequel, i.e. when we prove the strong convergence theorems in this paper we do not need the above condition.

Theorem 1. Suppose that $f$ is a bifunction, $K$ is a multivalued quasi $\phi$-nonexpansive mapping and the conditions B1-B6 are satisfied. If $S_{*} \neq \varnothing$ and the sequence $\left\{x_{k}\right\}$ generated by Algorithm 1, then
i) all cluster points of $\left\{x_{k}\right\}$ solve the problem,
ii) if in addition either $E$ satisfies (3.16) or the problem has a unique solution, then the whole sequence $\left\{x_{k}\right\}$ is weakly convergent to an element of $S(f, K)$.

Proof. Let $x_{k_{n}} \rightharpoonup \bar{x}$, therefore it is enough to show that $\bar{x} \in S(f, K)$. From Lemma 1, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{k_{n}}-y_{k_{n}}\right\|=0 \tag{3.17}
\end{equation*}
$$

Now, uniform smoothness of $E$ implies uniform (norm-to-norm) continuity of $J$ on each bounded set of $E$. Therefore, we get from (3.17) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J z_{k_{n}}-J y_{k_{n}}\right\|=0 \tag{3.18}
\end{equation*}
$$

On the other hand, since $x_{k_{n}} \rightharpoonup \bar{x}$, we have $z_{k_{n}} \rightharpoonup \bar{x}$ by Lemma 1 . Now, take any $y \in K(\bar{x})$, since $K$ is lower semicontinuous at $\bar{x} \in C$, therefore there is a sequence $\left\{\xi_{k_{n}}\right\}$ such that $\xi_{k_{n}} \in K\left(x_{k_{n}}\right)$ and $\xi_{k_{n}} \rightarrow y$. By (3.2), we have

$$
f\left(z_{k_{n}}, \xi_{k_{n}}\right)+\lambda_{k_{n}}\left\langle\xi_{k_{n}}-z_{k_{n}}, J z_{k_{n}}-J y_{k_{n}}\right\rangle \geq 0
$$

which implies that

$$
\begin{equation*}
f\left(z_{k_{n}}, \xi_{k_{n}}\right)+\lambda_{k_{n}}\left\|\xi_{k_{n}}-z_{k_{n}}\right\|\left\|J z_{k_{n}}-J y_{k_{n}}\right\| \geq 0 \tag{3.19}
\end{equation*}
$$

We use (3.18) and (3.19) together with the boundedness of $\left\{\lambda_{k_{n}}\right\}$ and $\left\{\xi_{k_{n}}\right\}$ in order to obtain $\liminf _{n \rightarrow \infty} f\left(z_{k_{n}}, \xi_{k_{n}}\right) \geq 0$. Now B5 implies that $f(\bar{x}, y) \geq 0$. Since $y \in K(\bar{x})$ is arbitrary, hence $\bar{x} \in S(f, K)$.
ii) When the problem has a unique solution, the result is clear. Therefore we must show that there exists only one weak limit point of $\left\{x_{k}\right\}$ whenever $E$ satisfies (3.16). Suppose that $p$ is an other weak limit point of $\left\{x_{k}\right\}$, then there exists subsequence $\left\{x_{k_{j}}\right\}$ such that $x_{k_{j}} \rightharpoonup p$. We have already proved that $p$ is the element of $S(f, K)$. Using Proposition 6, we get $\lim _{k \rightarrow \infty} \phi\left(p, x_{k}\right)$ and $\lim _{k \rightarrow \infty} \phi\left(\bar{x}, x_{k}\right)$ exist. Note that

$$
\begin{aligned}
2\left\langle\bar{x}-p, J x_{k_{n}}-J x_{k_{j}}\right\rangle & =2\left\langle\bar{x}, J x_{k_{n}}\right\rangle-2\left\langle p, J x_{k_{n}}\right\rangle-2\left\langle\bar{x}, J x_{k_{j}}\right\rangle+2\left\langle p, J x_{k_{j}}\right\rangle \\
& =-\phi\left(\bar{x}, x_{k_{n}}\right)+\phi\left(p, x_{k_{n}}\right)+\phi\left(\bar{x}, x_{k_{j}}\right)-\phi\left(p, x_{k_{j}}\right)
\end{aligned}
$$

(In the second equality the relation (2.1) is used). Taking limit when $n \rightarrow \infty$ and then when $j \rightarrow \infty$, we obtain $p=\bar{x}$, i.e. $\left\{x_{k}\right\}$ converges weakly to a point of $S(f, K)$.

Example 1. Suppose that $C=\left\{X=\left[\begin{array}{c}x_{1} \\ \vdots \\ x_{n}\end{array}\right] ; a_{i} \leq x_{i} \leq b_{i}, \forall i=1, \ldots, n\right\}$ where $a_{i}$ and $b_{i}$ are real numbers, and the bifunction $f: C \times C \rightarrow \mathbb{R}$ is defined by $f(X, Y)=$ $X^{t} X-X^{t} Y$ where $X^{t}$ denotes the transpose of the matrix $X$. Note that the conditions B1-B5 are satisfied. Now we define the multivalued mapping $K: C \rightarrow 2^{C}$ by

$$
\begin{equation*}
K(X)=\left\{Z \in C: z_{1}+\cdots+z_{n} \geq \max \left\{x_{1}+\ldots+x_{n}, \beta\right\}\right\} \tag{3.20}
\end{equation*}
$$

where $\beta$ is a constant number such that $\beta \leq \sum_{i=1}^{n} b_{i}$. Then, for each $x \in C, K(x)$ is a nonempty, closed and convex subset of $C$. It is also easy to see that $K$ is demiclosed and lower semicontinuous at each $x \in C$, i.e. the condition B6 is satisfied. Since $\left[b_{1}, \ldots, b_{n}\right]^{t} \in S_{*}$, it is easy to see that the assumptions of Theorem 1 are satisfied. Therefore we can use Theorem 1, i.e. if the sequence $\left\{x_{k}\right\}$ is generated by Algorithm 1 , it converges to an element of $S(f, K)$.

## 4. Strong convergence

In this section, we study the strong convergence of the sequence generated by Algorithm 1 to an element of $S(f, K)$ with some additional assumptions on the problem.

Definition 5. A bifunction $f$ is called strongly monotone, if there exists $\alpha>0$ such that $f(x, y)+f(y, x) \leq-\alpha\|x-y\|^{2}$, for all $x, y \in E$.
Also, a bifunction $f$ is called strongly pseudo-monotone, if there exists $\beta>0$ such that whenever $f(x, y) \geq 0$, then $f(y, x) \leq-\beta\|x-y\|^{2}$, for all $x, y \in E$.

Definition 6. A function $h: E \rightarrow \mathbb{R}$ is called strongly convex, whenever for each pair $x, y \in E$ and each $\lambda \in[0,1]$, we have

$$
h(\lambda x+(1-\lambda) y) \leq \lambda h(x)+(1-\lambda) h(y)-\lambda(1-\lambda)\|x-y\|^{2} .
$$

We say that $h$ is strongly concave whenever $-h$ is strongly convex.

Example 2. Suppose that $g: E \times E \rightarrow \mathbb{R}$ is monotone. If $\alpha: E \times E \rightarrow \mathbb{R}^{+}$, then $f(x, y):=\alpha(x, y) g(x, y)$ is pseudo-monotone but it is not necessarily monotone. Now if $\alpha(x, y) \geq c>0$ and $g$ is strongly monotone, then $f(x, y)=\alpha(x, y) g(x, y)$ is strongly pseudo-monotone.

Theorem 2. Suppose that the assumptions of Theorem 1 are satisfied. If any of the following conditions is satisfied,
i) $f$ is strongly pseudo-monotone,
ii) $f(x, \cdot)$ is strongly convex for all $x \in E$,
iii) $f(\cdot, y)$ is strongly concave for all $y \in E$,
then the sequence $\left\{x_{k}\right\}$ generated by the algorithm is strongly convergent to an element of $S(f, K)$.

Proof. Note that by Theorem 1, all cluster points of $\left\{x_{k}\right\}$ belong to $S(f, K)$. In the sequel, first in each item, we prove that if $x_{k_{i}} \rightharpoonup x^{*}$, then $x_{k_{i}} \rightarrow x^{*}$. Finally we prove that there is only one cluster point and hence $\left\{x_{k}\right\}$ converges strongly to a point of $S(f, K)$. Therefore we suppose that $x_{k_{i}} \rightharpoonup x^{*}$ and subsequently $z_{k_{i}} \rightharpoonup x^{*}$ by Lemma 1. Note that, Lemma 1 implies that

$$
\begin{equation*}
\lim _{i \rightarrow \infty}\left\|z_{k_{i}}-y_{k_{i}}\right\|=0 \tag{4.1}
\end{equation*}
$$

Uniform smoothness of $E$ implies uniform norm-to-norm continuity of $J$ on each bounded set of $E$. Therefore, we get from (4.1),

$$
\begin{equation*}
\lim _{i \rightarrow \infty}\left\|J z_{k_{i}}-J y_{k_{i}}\right\|=0 \tag{4.2}
\end{equation*}
$$

Now, take $x^{*} \in S_{*}$, then by (3.2), we have $f\left(z_{k_{i}}, x^{*}\right)+\lambda_{k_{i}}\left\langle x^{*}-z_{k_{i}}, J z_{k_{i}}-J y_{k_{i}}\right\rangle \geq 0$, which implies that

$$
\begin{equation*}
f\left(z_{k_{i}}, x^{*}\right)+\lambda_{k_{i}}\left\|x^{*}-z_{k_{i}}\right\|\left\|J z_{k_{i}}-J y_{k_{i}}\right\| \geq 0 \tag{4.3}
\end{equation*}
$$

We use (4.2), (4.3) and the boundedness of $\left\{\lambda_{k}\right\}$ in order to obtain

$$
\begin{equation*}
\liminf _{i \rightarrow \infty} f\left(z_{k_{i}}, x^{*}\right) \geq 0 \tag{4.4}
\end{equation*}
$$

In the sequel, we continue to prove parts (i), (ii) and (iii) respectively:
i) Since $f\left(x^{*}, z_{k_{i}}\right) \geq 0$, by the definition of the strongly pseudo-monotone bifunction, there is $\beta>0$ such that $f\left(z_{k_{i}}, x^{*}\right) \leq-\beta\left\|z_{k_{i}}-x^{*}\right\|^{2}$. By taking liminf and using (4.4), we get

$$
0 \leq \liminf _{i \rightarrow \infty} f\left(z_{k_{i}}, x^{*}\right) \leq \liminf _{i \rightarrow \infty}\left(-\beta\left\|z_{k_{i}}-x^{*}\right\|^{2}\right) \leq-\beta \limsup _{i \rightarrow \infty}\left\|z_{k_{i}}-x^{*}\right\|^{2}
$$

Therefore $z_{k_{i}} \rightarrow x^{*}$ and subsequently $x_{k_{i}} \rightarrow x^{*}$.
ii) By (3.2), we have $f\left(z_{k_{i}}, y\right)+\lambda_{k_{i}}\left\langle y-z_{k_{i}}, J z_{k_{i}}-J y_{k_{i}}\right\rangle \geq 0$. Now, let $\lambda \in(0,1)$ and set $p_{k_{i}}=\lambda z_{k_{i}}+(1-\lambda) x^{*}$, for all $i \in \mathbb{N}$. Since $f\left(z_{k_{i}}, \cdot\right)$ is strongly convex, we have

$$
\lambda_{k_{i}}\left\langle p_{k_{i}}-z_{k_{i}}, J y_{k_{i}}-J z_{k_{i}}\right\rangle \leq f\left(z_{k_{i}}, p_{k_{i}}\right)
$$

$$
\begin{aligned}
& \leq \lambda f\left(z_{k_{i}}, z_{k_{i}}\right)+(1-\lambda) f\left(z_{k_{i}}, x^{*}\right) \\
& -\lambda(1-\lambda)\left\|z_{k_{i}}-x^{*}\right\|^{2} \\
& \leq(1-\lambda) f\left(x_{k_{i}}, x^{*}\right)-\lambda(1-\lambda)\left\|z_{k_{i}}-x^{*}\right\|^{2}
\end{aligned}
$$

Hence, we have

$$
\begin{align*}
\lambda(1-\lambda)\left\|z_{k_{i}}-x^{*}\right\|^{2} & \leq \lambda_{k_{i}}\left\langle p_{k_{i}}-z_{k_{i}}, J z_{k_{i}}-J y_{k_{i}}\right\rangle+(1-\lambda) f\left(z_{k_{i}}, x^{*}\right) \\
& \leq \lambda_{k_{i}}\left\|p_{k_{i}}-z_{k_{i}}\right\|\left\|J z_{k_{i}}-J y_{k_{i}}\right\|+(1-\lambda) f\left(z_{k_{i}}, x^{*}\right) . \tag{4.5}
\end{align*}
$$

Taking liminf in (4.5), we use (4.2) together with the boundedness of $\left\{z_{k_{i}}\right\}$ and $\left\{p_{k_{i}}\right\}$ in order to obtain that $\left\|z_{k_{i}}-x^{*}\right\| \rightarrow 0$. Therefore we have $x_{k_{i}} \rightarrow x^{*}$.
iii) Let $\lambda \in(0,1)$ and set $p_{k_{i}}=\lambda z_{k_{i}}+(1-\lambda) x^{*}$, for all $i \in \mathbb{N}$. Then since $f\left(\cdot, x^{*}\right)$ is strongly concave, we have

$$
\lambda f\left(z_{k_{i}}, x^{*}\right)+(1-\lambda) f\left(x^{*}, x^{*}\right)+\lambda(1-\lambda)\left\|z_{k_{i}}-x^{*}\right\|^{2} \leq f\left(p_{k_{i}}, x^{*}\right) \leq 0
$$

Therefore, we get $f\left(z_{k_{i}}, x^{*}\right) \leq-(1-\lambda)\left\|z_{k_{i}}-x^{*}\right\|^{2}$. Now, by taking liminf and (4.4), we get

$$
0 \leq \liminf _{i \rightarrow \infty} f\left(z_{k_{i}}, x^{*}\right) \leq-(1-\lambda) \limsup _{i \rightarrow \infty}\left\|z_{k_{i}}-x^{*}\right\|^{2}
$$

Therefore $z_{k_{i}} \rightarrow x^{*}$. This implies that $x_{k_{i}} \rightarrow x^{*}$.
Now, we prove that there is only one cluster point and hence $\left\{x_{k}\right\}$ converges strongly to a point of $S(f, K)$. Note that we proved if $x_{k_{i}} \rightharpoonup x^{*}$, then $x_{k_{i}} \rightarrow x^{*}$. Now, if $\left\{x_{k_{i}}\right\}$ and $\left\{x_{k_{j}}\right\}$ are arbitrary subsequences of $\left\{x_{k}\right\}$ that converge strongly to $p$ and $q$, respectively, then

$$
\begin{aligned}
2\left\langle p-q, J x_{k_{i}}-J x_{k_{j}}\right\rangle & =2\left\langle p, J x_{k_{i}}\right\rangle-2\left\langle q, J x_{k_{i}}\right\rangle-2\left\langle p, J x_{k_{j}}\right\rangle+2\left\langle q, J x_{k_{j}}\right\rangle \\
& =-\phi\left(p, x_{k_{i}}\right)+\phi\left(q, x_{k_{i}}\right)+\phi\left(p, x_{k_{j}}\right)-\phi\left(q, x_{k_{j}}\right)
\end{aligned}
$$

Since $\lim _{k \rightarrow \infty} \phi\left(p, x_{k}\right)$ and $\lim _{k \rightarrow \infty} \phi\left(q, x_{k}\right)$ exist by Lemma 1 and uniform smoothness of $E$ implies uniform (norm-to-norm) continuity of $J$ on each bounded set of $E$. Therefore, taking limit from the above equation when $i \rightarrow \infty$ and then when $j \rightarrow \infty$, we obtain $p=q$, i.e. $\left\{x_{k}\right\}$ converges strongly to a point of $S(f, K)$.

Theorem 3. Let $f$ be a bifunction and $K$ be a multivalued quasi $\phi$-nonexpansive mapping that the conditions B1-B6 are satisfied and that $\operatorname{int}\left(S_{*}\right) \neq \varnothing$. Then the sequence $\left\{x_{k}\right\}$ generated by the algorithm is strongly convergent to a solution of $Q E P(f, K)$.

Proof. Since $\operatorname{int}\left(S_{*}\right) \neq \varnothing$, there exist $r>0$ and $x^{*} \in \operatorname{int}\left(S_{*}\right)$ such that $\bar{B}_{r}\left(x^{*}\right) \subset$ $\operatorname{int}\left(S_{*}\right)$. Note that the duality mappings $J: E \rightarrow E^{*}$ and $J^{-1}: E^{*} \rightarrow E$ are single valued, one-to-one and surjective (see [12]). Now, if $\left\|J x_{k}-J y_{k}\right\| \neq 0$, replacing $\tilde{x}=x^{*}+r \frac{J^{-1}\left(J x_{k}-J y_{k}\right)}{\left\|J x_{k}-J y_{k}\right\|}$ by $x^{*}$ in (3.6), we have $\left\langle\tilde{x}-y_{k}, J x_{k}-J y_{k}\right\rangle \leq 0$ for all $k \in \mathbb{N}$, and
hence

$$
\begin{align*}
r\left\|J x_{k}-J y_{k}\right\| & =r\left\langle\frac{J^{-1}\left(J x_{k}-J y_{k}\right)}{\left\|J x_{k}-J y_{k}\right\|}, J x_{k}-J y_{k}\right\rangle \\
& \leq\left\langle x^{*}-y_{k}, J y_{k}-J x_{k}\right\rangle \\
& =\frac{1}{2}\left(\phi\left(x^{*}, x_{k}\right)-\phi\left(x^{*}, y_{k}\right)-\phi\left(y_{k}, x_{k}\right)\right) \tag{4.6}
\end{align*}
$$

Also if $\left\|J x_{k}-J y_{k}\right\|=0$, then (4.6) is satisfied. In the sequel, again if $\left\|J y_{k}-J z_{k}\right\| \neq 0$, replacing $\tilde{x}=x^{*}+r \frac{J^{-1}\left(J y_{k}-J z_{k}\right)}{\left\|J y_{k}-J z_{k}\right\|}$ by $x^{*}$ in (3.8), we have $\left\langle\tilde{x}-z_{k}, J y_{k}-J z_{k}\right\rangle \leq 0$ for all $k \in \mathbb{N}$, and hence

$$
\begin{align*}
r\left\|J y_{k}-J z_{k}\right\| & =r\left\langle\frac{J^{-1}\left(J y_{k}-J z_{k}\right)}{\left\|J y_{k}-J z_{k}\right\|}, J y_{k}-J z_{k}\right\rangle \\
& \leq\left\langle x^{*}-z_{k}, J z_{k}-J y_{k}\right\rangle \\
& =\frac{1}{2}\left(\phi\left(x^{*}, y_{k}\right)-\phi\left(x^{*}, z_{k}\right)-\phi\left(z_{k}, y_{k}\right)\right) \tag{4.7}
\end{align*}
$$

Also if $\left\|J y_{k}-J z_{k}\right\|=0$, then (4.7) is satisfied. Once again, if $\left\|J z_{k}-J x_{k+1}\right\| \neq 0$, replacing $\tilde{x}=x^{*}+r \frac{J^{-1}\left(J x_{k}-J v^{k+1}\right)}{\left\|J x_{k}-J v^{k+1}\right\|}$ by $x^{*}$ in (3.10), we have $\left\langle\tilde{x}-x_{k+1}, J z_{k}-J x_{k+1}\right\rangle \leq 0$ for all $k \in \mathbb{N}$, and hence

$$
\begin{align*}
r\left\|J z_{k}-J x_{k+1}\right\| & =r\left\langle\frac{J^{-1}\left(J z_{k}-J x_{k+1}\right)}{\left\|J z_{k}-J x_{k+1}\right\|}, J z_{k}-J x_{k+1}\right\rangle \\
& \leq\left\langle x^{*}-x_{k+1}, J x_{k+1}-J z_{k}\right\rangle \\
& =\frac{1}{2}\left(\phi\left(x^{*}, z_{k}\right)-\phi\left(x^{*}, x_{k+1}\right)-\phi\left(x_{k+1}, z_{k}\right)\right) \tag{4.8}
\end{align*}
$$

Also if $\left\|J z_{k}-J x_{k+1}\right\|=0$, then (4.8) is satisfied. Summing up (4.6), (4.7) and (4.8), we get

$$
\begin{align*}
2 r\left\|J x_{k}-J x_{k+1}\right\| & \leq 2 r\left\|J x_{k}-J y_{k}\right\|+2 r\left\|J y_{k}-J z_{k}\right\|+2 r\left\|J z_{k}-J x_{k+1}\right\| \\
& \leq \phi\left(x^{*}, x_{k}\right)-\phi\left(x^{*}, x_{k+1}\right) \tag{4.9}
\end{align*}
$$

Summing up (4.9) from $k=0$ to $k=n$, we get

$$
\begin{equation*}
2 r \sum_{k=0}^{n}\left\|J x_{k}-J x_{k+1}\right\| \leq \phi\left(x^{*}, x_{0}\right)-\phi\left(x^{*}, x_{n+1}\right) \tag{4.10}
\end{equation*}
$$

Therefore we may conclude that $\sum_{k=0}^{\infty}\left\|J x_{k}-J x_{k+1}\right\|<\infty$. It follows that $\left\{J x_{k}\right\}$ converges strongly to an element in $E^{*}$. Since the duality mapping $J^{-1}$ is uniformly norm to norm continuous on each bounded subset of $E^{*}$, hence $\left\{x_{k}\right\}$ converges strongly to an element in $E$. On the other hand, since all cluster points of $\left\{x_{k}\right\}$ belong to $S(f, K)$ by Theorem 1 , therefore $\left\{x_{k}\right\}$ converges strongly to an element of $S(f, K)$.
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