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Abstract

We examine the almost-sure asymptotics of the solution to the stochastic heat equation
driven by a Lévy space-time white noise. When a spatial point is fixed and time tends to
infinity, we show that the solution develops unusually high peaks over short time intervals,
even in the case of additive noise, which leads to a breakdown of an intuitively expected strong
law of large numbers. More precisely, if we normalize the solution by an increasing nonnegative
function, we either obtain convergence to 0, or the limit superior and/or inferior will be infinite.
A detailed analysis of the jumps further reveals that the strong law of large numbers can be
recovered on discrete sequences of time points increasing to infinity. This leads to a necessary
and sufficient condition that depends on the Lévy measure of the noise and the growth and
concentration properties of the sequence at the same time. Finally, we show that our results
generalize to the stochastic heat equation with a multiplicative nonlinearity that is bounded
away from zero and infinity.
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1 Introduction
Consider the stochastic heat equation on Rd driven by a Lévy space-time white noise Λ̇, with zero
initial condition:

∂tY (t, x) = ∆Y (t, x) + σ(Y (t, x))Λ̇(t, x), (t, x) ∈ (0,∞)× Rd,
Y (0, ·) = 0,

(1.1)
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where σ : R→ (0,∞) is a Lipschitz continuous function that is bounded away from 0 and infinity.
The purpose of this paper is to report on some unexpected asymptotics of the solution Y (t, x), for
some fixed spatial point x ∈ Rd, as time tends to infinity.

In order to describe the atypical behavior we encounter, let us consider in this introductory
part the simplest possible situation where σ ≡ 1 and Λ̇ is a standard Poisson noise, that is,
Λ̇ =

∑∞
i=1 δ(τi,ηi) is a sum of Dirac delta functions at random space-time points (τi, ηi) that are

determined by a standard Poisson point process on [0,∞) × Rd. In this case, Y (t, ·) can be
interpreted as the density at time t of a random measure describing particles that are placed
according to the point process and perform independent d-dimensional Brownian motions.

As the mild solution Y to (1.1) in this simplified case takes the form

Y (t, x) =
∫ t

0

∫
Rd
g(t− s, x− y) Λ(ds, dy) =

∞∑
i=1

g(t− τi, x− ηi)1τi<t, (1.2)

where
g(t, x) = 1

(4πt)d/2
e−
|x|2
4t 1t>0, (t, x) ∈ [0,∞)× Rd, (1.3)

is the heat kernel in d dimensions (| · | denotes the Euclidean norm in Rd), we immediately see that

E[Y (t, x)] =
∫ t

0

∫
Rd
g(t− s, x− y) dy ds =

∫ t

0
1 ds = t, (t, x) ∈ [0,∞)× Rd. (1.4)

Hence, one expects to have a strong law of large numbers (SLLN) as t→∞ in the sense that for
fixed x ∈ Rd, we have

lim
t→∞

Y (t, x)
t

= 1 a.s.

The starting point of this paper is the observation that the last statement turns out to be false.
Let us consider without loss of generality the point x = (0, . . . , 0) and write

Y0(t) = Y (t, 0), (1.5)

which is a process with almost surely smooth sample paths by [20, Théorème 2.2.2].

Theorem A. Let f : (0,∞) → (0,∞) be a nondecreasing function, σ ≡ 1, Y0 be given by (1.5),
and Λ̇ be a standard Poisson noise. Then, with probability one, we have

lim sup
t→∞

Y0(t)
f(t) =∞ or lim sup

t→∞

Y0(t)
f(t) = 0,

according to whether ∫ ∞
1

1
f(t) dt =∞ or

∫ ∞
1

1
f(t) dt <∞.

Furthermore, we almost surely have

lim inf
t→∞

Y0(t)
t

= 1.
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In other words, while the limit inferior follows the expected SLLN, the integral test for the limit
superior shows that there is no natural nonrandom normalization that would ensure a nontrivial
limit. For example, we have

lim sup
t→∞

Y0(t)
t

= lim sup
t→∞

Y0(t)
t log t =∞ but lim sup

t→∞

Y0(t)
t(log t)1.1 = 0

almost surely This kind of phenomenon is common for stochastic processes with infinite expectation;
see, for instance, [7, Theorem 2] for the case of i.i.d. sums and [4, Theorem III.13] for the case of
subordinators (i.e., nonnegative Lévy processes). But it is unusual in our case because Y0 does
have a finite expectation by (1.4) (in fact, even a finite variance if d = 1).

With Gaussian noise, we do not have such irregular behavior but a proper limit theorem:

Theorem B. Suppose that σ ≡ 1 and Λ̇ is a Gaussian space-time white noise in one spatial
dimension. Then the following law of the iterated logarithm holds for Y0 from (1.5):

lim sup
t→∞

Y0(t)
(2t/π)1/4√log log t

= − lim inf
t→∞

Y0(t)
(2t/π)1/4√log log t

= 1 a.s.

In particular, the SLLN holds:
lim
t→∞

Y0(t)
t

= 0 a.s.

This theorem follows easily from the general theory on the growth of Gaussian processes [22].
Although it is known that Y0(t) in the Gaussian case locally looks like a fractional Brownian
motion with Hurst parameter 1

4 (see [16, Theorem 3.3]), we could not find the corresponding
global statement specifically for the stochastic heat equation. Hence, we give a short proof of
Theorem B at the end of Section 3.4.

Back to the Lévy case, the exact sample path behavior of Y0 is even more complex than
described by Theorem A. Our proofs will reveal that the failure of the SLLN for the limit superior
is due to the jumps that occur in a short space-time distance to (t, x) = (t, 0). However, these
problematic jumps that cause the deviation from the SLLN only have a very short impact. In fact,
if we only observe Y0 on discrete time points, say, at t = tn = np, for n ∈ N and some p > 0, then
we have the following result:

Theorem C. For Y0 from (1.5), if tn = np for some p > d/(d+ 2), we have

lim
n→∞

Y0(tn)
tn

= 1 a.s.,

while for 0 < p ≤ d/(d+ 2), we have

lim sup
n→∞

Y0(tn)
tn

=∞ and lim inf
n→∞

Y0(tn)
tn

= 1 a.s.

So if we sample the solution on a fast sequence (“large p”), those problematic jumps are not
visible, and the SLLN does hold true. If the sequence is too slow (“small p”), they are visible (as
in the continuous-time case), and the SLLN fails. Let us make the following observations:
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Figure 1: A simulated sample path of t 7→ Y0(t), n 7→ Y0(n), n0.5 7→ Y0(n0.5), and n0.3 7→ Y0(n0.3)
under the same realization of a standard Poisson noise in dimension d = 1. Using Proposition 3.8,
we have approximated the contribution of jumps with a distance of more than 5 from x = 0 by
the mean. For the plot of t 7→ Y0(t), we have used an equidistant grid of step size 0.01, and
have further included for each jump, the time point of the induced local maximum according to
Lemma 3.2 in the simulation grid.

(1) The SLLN holds on the sequence tn = n in any dimension.

(2) For any 0 < p < 1, the SLLN will fail on the sequence tn = np in sufficiently high dimension.

(3) For any dimension d ≥ 1, if we take p ∈ (d/(d + 2), 1), we obtain with tn = np a sequence
whose increments ∆tn = tn − tn−1 = np − (n− 1)p = O(np−1) converge to 0 as n→∞, but
on which the SLLN still holds. Together with Theorem A, this means that between infinitely
many consecutive points of the sequence tn, which get closer and closer and where Y0 is of
order tn, there are time points where Y0 is significantly larger.

In Figure 1 we see a simulated path of t 7→ Y0(t) for t ∈ [0, 200] and its restriction to the
sequences n, n0.5, and n0.3, respectively. While unusually large peaks are clearly visible in the
plots of t 7→ Y0(t) and n0.3 7→ Y0(n0.3), only small deviations from the linear growth of Y0 are
observed on the sequences n and n0.5. This is in agreement with the theoretical considerations
above because in dimension 1, the SLLN holds on the sequence np for all p > 1

3 , while it fails for
all p ≤ 1

3 and in continuous time.
A similar dichotomy is also found in Figure 2, which suggests that the averages Y0(n)/n and

Y0(n0.5)/n0.5 stabilize at the mean 1 for large values of n, whereas in continuous time or on the
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Figure 2: The averages t 7→ Y0(t)/t, n 7→ Y0(n)/n, n0.5 7→ Y0(n0.5)/n0.5 and n0.3 7→ Y0(n0.3)/n0.3

for the sample path from Figure 1.

sequence n0.3, significant deviations from the mean are repeatedly observed at isolated time points.

Let us interpret these results in a larger context. In the analysis of random fields, many different
authors have studied the phenomenon of intermittency. Originating from the physics literature on
turbulence (see [12, Chapter 8]), it refers to the chaotic behavior of a random field that develops
unusually high peaks over small areas.

Concerning the stochastic heat equation, it is well known from [2, 11, 16] that the solution
to (1.1) driven by a Gaussian space-time white noise in dimension 1 is not intermittent if σ is a
bounded function, while it is intermittent if σ has linear growth. Here, intermittency, or more
precisely, weak intermittency is mathematically defined as the exponential growth of the moments
of the solution. However, the translation of this purely moment-based notion of intermittency to
a pathwise description of the exponentially large peaks of the solution, sometimes referred to as
physical intermittency, has not been fully resolved yet; see [2, Section 2.4] or [16, Chapter 7.1] for
some heuristic arguments. Despite recent results of [18] on the multifractal nature of the space-
time peaks of the solution, the exact almost-sure asymptotics of the solution as time tends to
infinity, for fixed spatial location, are still unknown. To our best knowledge, only a weak law of
large numbers has been proved rigorously for certain initial conditions when σ is a linear function;
see [3] and, in particular, [1, 10], where much deeper fluctuation results were obtained. Let us also
mention that for fixed time, the almost-sure behavior of the solution in space has been resolved in
[9, 17].

However, in the case of additive Gaussian noise, Theorem B does reveal the pathwise asymp-
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totics of the solution: it obeys the law of the iterated logarithm and is therefore not physically
intermittent. But what about the case of Lévy noise? As Theorem A and the last statement in
(3) above show, the solution develops high peaks over very short periods of time. So this leads us
to the question:

Is the solution Y to (1.1) with Lévy noise physically intermittent?

Certainly not in the sense of exponential growth of the solution because σ is a bounded function
(so multiplicative effects cannot build up). But it seems appropriate to say that Y exhibits additive
physical intermittency. We use the attribute “additive” to describe the fact that the tall peaks of
Y0(t) do not arise through a multiplicative cascade of jumps, or the accumulation of past peaks,
but rather through the effect of single isolated jumps.

That additive physical intermittency only occurs with jump noise, but not with Gaussian noise,
is in line with [6], where we have shown that for the heat equation with multiplicative Lévy noise,
weak intermittency occurs on a much larger scale than under Gaussian noise.

Let us mention that a weak (i.e., moment-based) version of additive intermittency has been
introduced in a series of papers [13, 14, 15] on superpositions of Ornstein–Uhlenbeck processes.
The term “additive intermittency” itself was coined by Murad S. Taqqu in private communication
with the first author discussing the references above.

The remaining paper is organized as follows. In Section 2, we will describe our main results
concerning the asymptotic behavior of Y in continuous time as well as on discrete subsequences.
The case of additive Lévy noise will be investigated in Theorems 2.2, 2.3, and 2.4, respectively.
Special cases will be discussed in Corollaries 2.6 and 2.8 and Examples 2.7 and 2.9 in order to
illustrate the subtle necessary and sufficient conditions found in these theorems. In Theorems 2.10,
2.11, and 2.12, we then extend the results to the stochastic heat equation with multiplicative noise
when the nonlinear function σ is bounded away from zero and infinity. The proofs will be given in
Section 3, where we analyze the “bad” jumps (that could destroy the SLLN) and the “nice” jumps
(that behave according to the SLLN) separately in Sections 3.2 and 3.3, before proving the main
results in Section 3.4.

Throughout this paper, we use C to denote a strictly positive finite constant whose exact value
is not important and may change from line to line.

2 Results
As the Gaussian case is studied separately in Theorem B, we assume from now on that Λ̇ is a Lévy
space-time white noise without Gaussian part. More specifically, we suppose that the random
measure associated to Λ̇ is given by

Λ(dt,dx) = mdtdx+
∫
R
z (µ− ν)(dt,dx,dz) = m0 dt dx+

∫
R
z µ(dt,dx,dz), (2.1)

where m ∈ R is the mean of the noise Λ̇, µ is a Poisson random measure on (0,∞)×Rd×R whose
intensity measure ν takes the form ν(dt,dx,dz) = dt dxλ(dz), with a Lévy measure λ satisfying∫

R
|z|λ(dz) <∞, (2.2)
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and m0 = m−
∫
R z λ(dz) is the drift of Λ̇. In particular, for bounded Borel sets A,Ai ⊆ [0,∞)×Rd

such that (Ai)i∈N are pairwise disjoint, the random variables (Λ(Ai))i∈N are independent, and we
have the Lévy–Khintchine formula

E[eiuΛ(A)] = exp
((

im0u+
∫
R

(eiuz − 1)λ(dz)
)

Leb(A)
)
, u ∈ R,

where Leb denotes the Lebesgue measure on [0,∞)×Rd. In what follows, we always assume that
λ is not identically zero.

Remark 2.1. Condition (2.2) makes sure that the jumps of the Lévy noise are locally summable.
In fact, if

∫
[−1,1] |z|p λ(dz) =∞ for some p > 1, then the sample path t 7→ Y (t, x), for fixed x ∈ Rd,

is typically unbounded on any nonempty open subset of [0,∞); see [5, Theorem 3.7]. In this case,
if the noise has jumps of both signs, we trivially have

lim sup
t→∞

Y0(t)
f(t) = − lim inf

t→∞

Y0(t)
f(t) =∞

for any nonnegative nondecreasing function f , due to the local irregularity of the solution. As the
focus of this paper is on the global irregularity of the solution, we will assume (2.2) in all what
follows. In particular, by [5, Theorem 3.5], if there exists 0 < p < 1 such that

∫
[−1,1] |z|p λ(dz) <∞,

then t 7→ Y (t, x), for fixed x ∈ Rd, has a continuous modification.

2.1 Additive noise

We first consider the case of additive Lévy noise. It is immediate to see that under the assumption
(2.2), the mild solution to (1.1) given by (1.2) is well defined. As in the introduction, we shall fix
a spatial point, say x = (0, . . . , 0), and investigate the behavior of Y0(t) = Y (t, 0) as t→∞. The
following result extends Theorem A to general Lévy noise, assuming a slightly stronger condition
than (2.2):

∃ ε > 0: mλ(1 + ε) =
∫
R
|z|1+ε λ(dz) <∞ and

∫ 1

−1
|z log z|λ(dz) <∞. (2.3)

Theorem 2.2. Let f : (0,∞)→ (0,∞) be a nondecreasing function, σ ≡ 1, Y0 be given by (1.5),
and λ satisfy (2.3).

(1) If
∫∞

1 1/f(t) dt =∞ and λ((0,∞)) > 0 (resp., λ((−∞, 0)) > 0), then

lim sup
t→∞

Y0(t)
f(t) =∞

(
resp., lim inf

t→∞

Y0(t)
f(t) = −∞

)
a.s.

(2) Conversely, if
∫∞

1 1/f(t) dt <∞, then

lim
t→∞

Y0(t)
f(t) = 0 a.s.
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(3) If λ((0,∞)) = 0 (resp., λ((−∞, 0)) = 0), then

lim sup
t→∞

Y0(t)
t

= m

(
resp., lim inf

t→∞

Y0(t)
t

= m

)
a.s. (2.4)

Hence, the SLLN fails for any non-Gaussian Lévy noise. Let us remark, however, that the weak
law of large numbers does hold true. In particular, there is no (additively) intermittent behavior
of the moments of the solution! In the following result, we only consider moments of order less
than 1 + 2/d because all higher moments are infinite by [6, Theorem 3.1].

Theorem 2.3. Suppose that σ ≡ 1, that Y0 is given by (1.5), and that λ satisfies (2.3) with some
ε > 0. Then for every p ∈ (0, 1 + ε] ∩ (0, 1 + 2/d), we have

Y0(t)
t

Lp−→ m as t→∞. (2.5)

Next, we continue with our discussion on subsequences. The following theorem extends Theo-
rem C to general Lévy noises as well as general sequences and weight functions. Recall the notation
∆tn = tn − tn−1 (with t0 = 0) for the increments of tn.

Theorem 2.4. Let f : (0,∞)→ (0,∞) be a nondecreasing function, σ ≡ 1, Y0 be given by (1.5),
and tn be a nondecreasing sequence tending to infinity. Assume that λ satisfies (2.3).

(1) If

∞∑
n=1

∫ ∞
0

((
z

f(tn)

)2/d
∧∆tn

)
z

f(tn) λ(dz) =∞ (2.6)

(
resp.,

∞∑
n=1

∫ 0

−∞

(( |z|
f(tn)

)2/d
∧∆tn

)
|z|
f(tn) λ(dz) =∞

)
(2.7)

and lim infn→∞ f(tn)
tn

> 0, then

lim sup
n→∞

Y0(tn)
f(tn) =∞

(
resp., lim inf

n→∞
Y0(tn)
f(tn) = −∞

)
a.s. (2.8)

(2) Conversely, suppose that the series in (2.6) (resp., (2.7)) is finite. If f is unbounded and

lim
n→∞

tn
f(tn) = κ ∈ [0,∞], (2.9)

where κ <∞ when m = 0, then, with probability 1,

lim sup
n→∞

Y0(tn)
f(tn) = κm

(
resp., lim inf

n→∞
Y0(tn)
f(tn) = κm

)
. (2.10)
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Remark 2.5. On the one hand, as we shall explain in Remark 3.11, it is a natural condition to
require lim infn→∞ f(tn)/tn > 0 in the first part of Theorem 2.4. On the other hand, in order that
(2.6) or (2.7) hold, the function f must not grow very fast, either. Indeed, if

∫∞
1 1/f(t) dt < ∞,

then
∑∞
n=1 ∆tn/f(tn) <∞ by Riemann-sum approximation, so (2.6) and (2.7) cannot be true (in

agreement with part (2) of Theorem 2.2). Typical functions that we have in mind are f(t) = t or
f(t) = t log+ t (where log+(t) = log(e+ t)).

Theorem 2.4 has a number of surprising consequences. We shall explain them as well as the
conditions (2.6) and (2.7) through a series of corollaries and examples.

If we bound the minimum in (2.6) (resp., (2.7)) by the first term, we immediately obtain the
following result:

Corollary 2.6. If ∫ ∞
0
|z|1+2/d λ(dz) <∞

(
resp.,

∫ 0

−∞
|z|1+2/d λ(dz) <∞

)
and

∞∑
n=1

1
f(tn)1+2/d <∞,

(2.11)

then the series in (2.6) (resp., (2.7)) is finite.

Upon taking f(x) = x and tn = np, we immediately obtain the first statement of Theorem C.
Observe that (2.11) separates the complicated expressions in (2.6) and (2.7) into a simple size
condition on the jumps and a simple growth condition on the sequence tn. But in general, for the
SLLN to hold, we neither need (1 + 2/d)-moments, nor does the sequence have to grow fast.

We write an ∼ bn if limn→∞ an/bn = 1 and an ≈ bn if there are constants C1, C2 ∈ (0,∞) such
that an/bn ∈ [C1, C2] for large values of n. The same notation is also used for continuous variables.

Example 2.7 (Condition (2.11) is not necessary). Neither the condition on the jumps nor
the condition on tn in (2.11) is necessary.

(1) Consider the sequence tn = np with p > 0 and f(t) = t. Then ∆tn ∼ pnp−1. Furthermore,

∫ ∞
0

((
z

np

)2/d
∧ np−1

)
z

np
λ(dz) =

∫ np+(p−1)d/2

0

z1+2/d

np(1+2/d) λ(dz) +
∫ ∞
np+(p−1)d/2

z

n
λ(dz),

where we use the convention
∫ b
a =

∫
(a,b]. Summing over n ∈ N and changing integral and

summation, we obtain

∫ ∞
0

 ∑
np+(p−1)d/2≥z

z1+2/d

np(1+2/d) +
∑

np+(p−1)d/2<z

z

n

 λ(dz). (2.12)

The second sum in the integral above is finite only if p + (p − 1)d/2 > 0, or equivalently
p > d/(d + 2). Then the first sum in the integral is ≈ z1+2/dz(1−p(1+2/d))/(p+(p−1)d/2) = z,
while the second sum is ≈ z log+(z)1z>1. Hence, the expression in (2.12) is finite if and only
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if
∫∞

0 z log+(z)λ(dz) < ∞, which is always true by (2.3). The same argument obviously
applies to the negative jumps as well. Thus, under (2.3), and if λ((0,∞)) > 0 (resp.,
λ((−∞, 0)) > 0), the series in (2.6) (resp., (2.7)) is finite for the sequence tn = np if and only
if p > d/(d+ 2). This shows that the first part in (2.11) is not a necessary condition.

(2) An easy counterexample also shows that the second condition in (2.11) is not necessary.
Consider the sequence (tn)n∈N that visits each n ∈ N exactly n times, that is,

t1 = 1, t2 = t3 = 2, t4 = t5 = t6 = 3, t7 = t8 = t9 = t10 = 4 etc. (2.13)

Then, from the SLLN on the sequence n, we derive

lim
n→∞

Y0(tn)
tn

= lim
n→∞

Y0(n)
n

= m.

But we have ∞∑
n=1

1
t
1+2/d
n

=
∞∑
n=1

n

n1+2/d =
∞∑
n=1

1
n2/d ,

which is infinite for d ≥ 2.

In (2.13), we have seen a sequence tn on which the SLLN holds although it grows relatively
slowly. Indeed, we have tn = O(

√
n) and the SLLN fails on the sequence

√
n if d ≥ 2; see the first

part in Example 2.7. So the growth of a sequence tn does not fully determine whether the SLLN
holds or not. In fact, we have found an example of two sequences (sn)n∈N and (tn)n∈N where we
have sn ≥ tn for all n ∈ N, but the SLLN only holds on (tn)n∈N and not on (sn)n∈N. Hence,
in order to determine whether the SLLN holds or not on a given sequence, we have to take into
account its clustering behavior, in addition to its speed. This is why the increments ∆tn enter the
conditions (2.6) and (2.7). The following criterion is an improvement of Corollary 2.6.

Corollary 2.8. Suppose that∫ ∞
0
|z|1+2/d λ(dz) <∞

(
resp.,

∫ 0

−∞
|z|1+2/d λ(dz) <∞

)
(2.14)

and that λ((0,∞)) 6= 0 (resp., λ((−∞, 0)) 6= 0). Then the series in (2.6) (resp., (2.7)) converges
if and only if

∞∑
n=1

f(tn)−2/d ∧∆tn
f(tn) <∞. (2.15)

In particular, if mλ(1 + 2/d) <∞ and λ 6= 0, the SLLN holds on tn if and only if tn satisfies
(2.15) with f(t) = t.

Proof. We write the left-hand side of (2.6) as

∞∑
n=1

(∫ f(tn)(∆tn)d/2

0

z1+2/d

f(tn)1+2/d λ(dz) +
∫ ∞
f(tn)(∆tn)d/2

z∆tn
f(tn) λ(dz)

)
,
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and split this sum into two parts, I1 and I2, according to whether n belongs to

I1 = {n ∈ N : ∆tn ≤ f(tn)−2/d} or I2 = {n ∈ N : ∆tn > f(tn)−2/d}.

Then by (2.3) and (2.15),

I1 ≤
∑
n∈I1

(
(f(tn)(∆tn)d/2)2/d

f(tn)1+2/d

∫ 1

0
z λ(dz) + ∆tn

f(tn)

∫ ∞
0

z λ(dz)
)
≤ 2

∫ ∞
0

z λ(dz)
∑
n∈I1

∆tn
f(tn) <∞,

and

I2 ≤
∑
n∈I2

(
1

f(tn)1+2/d

∫ ∞
0

z1+2/d λ(dz) +
∫ ∞

0
z

(z/f(tn))2/d

f(tn) λ(dz)
)

≤ 2
∫ ∞

0
z1+2/d λ(dz)

∑
n∈I2

1
f(tn)1+2/d <∞,

which shows one direction in (2.15). The other direction follows from

I1 ≥
∑
n∈I1

(∫ f(tn)(∆tn)d/2

0

z1+2/d∆tn
f(tn) λ(dz) +

∫ ∞
f(tn)(∆tn)d/2

z∆tn
f(tn) λ(dz)

)

≥
∑
n∈I1

∆tn
f(tn)

∫ ∞
0

(z ∧ z1+2/d)λ(dz)

and

I2 ≥
∑
n∈I2

(∫ f(tn)(∆tn)d/2

0

z1+2/d

f(tn)1+2/d λ(dz) +
∫ ∞
f(tn)(∆tn)d/2

z

f(tn)1+2/d λ(dz)
)

≥
∑
n∈I2

1
f(tn)1+2/d

∫ ∞
0

(z ∧ z1+2/d)λ(dz).

An analogous argument applies to (2.7).

Is it possible to separate (2.6) and (2.7) into a condition on the Lévy measure λ and a condition
on the sequence tn? And is it possible to determine whether the SLLN holds or not by only
looking at the sequence tn, without assuming a finite (1 + 2/d)-moment as in Corollary 2.8, but
only assuming a finite first moment (or a finite (1 + ε)-moment as in (2.3))? The answer is no, in
both cases.

Example 2.9 (Conditions (2.6) and (2.7) are not separable). Consider f(t) = t and the
sequence tn = (n(log+ n)1+θ)d/(d+2) for some θ > 0 (in particular, (2.15) is satisfied). By the
mean-value theorem, it is not difficult to see that

∆tn ≈ n−2/(d+2)(log+ n)(1+θ)d/(d+2),
∆tn
tn
≈ n−1, tn(∆tn)d/2 ≈ (log+ n)(1+θ)d/2. (2.16)
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Next, let us take the Lévy measure

λ(dz) = z−1−α1[1,∞)(z) dz

for some α ∈ (1, 1 + 2/d). In particular, if α ∈ (1, 2), the Lévy noise will have the same jumps of
size larger than 1 as an α-stable noise. It is easy to verify that the chosen Lévy measure has finite
moments up to order α (but not including α) so that (2.3) is satisfied, but (2.14) is not.

In this set-up, the series in (2.6) becomes

∞∑
n=1

∫ tn(∆tn)d/2

1

(
z

tn

)1+2/d
z−1−α dz +

∞∑
n=1

∫ ∞
tn(∆tn)d/2

z∆tn
tn

z−1−α dz. (2.17)

Regarding the first sum, (2.16) implies that∫ tn(∆tn)d/2

1

(
z

tn

)1+2/d
z−1−α dz ≈ 1

n(log+ n)1+θ

∫ (log+ n)(1+θ)d/2

1
z2/d−α dz

≈ (log+ n)(1+2/d−α)(1+θ)d/2

n(log+ n)1+θ ,

which in turn shows that the first sum in (2.17) converges if and only if

α > 1 + 2
d(1 + θ) . (2.18)

The same holds for the second sum in (2.17) because by (2.16),∫ ∞
tn(∆tn)d/2

z∆tn
tn

z−1−α dz ≈ n−1
∫ ∞

(log+ n)(1+θ)d/2
z−α dz ≈ n−1(log+ n)(1−α)(1+θ)d/2.

Altogether, the series in (2.6) converges if and only if (2.18) holds, which involves α (a parameter
of the noise) and θ (a parameter of tn) at the same time.

Corollary 2.8 and Example 2.9 also show the following peculiar fact. If the jumps of Λ have a
finite (1 + 2/d)-moment, then whether we have the SLLN on (tn)n∈N or not, only depends on this
sequence itself; the details of the Lévy measure (i.e., the distribution of the jumps) do not matter.
So if Λ has both positive and negative jumps, we either have the SLLN on tn, or we see peaks in
both directions, in the sense that the limit superior/inferior of Y0(tn)/tn is ±∞.

But for noises with an infinite (1 + 2/d)-moment, and again jumps of both signs, we may have
a sequence tn on which the SLLN (with f(t) = t) only fails in one direction. That is, we see peaks,
for instance, for the limit superior, but then have convergence to the mean for the limit inferior.
By Theorem 2.2, this does not happen in continuous time: if we have both positive and negative
jumps, we see both positive and negative peaks.

2.2 Multiplicative noise with bounded nonlinearity

Without much additional effort, we can generalize Theorems 2.2, 2.3, and 2.4 to the stochastic
heat equation with a bounded multiplicative nonlinearity. Consider (1.1) where σ : R → R is a
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globally Lipschitz function that is bounded and bounded away from 0, that is, there are constants
k1, k2 > 0 such that

k1 < σ(x) < k2, x ∈ R. (2.19)

It is well known from [20, Théorème 1.2.1] that if λ satisfies (2.2) (in particular, if (2.3) holds),
and Λ̇ has no Gaussian part, then (1.1) has a unique mild solution Y , that is, there is a unique
predictable process Y that satisfies the integral equation

Y (t, x) =
∫ t

0

∫
Rd
g(t− s, x− y)σ(Y (s, y)) Λ(ds, dy).

We continue to write Y0(t) = Y (t, 0).

Theorem 2.10. Suppose that f : (0,∞) → (0,∞) is nondecreasing and that σ : R → R is Lips-
chitz continuous and satisfies (2.19). Furthermore, assume that (2.3) holds.

(1) Part (1) and part (2) of Theorem 2.2 remain valid.

(2) Part (3) of Theorem 2.2 remains valid if we replace (2.4) by

lim sup
t→∞

Y0(t)
t

<∞
(
resp. lim inf

t→∞

Y0(t)
t

> −∞
)

a.s.

Theorem 2.11. Suppose that λ and p are as in Theorem 2.3 and that σ is Lipschitz continuous
and satisfies (2.19). Then, instead of (2.5), we have

lim sup
t→∞

E
[∣∣∣∣Y0(t)

t

∣∣∣∣p] <∞.
Theorem 2.12. Suppose that f , (tn)n∈N, and λ satisfy the same hypotheses as in Theorem 2.4.
Moreover, let σ be Lipschitz continuous with the property (2.19).

(1) Part (1) of Theorem 2.4 remains valid.

(2) Part (2) of Theorem 2.4 remains valid if κ <∞ in (2.9), and if (2.10) is replaced by

lim sup
n→∞

Y0(tn)
f(tn) <∞

(
resp. lim inf

n→∞
Y0(tn)
f(tn) > −∞

)
a.s.

Remark 2.13. If (2.19) is violated, then we no longer expect the last three results to hold. For
example, if we consider the parabolic Anderson model with Lévy noise, that is, (1.1) with σ(x) = x
(and a nonzero initial condition), it is believed that the solution develops exponentially large peaks
as time tends to infinity (multiplicative intermittency). While the moments of the solution indeed
grow exponentially fast as shown in [6], its pathwise asymptotic behavior is yet unknown. Only for
a related model, where the noise Λ̇ is obtained by averaging a standard Poisson noise over a unit
ball in space (so that the resulting noise is white in time but has a smooth covariance in space),
it was proved in [8] for delta initial conditions that t 7→

∫
Rd Y (t, x) dx has exponential growth in t

almost surely.
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3 Proofs
In the following, we denote the points of the Poisson random measure µ by (τi, ηi, ζi)i∈N and refer
to τi, ηi, and ζi as the jump time, jump location, and jump size, respectively. For the fixed reference
point x = (0, . . . , 0) and some given t > 0, we shall say that (τi, ηi, ζi) with τi ≤ t is a

• recent (resp., old) jump if t− τi ≤ 1 (resp., t− τi > 1);

• close (resp., far) jump if |ηi| ≤ 1 (resp., |ηi| > 1);

• small (resp., large) jump if |ζi| ≤ 1 (resp., |ζi| > 1).

A key to the proofs below is to decompose Y0(t) into a contribution of the recent close jumps
and a contribution by all other jumps. That is, by (1.2) and (2.1), we have

Y0(t) =
∫ t

0

∫
Rd
g(t− s, y)Λ(ds, dy) =

∑
τi≤t

g(t− τi, ηi)ζi +m0t =: Y1(t) + Y2(t),

where

Y1(t) =
∑

τi∈(t−1,t], |ηi|≤1
g(t− τi, ηi)ζi, Y2(t) = m0t+

∑
τi≤t−1 or |ηi|>1

g(t− τi, ηi)ζi. (3.1)

We also consider the decomposition Y1 = Y +
1 + Y −1 , where Y +

1 (resp., Y −1 ) only contains the
positive (resp., negative) jumps in the definition of Y1 in (3.1).

3.1 Some technical lemmas and notation

We begin with four simple lemmas: a tail and a large deviation estimate for Poisson random
variables, two elementary results for the heat kernel, and one simple result from analysis.

Lemma 3.1. Suppose that Xλ follows a Poisson distribution with parameter λ > 0.

(1) For every n ∈ N, we have
P(Xλ ≥ n) ≤ λn

n! .

(2) If x ≥ aλ, where a > 1, then

P(Xλ ≥ x) ≤ e−x(log a−1+ 1
a

). (3.2)

In particular, for a = 2, we have

P(Xλ ≥ x) ≤ e−δ0x,

where δ0 = log 2− 1/2 ≈ 0.193.



Almost-sure behavior of the heat equation with Lévy noise 15

Proof. By Taylor’s theorem, there exists θ ∈ [0, 1] such that

P(Xλ ≥ n) = e−λ
∞∑
k=n

λk

k! = e−λ
(
eλ −

n−1∑
k=0

λk

k!

)
= e−λ

eθλλn

n! ≤ λn

n! ,

which proves the first claim. For the second claim, we have by Markov’s inequality for any u > 0,

P(Xλ ≥ x) ≤ P(euXλ ≥ eux) ≤ e−uxE[euXλ ] = e−(ux+λ−λeu).

Choosing u = log(x/λ), we obtain

P(Xλ ≥ x) ≤ e−x(log x
λ
−1+λ

x
).

Since λ/x ∈ (0, 1/a] and the function u 7→ log u−1 − 1 + u is decreasing on (0, 1), the statement
follows.

Lemma 3.2. Let g be the heat kernel given in (1.3).

(1) For fixed x ∈ Rd, g(t, x) is increasing on [0, |x|2/(2d)], decreasing on [|x|2/(2d),∞), and its
maximum is

g(|x|2/(2d), x) =
(

d

2πe

)d/2
|x|−d. (3.3)

(2) The time derivative of g is given by

∂tg(t, x) =
e−
|x|2
4t
(
π|x|2
t − 2πd

)
(4πt)d/2+1 , (t, x) ∈ (0,∞)× Rd. (3.4)

There exists a finite constant C > 0 such that for all (t, x) ∈ (0,∞)× Rd,

|∂tg(t, x)| ≤
{
C|x|−d−2 if |x|2 > 2dt,
Ct−d/2−1 if |x|2 ≤ 2dt.

(3.5)

Proof. Both (3.3) and (3.4) follow from standard analysis. The second half of (3.5) follows easily
from (3.4). For the first half, using the inequality supy>0 e

−yyd/2+2 < ∞, we have for |x|2 ≥ 2dt
that

|∂tg(t, x)| ≤ e−
|x|2
4t
π|x|2

t
(4πt)−d/2−1 = Ce−

|x|2
4t

(
|x|2

4t

)d/2+2

|x|−d−2 ≤ C|x|−d−2.

Lemma 3.3. For every ε > 0, there exists δ = δ(ε) > 0 such that

g(t+ s, x) ≥ (1− ε)g(t, x) (3.6)

holds under either of the two following conditions:
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(1) s, t > 0, x ∈ Rd, and s/t ≤ δ;

(2) s, t > 0, x ∈ Rd, |x| > 1, and s < δ.

Proof. By definition, we have g(t+ s, x) ≥ (1− ε)g(t, x) if and only if

e
|x|2

4 ( 1
t
− 1
t+s) ≥ (1− ε)

(
1 + s

t

)d/2
.

The left-hand side is greater than or equal to 1, since the exponent is positive. Therefore, the
inequality is true if the right-hand side is less than or equal to 1. Under condition (1), we have
s/t ∈ (0, δ), so it suffices to make sure that

(1− ε)(1 + δ)d/2 ≤ 1.

This holds if we choose δ ≤ δ1 = (1− ε)−2/d − 1.
In case (2), if t > 1/(2d), we have s/t < 2dδ, so by (1), (3.6) holds if s ≤ δ2 = δ1/(2d). If

0 < t ≤ 1/(2d), then |x| > 1 implies that

g(t, x)
g(t+ s, x) =

(
1 + s

t

)d/2
e
− |x|2s

4t(t+s) ≤
(

1 + s

t

)d/2
e
− s

4t(t+s) .

For fixed s > 0, elementary calculus shows that the term on the right-hand side reaches its unique
maximum at

t =
√
d2s2 + 1− ds+ 1

2d ≥ 1
2d.

Hence, for t < 1/(2d) and s < δ2, we obtain that

g(t, x)
g(t+ s, x) ≤ (1 + 2ds)d/2 e−

d2s
2ds+1 ≤ (1 + 2dδ2)d/2 = (1− ε)−1.

The claim now follows by taking δ(ε) = δ1 ∧ δ2 = δ2.

Lemma 3.4. Suppose that f : (0,∞)→ (0,∞) is nondecreasing.

(1) If
∫∞

1 1/f(t) dt <∞, then

lim
t→∞

f(t)
t

=∞.

(2) If
∫∞

1 1/f(t) dt =∞, then ∫ ∞
1

1
f(t) ∨ t dt =∞. (3.7)

Proof. For (1), if we had lim inft→∞ f(t)/t < ∞, then there would be a sequence (an)n∈N with
a1 = 1 and increasing to infinity such that f(an) ≤ Can for all n ∈ N. Then, because f is
nondecreasing, ∫ ∞

1

1
f(t) dt ≥

∞∑
n=1

∫ an+1

an

1
f(an+1) dt ≥

∞∑
n=1

an+1 − an
Can+1

=∞,
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which would be a contradiction, provided we can prove the last equality.
For any fixed m ∈ N, we have

∞∑
n=m

an+1 − an
an+1

≥
N−1∑
n=m

an+1 − an
an+1

≥
N−1∑
n=m

an+1 − an
aN

= aN − am
aN

−→ 1,

as N →∞, so the infinite sum diverges as claimed.
For (2), suppose that the integral in (3.7) were finite. As f(t)∨ t is nondecreasing, by the first

part of the lemma,
lim
t→∞

f(t) ∨ t
t

=∞,

which would imply f(t) ≥ t for large values of t, and thus
∫∞

1 1/f(t) dt <∞, a contradiction.

Finally, let us introduce some notation: B(r) = {x ∈ Rd : |x| ≤ r} denotes the ball with radius
r > 0, and B(r1, r2) = {x ∈ Rd : r1 ≤ |x| ≤ r2} for 0 < r1 < r2. Furthermore, vd is the volume of
B(1), and λ(x) = λ((x,∞)). For r > 0 and 0 ≤ r1 < r2, we write

U(r) =
{

(y, z) : z

|y|d
> r, |y| ≤ 1

}
, U(r1, r2) =

{
(y, z) : z

|y|d
∈ [r1, r2], |y| ≤ 1

}
. (3.8)

If ` is the Lebesgue measure on Rd, then short calculation gives

`⊗ λ(U(r1, r2)) = vd

∫ ∞
0

(
z

r1
∧ 1
)
−
(
z

r2
∧ 1
)
λ(dz)

= vd

[
(r−1

1 − r
−1
2 )

∫ r1

0
z λ(dz) +

∫ r2

r1

(
1− z

r2

)
λ(dz)

]
= ψ(r1)− ψ(r2),

(3.9)

where
ψ(r) = vd

(1
r

∫ r

0
z λ(dz) + λ(r)

)
= vd

r

∫ r

0
λ(z) dz. (3.10)

We also use the simpler bound

`⊗ λ(U(r)) = vd

∫ ∞
0

(
z

r
∧ 1
)
λ(dz) ≤ vd

r

∫ ∞
0

z λ(dz). (3.11)

3.2 Recent close jumps

As mentioned in the introduction, and as can be seen from Figures 1 and 2 and from Theorem C,
the failure of the SLLN for Y0(t) is due to the recent close jumps, which we now examine in detail.

We first analyze the behavior of Y1(t) from (3.1) in continuous time and turn to the technically
more involved setting in discrete time afterwards.

Proposition 3.5. Part (1) and (2) of Theorem 2.2 hold if Y0(t) is replaced by Y1(t) from (3.1).
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Proof. It is enough to prove the statements when λ((0,∞)) 6= 0. Let us first assume that∫∞
1 1/f(t) dt = ∞. Without loss of generality, we may assume that f(t) → ∞. Introduce, for
K ≥ 1 fixed, the events

An =
{
µ
(
[n, n+ 1]×B((Kf(n+ 2))−1/d)× (r,∞)

)
≥ 1

}
, n ≥ 0,

where r is chosen such that λ(r) = λ((r,∞)) > 0. Then there is C > 0, which is independent of
n, such that P(An) = 1− e−vdλ(r)/(Kf(n+2)) ≥ Cvdλ(r)/(Kf(n+ 2)), and thus

∞∑
n=1

P(An) =∞.

As the events An are independent, the Borel–Cantelli lemma implies that An occurs infinitely
many times.

Recall that Y +
1 (t) contains only the positive jumps in Y1. If n is large enough such that

(Kf(n+ 2))−2/d/(2d) ≤ 1, then each time An occurs, we have by (3.3),

sup
t∈[n,n+2]

Y +
1 (t) ≥

(
d

2πe

)d/2
Kf(n+ 2)r,

that is,

sup
t∈[n,n+2]

Y +
1 (t)
f(t) ≥

(
d

2πe

)d/2
Kr.

Since An happens infinitely often and K is arbitrarily large, we obtain

lim sup
t→∞

Y +
1 (t)
f(t) =∞ a.s. (3.12)

Let tn = tn(ω) be a subsequence on which Y +
1 (tn(ω))(ω)/f(tn(ω)) → ∞ for almost all ω. Since

Y +
1 and Y −1 are independent, we can choose another sufficiently fast subsequence of tn(ω), denoted

by tnk(ω) = tnk(ω)(ω), on which Y −1 (tnk(ω))(ω)/f(tnk(ω))→ 0 as k →∞; see the argument after
(3.15) in the proof of Proposition 3.6. Hence, Y1(tnk(ω))(ω)/f(tnk(ω)) → ∞ as k → ∞, which is
the claim.

We now turn to the second part. Recalling the sets introduced in (3.8), we consider for K ≥ 1
the events

Bn = {µ ([n, n+ 1]× U(f(n)/K)) ≥ 1} ,
Cn = {µ ([n, n+ 1]× U(n/(K logn), f(n)/K)) ≥ 2} ,
Dn = {µ ([n, n+ 1]× U(1, n/(K logn))) ≥ 6 logn} ,
En,0 =

{
µ
(
[n, n+ 1]× U(1/

√
n, 1)

)
≥ 2vdmλ(1)

√
n
}
,

En,j = {µ ([n, n+ 1]× U(rj+1,n, rj,n)) ≥ 2∆j,n} , n, j ≥ 1,

(3.13)

where the numbers rj,n and ∆j,n are defined as

r1,n = 1√
n
, rj+1,n = sup{r > 0 : ψ(r) ≥ ψ(rj,n) + 16 log(jf(n))},

∆j,n = ψ(rj+1,n)− ψ(rj,n) = 16 log(jf(n)), n, j ≥ 1.
(3.14)
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Figure 3: Restrictions on the maximal number of jumps of µ if none of the events Bn–En,j occur.
The vertical direction z/|y|d indicates, up to a constant, the maximum peak size caused by a jump
according to Lemma 3.2.

Figure 3 illustrates the partitioning induced by these sets.
As the average of the decreasing function λ, the function ψ introduced in (3.10) is continuous

and decreasing on (0,∞). Furthermore, since adding jumps to the Poisson random measure µ
would only increase Y1(t)/t, we may assume without loss of generality that λ((0,∞)) =∞. In this
case, we further have ψ(0+) = ∞, and ψ is strictly decreasing. So for every n ≥ 1, the sequence
(rj,n)j≥1 is strictly decreasing to 0.

Next, by Lemma 3.1 and the relations (3.9) and (3.11), one can readily check that

P(Bn) ≤ vdmλ(1) K

f(n) , P(Cn) ≤ K2v2
dmλ(1)2(logn)2

2n2 , P(Dn) ≤ n−6δ0 ,

P(En,0) ≤ e−vdδ0mλ(1)
√
n, P(En,j) ≤ e−δ0∆j,n .

By the integrability assumption on f and the fact that 6δ0 > 1, all these probabilities are summable
in n and j, so the Borel–Cantelli lemma shows that almost surely, only finitely many of the events
in (3.13) occur. Hence, if n is large and t ∈ [n, n+ 1], we have by (3.3),

Y +
1 (t) ≤

1∑
k=0

∑
τi∈[n−k,n−k+1],

τi≤t, |ηi|≤1

g(t− τi, ηi)ζi

≤ 2
(

d

2πe

)d/2f(n) + 6n
K

+ 2vdmλ(1)
√
n+ 2

∞∑
j=1

rj,n∆j,n

 .
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Figure 4: Restrictions on the maximal number of jumps of µ if none of the events An–Fn,j occur.
The horizontal direction s indicates how recent the jumps are relative to tn. The ∧-constraints in
the s-coordinate, which make sure that only recent jumps are considered and that the sets An–Fn,j
are disjoint for different values to tn, are not shown for the sake of clarity.

The fact that
∑∞
j=1 rj,n∆j,n < ∞ is proved in a more general set-up at the end of the proof of

Proposition 3.6; see (3.25). Moreover, since f is nondecreasing and
∫∞
0 1/f(t) dt < ∞, we have

t/f(t)→ 0 as t→∞ by Lemma 3.4. Thus, we see that

lim sup
t→∞

Y +
1 (t)
f(t) ≤

(
d

2πe

)d/2 2
K
,

and we obtain the statement by letting K →∞. An analogous argument applies to Y −1 (t).

For discrete subsequences, we need to refine the techniques applied in the proof of Proposi-
tion 3.5.

Proposition 3.6. Assume that (tn)n∈N is a nondecreasing sequence tending to infinity. If λ
satisfies the second condition in (2.3), the series in (2.6) (resp., (2.7)) is finite, and f is unbounded,
then

lim sup
n→∞

Y1(tn)
f(tn) = 0

(
resp. lim inf

n→∞
Y1(tn)
f(tn) = 0

)
a.s.

Proof. It suffices by symmetry to show the statement concerning the limit superior. The claim
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now follows if we can show that the finiteness of the series in (2.6) implies

lim
n→∞

Y +
1 (tn)
f(tn) = 0 a.s. (3.15)

Indeed, (3.15) immediately gives lim supn→∞ Y1(tn)/f(tn) ≤ 0. For the other direction, observe
that for a sufficiently fast subsequence (tnk)k∈N of (tn)n∈N, the series in (2.7) will be finite because
f is unbounded, so (3.15) and a symmetry argument prove that Y −1 (tnk)/f(tnk)→ 0 a.s. as k →∞.
Together with (3.15), this means that lim supn→∞ Y1(tn)/f(tn) ≥ 0. Actually, this argument shows
that for any f increasing to infinity, and for any tn increasing to infinity,

lim sup
n→∞

Y −1 (tn)
f(tn) = 0, lim inf

n→∞
Y +

1 (tn)
f(tn) = 0. (3.16)

In order to prove (3.15), it is no restriction to assume λ((−∞, 0)) = 0 and m0 = 0, in which
case we have mλ(1) =

∫∞
0 z λ(dz) and Y +

1 = Y1. Next, we redefine the numbers in (3.14) by setting

r1,n = 1
f(tn)1/(d∨2) , rj+1,n = sup{r > 0 : ψ(r) ≥ ψ(rj,n) + 16 log(jf(tn))},

∆j,n = ψ(rj+1,n)− ψ(rj,n) = 16 log(jf(tn)), n, j ≥ 1.
(3.17)

As explained after (3.14), we may assume that for every n ≥ 1, the sequence (rj,n)j≥1 is strictly
decreasing to 0.

Now let K > 1 be arbitrary but fixed for the moment. Recalling the definition of δ0 from
Lemma 3.1, we then consider the following events for n, j ≥ 1 (see also Figure 4 for a summary
picture):

An =
{
µ

({
(s, y, z) : s ∈

[
tn −

(
1 ∧

(
Kz

f(tn)

)2/d
∧∆tn

)
, tn

]
, (y, z) ∈ U

(
f(tn)
K

)})
≥ 1

}
,

Bn =
{
µ

({
(s, y, z) : s ∈

[
tn −

(
1 ∧

(
Kz

f(tn)3/4

)2/d
∧∆tn

)
, tn −

(
1 ∧

(
Kz

f(tn)

)2/d
∧∆tn

)]
,

(y, z) ∈ U
(
f(tn)
K

)})
≥ 2

}
,

Cn =
{
µ

({
(s, y, z) : s ∈

[
tn −

(
1 ∧

(
Kz

f(tn)3/4

)2/d
∧∆tn

)
, tn

]
,

(y, z) ∈ U
(
f(tn)3/(4d)

K
,
f(tn)
K

)})
≥ 4d

}
,

Dn =
{
µ

({
(s, y, z) : s ∈

[
tn −

(
1 ∧

(
Kz

f(tn)3/4

)2/d
∧∆tn

)
, tn

]
, (y, z) ∈ U

(
1, f(tn)3/(4d)

K

)})

≥ (1 + 2
d)δ−1

0 log f(tn)
}
,
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En =
{
µ

({
(s, y, z) : s ∈

[
tn − (1 ∧∆tn), tn −

(
1 ∧

(
Kz

f(tn)3/4

)2/d
∧∆tn

)]
, (y, z) ∈ U(1)

})

≥ (1 + 2
d)δ−1

0 log f(tn)
}
,

Fn,0 =
{
µ ({(s, y, z) : s ∈ [tn − (1 ∧∆tn), tn], (y, z) ∈ U(r1,n, 1)}) ≥ 2vdmλ(1)f(tn)1/(d∨2)

}
,

Fn,j =
{
µ ({(s, y, z) : s ∈ [tn − (1 ∧∆tn), tn], (y, z) ∈ U(rj+1,n, rj,n)}) ≥ 2∆j,n

}
.

Each µ(·) variable follows a Poisson distribution, so we can use Lemma 3.1 to estimate the
probabilities of these events. Writing

pn =
∫ ∞

0

((
z

f(tn)

)2/d
∧∆tn

)
z

f(tn) λ(dz),

we obtain

P(An) ≤ vd
∫ ∞

0

((
Kz

f(tn)

)2/d
∧∆tn ∧ 1

)
Kz

f(tn) λ(dz) ≤ vdK1+2/dpn,

P(Bn) ≤ (K1+2/dvd)2

2

(∫ ∞
0

((
z

f(tn)3/4

)2/d
∧∆tn ∧ 1

)
z

f(tn) λ(dz)
)2

≤ C
(∫ ∞

0

((
z

f(tn)

)2/d
∧∆tn ∧ 1

)
z

f(tn)1−1/(2d) λ(dz)
)2

≤ C
∫ ∞

0

((
z

f(tn)

)2/d
∧∆tn

)
z

f(tn)1−1/(2d) λ(dz) mλ(1)
f(tn)1−1/(2d) ≤ Cpn,

P(Cn) ≤ (K1+2/dvd)4d

(4d)!

(∫ ∞
0

((
z

f(tn)3/4

)2/d
∧∆tn ∧ 1

)
z

f(tn)3/(4d) λ(dz)
)4d

≤ C
(∫ ∞

0

((
z

f(tn)

)2/d
∧∆tn ∧ 1

)
z

f(tn)1/(4d) λ(dz)
)4d

≤ C
∫ ∞

0

((
z

f(tn)

)2/d
∧∆tn

)
z

f(tn)1/(4d) λ(dz) mλ(1)4d−1

f(tn)1−1/(4d) ≤ Cpn.

(3.18)

Next, we make the following observation: on the one hand, if ∆tn ≥ (R/f(tn))2/d, where
R ∈ (0,∞) is such that λ((0, R]) 6= 0 6= λ([R,∞)), then

pn ≥
∫ f(tn)(∆tn)d/2

0

z1+2/d

f(tn)1+2/d λ(dz) ≥ 1
f(tn)1+2/d

∫ R

0
z1+2/d λ(dz) ≥ C

f(tn)1+2/d ; (3.19)

on the other hand, if ∆tn < (R/f(tn))2/d, then

pn ≥
∆tn
f(tn)

∫ ∞
f(tn)(∆tn)d/2

z λ(dz) ≥ C ∆tn
f(tn) . (3.20)
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As a consequence, upon noticing from (3.11) that the intensity of the Poisson variables in the
definition of Dn and En is bounded by vdmλ(1)(∆tn∧1), we obtain from both parts of Lemma 3.1
that for large values of n,

P(Dn) ∨ P(En) ≤


e−δ0(1+2/d)δ−1

0 log f(tn) = 1
f(tn)1+2/d ≤ Cpn if ∆tn ≥ (R/f(tn))2/d,

(vdmλ(1)(∆tn ∧ 1))d1+ d
2 e

d1 + d
2e!

≤ C ∆tn
f(tn) ≤ Cpn if ∆tn < (R/f(tn))2/d.

(3.21)

For the sets Fn,j , we distinguish between the same two cases as in (3.21). Since (3.9) and (3.11)
imply that the intensity of the respective Poisson variable is bounded by (1 ∧∆tn)vdmλ(1)r−1

1,n =
(1 ∧∆tn)vdmλ(1)f(tn)1/(d∨2) for j = 0, and by (1 ∧∆tn)(ψ(rj+1,n)− ψ(rj,n)) = (1 ∧∆tn)∆j,n for
j ≥ 1, we obtain from Lemma 3.1 and the inequalities (3.19) and (3.20),

P(Fn,0) ≤


e−2δ0vdmλ(1)f(tn)1/(d∨2) ≤ C

f(tn)1+2/d ≤ Cpn if ∆tn ≥ (R/f(tn))2/d,

((1 ∧∆tn)vdmλ(1)f(tn)1/(d∨2))2+d

(2 + d)! ≤ C ∆tn
f(tn) ≤ Cpn if ∆tn < (R/f(tn))2/d.

(3.22)

Similarly, using the relation 16δ0 = 3.090 . . . ≥ 3 ≥ 1 + 2/d, we deduce for ∆tn ≥ (R/f(tn))2/d,

P(Fn,j) ≤ e−δ0∆j,n = (jf(tn))−16δ0 ≤ j−16δ0pn. (3.23)

For ∆tn < (R/f(tn))2/d, using (3.2) with a = 2/∆tn, the inequality log x− 1 + 1/x ≥ e−1 log x for
x ≥ e, and the fact that 2/∆tn ≥ 2(f(tn)/R)2/d ≥ e and ∆j,n ≥ e for all but finitely many n, we
obtain

P(Fn,j) ≤ e−2∆j,n(log 2
∆tn
−1+ ∆tn

2 ) ≤ e−
32
e

log(jf(tn)) log 2
∆tn ≤ e−

32
e

(
log(jf(tn))+log 2

∆tn

)
= j−

32
e f(tn)−

32
e

(∆tn
2

) 32
e

≤ C ∆tn
f(tn)j

− 32
e ≤ Cj−

32
e pn.

(3.24)

Altogether, (3.18), (3.21), (3.22), (3.23), and (3.24) show that

∞∑
n=1

P

An ∪Bn ∪ Cn ∪Dn ∪ En ∪ Fn,0 ∪
∞⋃
j=1

Fn,j

 <∞.

Thus, the Borel–Cantelli lemma implies that only finitely many of these events occur.
Suppose now that n0 = n0(ω,K) ∈ N is large enough such that none of these events happens

for n ≥ n0. In particular, there is no jump as described in An, and fewer than 4d jumps as in Cn.
By (3.3), each of these jumps contributes to Y1(tn) by a term bounded by (d/(2πe))d/2f(tn)/K.
With the same reasoning, we bound the maximum contribution of a jump as described in the sets
Dn and (Fn,j)j≥0, whereas we use the simple estimate g(t− τi, ηi)ζi ≤ (4π(t− τi))−d/2ζi for those
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jumps (τi, ηi, ζi) that are described in the sets Bn and En. Hence, we obtain for n ≥ n0,

Y1(tn) ≤ (4π)−d/2 f(tn)
K

+ 4d
(

d

2πe

)d/2 f(tn)
K

+
(

1 + 2
d

)
δ−1

0 log f(tn)f(tn)3/(4d)

K

+
(

1 + 2
d

)
δ−1

0 log f(tn)(4π)−d/2 f(tn)3/4

K
+ 2vdmλ(1)f(tn)1/(d∨2)

(
d

2πe

)d/2
+ 2

(
d

2πe

)d/2 ∞∑
j=1

rj,n∆j,n.

Since K can be taken arbitrarily large, (3.15) follows when we show that
∞∑
j=1

rj,n∆j,n = O(1) (3.25)

as n → ∞. To this end, observe from (3.17) that if n is large enough such that f(tn) ≥ 8 ≥ e2,
then

ψ(rj+1,n) = ψ(r1,n) + 16
j∑

k=1
log(kf(tn)) ≥ 16

∫ j

1
log x dx+ 16j log f(tn)

= 16(j log(jf(tn))− j + 1) ≥ 8j log(jf(tn))

for all j ≥ 1, from which we deduce

rj+1,n ≤ ψ−1(8j log(jf(tn))),

where ψ−1 is the inverse function of ψ (recall that ψ is assumed to be strictly decreasing). Since
8j log(jf(tn)) − 8(j − 1) log((j − 1)f(tn)) ≥ 8 log 2

log 3 log((j + 1)f(tn)) for all j ≥ 2 and 8 log f(tn) −
8 log 2 ≥ 4 log(2f(tn)) for f(tn) ≥ 8, we have by Riemann-sum approximation,

∞∑
j=1

rj,n∆j,n ≤ 16 log f(tn)
f(tn)1/(d∨2) + 16

∞∑
j=1

log((j + 1)f(tn))ψ−1(8j log(jf(tn)))

≤ o(1) + 2log 3
log 2

∫ ∞
8 log 2

ψ−1(x) dx.

Note that by (3.10) and a change of variable,∫ ∞
ψ(1)

ψ−1(x) dx = −
∫ 1

0
y ψ(dy) = vd

∫ 1

0
z| log z|λ(dz),

which is assumed to be finite. Therefore, (3.25) holds and the proposition is proved.

Next, we show the converse statement.

Proposition 3.7. Let f : (0,∞)→ (0,∞) be a nondecreasing function and tn be a nondecreasing
sequence tending to infinity. Assume that λ satisfies (2.3). If (2.6) (resp., (2.7)) holds, then

lim sup
n→∞

Y1(tn)
f(tn) =∞

(
resp., lim inf

n→∞
Y1(tn)
f(tn) = −∞

)
a.s.
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Proof. By symmetry, it suffices to show the assertion under (2.6). Clearly, we may assume that f
converges to ∞, otherwise we can change f to a larger function such that (2.6) still holds.

Consider for n ≥ 1 and K ≥ 1 the events

Gn =
{
µ

({
(s, y, z) : s ∈

[(
tn −

2z2/d

(Kf(tn))2/d

)
∨
(
tn−1 −

z2/d

(Kf(tn−1))2/d

)
, tn −

z2/d

(Kf(tn))2/d

]
,

y ∈ B
(

z1/d

(Kf(tn))1/d ,
(2z)1/d

(Kf(tn))1/d

)
, z > 0

)
≥ 1

}
.

Note that the second term of the maximum in the time variable makes these events independent,
and therefore we can apply the second Borel–Cantelli lemma. Since

tn −
z2/d

(Kf(tn))2/d −
(
tn−1 −

z2/d

(Kf(tn−1))2/d

)
≥ ∆tn,

we have
P(Gn) ≥

∫ ∞
0

((
z

Kf(tn)

)2/d
∧∆tn

)
vdz

Kf(tn) λ(dz),

which is not summable by assumption (2.6). Thus, with probability 1, infinitely many of the
events Gn occur. If Gn occurs, then there is at least one jump, say (τ, η, ζ), with tn − τ ∈
[(ζ/(Kf(tn)))2/d, 2(ζ/(Kf(tn)))2/d], |η| ≤ (2ζ/(Kf(tn)))1/d, and ζ > 0. Therefore, from the
definition of the heat kernel, we obtain in this case

Y +
1 (tn) ≥ 1

(4π × 2(ζ/(Kf(tn)))2/d)d/2
e
− (2ζ/(Kf(tn)))2/d

4(ζ/(Kf(tn)))2/d ζ = e−22/d−2

(8π)d/2
Kf(tn).

As K is as large as we want, we can extract for almost all ω, a subsequence tnk(ω) such that

lim
k→∞

Y +
1 (tnk(ω))(ω)
f(tnk(ω))

=∞.

The statement now follows in the same way as explained after (3.15).

3.3 Old jumps and far jumps

The goal of this subsection is to prove that Y2(t) in (3.1) always satisfies the SLLN. So whether or
not the SLLN holds for Y0(t), is completely determined by whether Y1(t) has a regular or irregular
behavior, which has been investigated in the previous subsection.

Proposition 3.8. Suppose that (2.3) holds. Then Y2 from (3.1) satisfies

lim
t→∞

Y2(t)
t

= m a.s. (3.26)

We first prove the SLLN for the special sequence tn = n. If we have enough moments, this
follows from standard moment bounds.
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Lemma 3.9. Let tn be a nondecreasing sequence tending to infinity.

(1) If mλ(1 + 2/d) <∞, then

lim
n→∞

Y0(tn)
tn

= m a.s. (3.27)

holds if for some ε > 0, 

∞∑
n=1

tε−9/4
n <∞, for d = 1,

∞∑
n=1

tε−(1+2/d)
n <∞, for d ≥ 2.

(2) If we only have mλ(κ) <∞ for some κ ∈ (1, (1 + 2/d) ∧ 2), then (3.27) holds if
∞∑
n=1

t−(κ−1)(1+d/2)
n <∞.

Proof. Simple computation gives∫ t

0

∫
Rd
g(s, y)p dy ds = (4π)

d
2 (1−p)p−d/2

2
2− d(p− 1) t

1− d2 (p−1),

when 0 < p < 1 + 2/d. Using predictable versions of the classical Burkholder–Davis–Gundy
inequalities (see [19, Theorem 1]) we have for any α ∈ [1, 2],

E[|Y0(t)−mt|p]

≤


cα,p

(∫ t

0

∫
Rd

∫
R
|g(s, y)z|α λ(dz) dy ds

)p/α
, p ≤ α,

cα,p

((∫ t

0

∫
Rd

∫
R
|g(s, y)z|αλ(dz) dy ds

)p/α
+
∫ t

0

∫
Rd

∫
R
|g(s, y)z|pλ(dz) dy ds

)
, p > α,

(3.28)

with some constant cα,p ∈ (0,∞). For d = 1, choosing α = 2, p = 3− δ, and 0 < δ < 1, we obtain

P(|Y0(t)−mt| > εt) ≤ E[|Y0(t)−mt|p]
εptp

≤ Ct−9/4+3δ/4.

For d ≥ 2, choosing α = p = 1 + 2/d− δ gives

P(|Y0(t)−mt| > εt) ≤ E[|Y0(t)−mt|p]
εptp

≤ Ct−(1+2/d)+δ(1+d/2).

If we choose δ > 0 small enough, the statement follows from the first Borel–Cantelli lemma.
If only

∫
R |z|κλ(dz) < ∞ for some κ ∈ (1, (1 + 2/d) ∧ 2), choose α = p = κ and the statement

follows similarly.

In particular, if mλ(κ) <∞ for some κ > (4 + d)/(2 + d), the SLLN holds for the sequence n.
Actually, a much weaker condition suffices, but then the proof becomes more involved.
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Lemma 3.10. If mλ(1+ε) <∞ for some ε > 0, then for any a > 0, (3.27) holds on the sequence
tn = an.

Proof. For notational simplicity, let us take a = 1. We decompose the heat kernel as g(t, x) =
g1(t, x) + g2(t, x) such that 0 ≤ g1, g2 ≤ g, g1(t, x) = 0 for t ≥ 1 or |x| ≥ 1, g1(t, x) = g(t, x) for
t ≤ 1/2 and |x| ≤ 1/2, g1 is smooth on (0,∞) × Rd, and g2 is smooth on [0,∞) × Rd (including
the origin (t, x) = 0). Accordingly, we define

Y (1)(t) =
∫ t

0

∫
Rd

∫
R
g1(t− s, y)z µ(ds, dy,dz),

Y (2)(t) = m0t+
∫ t

0

∫
Rd

∫
R
g2(t− s, y)z µ(ds, dy,dz),

such that Y0 = Y (1) + Y (2). By Example 2.7 (1), the series in (2.6) is finite. Thus, applying
Proposition 3.6 to the Lévy noise obtained by replacing all negative jumps of Λ by positive jumps
of the same absolute value, we derive that

|Y (1)(n)| ≤
∑

τi∈(n−1,n], |ηi|≤1
g(n− τi, ηi)|ζi| = o(n) a.s.

Hence, by the second part of Lemma 3.9, we have

lim
n→∞

Y (2)(np)
np

= lim
n→∞

Y0(np)
np

= m a.s.

if p > 2ε−1/(d+ 2).
For the subsequent argument, upon considering the drift, the positive and the negative jumps

separately, we may assume without loss of generality that Λ only has positive jumps and that
m0 = 0. Then, given n ∈ N, we choose k ∈ N such that kp ≤ n ≤ (k + 1)p, and derive

Y (2)(n)
n

≤ Y (2)(n)
kp

= (k + 1)p

kp

(
Y (2)((k + 1)p)

(k + 1)p − Y (2)((k + 1)p)− Y (2)(n)
(k + 1)p

)
. (3.29)

Since g2(t− s, y) = g2(0, y) +
∫ t
s ∂tg2(r − s, y) dr =

∫ t
s ∂tg2(r − s, y) dr, we have

Y (2)(t) =
∫ t

0

∫
Rd

∫ ∞
0

(∫ t

s
∂tg2(r − s, y) dr

)
z µ(ds, dy,dz). (3.30)

By Lemma 3.2 and the defining properties of g2, we have

|∂tg2(t, x)| ≤ C, (t, x) ∈ [0,∞)× Rd,

|∂tg2(t, x)| = |∂tg(t, x)| ≤
{
C|x|−d−2 if |x|2 > 2dt, and t > 1 or |x| > 1,
Ct−d/2−1 if |x|2 ≤ 2dt, and t > 1 or |x| > 1.

(3.31)

Using these bounds, straightforward calculation shows that∫ t

0

∫
Rd

∫ ∞
0

∫ t

s
|∂tg2(r − s, y)|z dr dsdy λ(dz) <∞,
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which implies that almost surely, |∂tg2(r− s, y)|z is (dr⊗ dµ)-integrable. Therefore, we can apply
Fubini’s theorem to (3.30) and obtain

Y (2)(t) =
∫ t

0

(∫ r

0

∫
Rd

∫ ∞
0

∂tg2(r − s, y)z µ(ds, dy,dz)
)

dr.

Thus, for any δ > 0 and q = (1 + ε) ∧ 2,

P
[

sup
n∈[kp,(k+1)p]

∣∣∣∣∣Y (2)((k + 1)p)− Y (2)(n)
(k + 1)p

∣∣∣∣∣ > δ

]

≤ P
[

1
(k + 1)p

∫ (k+1)p

kp

∣∣∣∣∫ r

0

∫
Rd

∫ ∞
0

∂tg2(r − s, y)z µ(ds, dy,dz)
∣∣∣∣ dr > δ

]

≤ 1
δq(k + 1)pqE

[∣∣∣∣∣
∫ (k+1)p

kp

∣∣∣∣∫ r

0

∫
Rd

∫ ∞
0

∂tg2(r − s, y)z µ(ds, dy,dz)
∣∣∣∣ dr

∣∣∣∣∣
q]

≤ C

kp+q−1

∫ (k+1)p

kp
E
[∣∣∣∣∫ r

0

∫
Rd

∫ ∞
0

∂tg2(r − s, y)z µ(ds, dy,dz)
∣∣∣∣q] dr,

(3.32)

where we used Jensen’s inequality on the dr-integral to pass to the last line.
Using [19, Theorem 1] (with α = q) on the compensated version of the Poisson integral in the

last line of (3.32), the hypothesis mλ(q) < ∞, and the fact that ∂tg2 is a bounded function, we
can bound the last expectation by a constant times∫ r

0

∫
Rd

∫ ∞
0
|∂tg2(r − s, y)z|q λ(dz) dy ds+

∣∣∣∣∫ r

0

∫
Rd

∫ ∞
0

∂tg2(r − s, y)z λ(dz) dy ds
∣∣∣∣q

≤ C (mλ(q) +mλ(1)q)
((∫ r

0

∫
Rd
|∂tg2(s, y)|dy ds

)q
∨ 1
)

≤ C
((∫ r

0

∫
Rd
|∂tg2(s, y)| dy ds

)q
∨ 1
)
.

(3.33)

Therefore, by (3.31),∫ r

0

∫
Rd
|∂tg2(s, y)|dy ds ≤ C

(∫ 1

0

∫
|y|≤
√

2d
1 dy ds+

∫ 1

0

∫
|y|>
√

2d
|y|−d−2 dy ds

+
∫ r

1

∫
|y|>
√

2ds
|y|−d−2 dy ds+

∫ r

1

∫
|y|≤
√

2ds
s−d/2−1 dy ds

)

≤ C
(

1 +
∫ r

1
s−1 ds

)
≤ C log+ r.

Inserting this back into (3.33) and (3.32), we conclude that

P
[

sup
n∈[kp,(k+1)p]

∣∣∣∣∣Y (2)((k + 1)p)− Y (2)(n)
(k + 1)p

∣∣∣∣∣ > δ

]
≤ C

kp+q−1

∫ (k+1)p

kp
(log+ r)q dr ≤ Ck−q(log+ k)q,

which is summable in k. The Borel–Cantelli lemma implies that almost surely,

sup
n∈[kp,(k+1)p]

∣∣∣∣∣Y (2)((k + 1)p)− Y (2)(n)
(k + 1)p

∣∣∣∣∣ −→ 0
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as k →∞. Thus, by (3.29),

lim sup
n→∞

Y (2)(n)
n

≤ m a.s.

The reverse relation for the limit inferior is shown similarly.

Proof of Proposition 3.8. By separating drift, positive jumps and negative jumps, it suffices to
consider the case m0 = 0 and λ((−∞, 0)) = 0. Let θ > 0 and choose δ > 0 such that δ/(1− δ) ≤
δ(θ), where δ(θ) is given in Lemma 3.3. Furthermore, define sn = δn and k = bt/δc such that
sk ≤ t < sk+1. Because (t− sk)/(sk − τi) ≤ (t− sk)/(sk − (t− 1)) ≤ δ/(1− δ) ≤ δ(θ) if τi ≤ t− 1,
and |t− sk| ≤ δ ≤ δ(θ), we derive from Lemma 3.3,

Y2(t) =
∑

τi≤t−1
g(t− τi, ηi)ζi +

∑
τi∈(t−1,t], |ηi|>1

g(t− τi, ηi)ζi

≥ (1− θ)
∑

τi≤t−1 or
τi∈(t−1,sk], |ηi|>1

g(sk − τi, ηi)ζi

= (1− θ)

Y0(sk)−
∑

τi∈(t−1,sk], |ηi|≤1
g(sk − τi, ηi)ζi

 .
(3.34)

The last sum is bounded by Y1(sk), which is o(sk) by Proposition 3.6. Similarly, we have

Y0(sk+1) ≥ (1− θ)Y2(t) + Y1(sk+1). (3.35)

Combining (3.34) and (3.35) with Lemma 3.10, we obtain (3.26).

3.4 Proof of the main results

Proof of Theorem 2.2. For the first part, observe that we have
∫∞

1 1/(f(t)∨t) dt =∞ by Lemma 3.4.
So Proposition 3.5 implies that

lim sup
t→∞

Y1(t)
f(t) ∨ t =∞

(
resp., lim sup

t→∞

Y1(t)
f(t) ∨ t = −∞

)
.

Moreover, by Proposition 3.8,
lim sup
t→∞

∣∣∣∣ Y2(t)
f(t) ∨ t

∣∣∣∣ <∞,
which implies the claim of Theorem 2.2 (1) for the function f(t) ∨ t, and hence also for f(t).

Next, the second part of theorem is an easy consequence of fact that t/f(t)→ 0 by Lemma 3.4
together with Propositions 3.5 and 3.8. For the third part, let us assume that λ((−∞, 0)) = 0 (the
proof in the case λ((0,∞)) = 0 is analogous). Then Proposition 3.8 combined with (3.16) implies
the statement.

Proof of Theorem 2.3. We use the moment bound (3.28). For p ≤ 1 choose α ∈ (1, 1 + (ε ∧ 2/d)),
for p ∈ (1, (1 + ε) ∧ 2] ∩ (1, 1 + 2/d) choose α = p, while for p ∈ (2, 3) ∩ (2, 1 + ε] choose α = 2.



Almost-sure behavior of the heat equation with Lévy noise 30

Then, we obtain

E[|Y0(t)−mt|p]
tp

≤


Ct−(1−α−1)p(1+ d

2 ) if p ≤ 1,
Ct−(p−1)(1+ d

2 ) if p ∈ (1, (1 + ε) ∧ 2] ∩ (1, 1 + 2
d),

C(t−
3
4p + t−

3
2 (p−1)) if d = 1 and p ∈ (2, 1 + ε] ∩ (2, 3),

and the theorem follows.

Proof of Theorem 2.4. For the first part of the theorem, let us assume (2.6) and write

Y0(tn)
f(tn) = Y1(tn)

f(tn) + Y2(tn)
tn

tn
f(tn) .

By Proposition 3.8 and the assumption lim infn→∞ f(tn)/tn > 0, the second term is bounded,
while the first one is not by Proposition 3.7. For the second part, if the series in (2.6) converges,
Proposition 3.6 and 3.8 imply that

lim sup
n→∞

Y0(tn)
f(tn) = lim

n→∞
Y2(tn)
f(tn) = mκ a.s.

Remark 3.11. Because of the linear growth of the expectation, it is natural to consider only
functions f for which lim infn→∞ f(tn)/tn > 0 in the first part of Theorem 2.4. Assuming that
mλ(1 + 2/d) < ∞, it is easy to see that for the sequence tn = np with p ∈ (d/(d + 2), d/(d + 1)),
we have by Propositions 3.6 and 3.7 and Corollary 2.8,

lim sup
n→∞

Y1(tn)√
tn

=∞, lim sup
n→∞

Y1(tn)
tn

= 0.

Therefore, with f(t) =
√
t, we obtain

Y0(tn)√
tn

=
√
tn

(
Y1(tn)
tn

+ Y2(tn)
tn

)
,

and the limit is either +∞ or −∞, depending on the sign of the mean m. So in this example, the
large time behavior is dominated by the mean and not (only) by the jumps of the noise.

Proof of Theorem 2.10. Let Y ±0 (t) =
∑
±ζi>0 g(t− τi, ηi)ζi (without the multiplicative nonlinearity

σ). Furthermore, recall the meaning of the constants in (2.19). Then, in order to prove (1), we
simply bound (C = k1 if m0 ≥ 0, and C = k2 if m0 < 0)

Y0(t)
f(t) ≥ k1

Y +
0 (t)
f(t) + k2

Y −0 (t)
f(t) + Cm0

t

f(t) . (3.36)

Thus, if λ((0,∞)) > 0 and
∫∞

1 1/f(t) dt =∞, we have

lim sup
t→∞

Y0(t)
f(t) =∞
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by the corresponding statement in the additive case (Theorem 2.2). The claim on the limit inferior
if λ((−∞, 0)) > 0 holds by symmetry.

Conversely, if
∫∞

1 1/f(t) dt <∞, then∣∣∣∣Y0(t)
f(t)

∣∣∣∣ ≤ |m0|k2
t

f(t) + k2
Y +

0 (t) + |Y −0 (t)|
f(t) −→ 0 a.s. (3.37)

by Theorem 2.2.
For (2), it suffices to bound Y0(t)/t ≤ m0C

′ + k1Y
−

0 (t)/t ≤ m0C
′ (resp., Y0(t)/t ≥ m0C +

k1Y
+

0 (t)/t ≥ m0C), where C = k1 and C ′ = k2 if m0 ≥ 0, and C = k2 and C ′ = k1 if m0 < 0.

Proof of Theorem 2.11. Use the first estimate in (3.37) with f(t) = t and then Theorem 2.3.

Proof of Theorem 2.12. If (2.6) holds, (2.8) follows from the estimate (3.36), the fact that we have
lim supn→∞ Y +

0 (tn)/f(tn) = ∞ by Theorem 2.4, and the independence of Y +
0 and Y −0 (cf. the

argument given after (3.12)). The same reasoning applies if (2.7) holds. For the second statement
of Theorem 2.12, let us only consider the case where the series in (2.6) is finite. Then the assertion
is deduced from the bound Y0(tn)/f(tn) ≤ m0C

′tn/f(tn) + k2Y
+

0 (tn)/f(tn) and Theorem 2.4 (2)
applied to Y +

0 .

Proof of Theorem B. The theorem follows from the general asymptotic theory of Gaussian pro-
cesses in [22]. Let v2(t) = E[Y0(t)2] and ρ(t, s) = E[Y0(t)Y0(s)]/(v(t)v(s)) be the variance and the
correlation function of Y0, respectively. Then by [21, Lemma 2.1],

v2(t) =
√

t

2π , ρ(t, t+ h) =
√

2 + h/t−
√
h/t

(4(1 + h/t))1/4 , t > 0, h ≥ 0.

Notice that [21] considers the heat equation with a factor 1/2 in front of the Laplacian, but the
moment formulae can be easily transformed to our situation by a scaling argument. From these
identities, it is easy to verify that

1− ρ(t, t+ h)
(h/t)1/2 ≤ 1√

2
, ρ(t, ts) log s =

√
s+ 1−

√
s− 1

(4s)1/4 log s, t > 0, h ≥ 0, s > 1,

which means that condition (C.1) with α = 1/2 as well as condition (C.2) in [22] are satisfied.
Also (C.1’) in this reference holds true because ρ(t, t+ h) ≤ 1− 1

2(h/t)1/2 for small values of h/t,
and ρ(t, t+ h) decreases in h/t.

Therefore, [22, Theorem 6] is applicable, and by considering the functions ψ(t) =
√
K log log t,

with K > 0, we deduce that almost surely

lim sup
t→∞

Y0(t)√√
t

2πK log log t

{
≤ 1 for K > 2,
≥ 1 for K ≤ 2,

from which the statement of Theorem B follows.
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