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We analyze the ground-state energy, local spin correlation, impurity spin polarization, impurity-induced
magnetization, and corresponding zero-field susceptibilities of the symmetric single-impurity Kondo model
on a tight-binding chain with bandwidth W = 2D where a spin- 1

2 impurity at the chain center interacts
with coupling strength JK with the local spin of the bath electrons. We compare perturbative results and
variational upper bounds from Yosida, Gutzwiller, and first-order Lanczos wave functions to the numerically
exact extrapolations obtained from the density-matrix renormalization group (DMRG) method and from the
numerical renormalization group (NRG) method performed with respect to the inverse system size and Wilson
parameter, respectively. In contrast to the Lanczos and Yosida wave functions, the Gutzwiller variational
approach becomes exact in the strong-coupling limit JK � W , and reproduces the ground-state properties from
DMRG and NRG for large couplings JK � W , with a high accuracy. For weak coupling, the Gutzwiller wave
function describes a symmetry-broken state with an oriented local moment, in contrast to the exact solution.
We calculate the impurity spin polarization and its susceptibility in the presence of magnetic fields that are
applied globally or only locally to the impurity spin. The Yosida wave function provides qualitatively correct
results in the weak-coupling limit. In DMRG, chains with about 103 sites are large enough to describe the
susceptibilities down to JK/D ≈ 0.6. For smaller Kondo couplings, only the NRG provides reliable results
for a general host-electron density of states ρ0(ε). To compare with results from Bethe ansatz that become
exact in the wide-band limit, we study the impurity-induced magnetization and zero-field susceptibility. For
small Kondo couplings, the zero-field susceptibilities at zero temperature approach χ0(JK � D)/(gμB)2 ≈
exp[1/(ρ0(0)JK )]/[2CD

√
πeρ0(0)JK], where ln(C) is the regularized first inverse moment of the density of

states. Using NRG, we determine the universal subleading corrections up to second order in ρ0(0)JK.

DOI: 10.1103/PhysRevB.101.075132

I. INTRODUCTION

A. Kondo problem and Kondo model

Magnetic moments that couple antiferromagnetically to
electron spins of a metallic host pose a difficult many-particle
problem because the spin-flip scattering of the host electrons
off the impurity spin couples the bath degrees of freedom
in an intricate way. Experimentally, this leads to surprising
phenomena such as the Kondo resistance minimum around
some characteristic low-temperature energy scale TK [1], often
referred to as the Kondo temperature.

Using standard high-temperature perturbation theory to
third order in the coupling between the impurity spin and
the host electrons, Kondo was able to explain the resistance
minimum [2]. However, within standard perturbation theory
the resistivity and many other physical quantities like the
zero-field magnetic susceptibility diverge logarithmically at
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zero temperature. A summation of the leading logarithmi-
cally diverging terms in the perturbation expansion leads to
a divergence at TK [3,4]. Consequently, approaches beyond
perturbation theory are required to describe adequately the
ground state of the coupled system of impurity spin and host
electrons [4].

This “Kondo problem” inspired the development of scal-
ing concepts that were eventually formalized in Wilson’s
renormalization group (RG) [5]. Since the Wilson RG can
be carried out analytically only to a limited degree, it found
its widespread implementation as numerical renormalization
group (NRG) method which is best suited for the study of
impurity problems [5–7]; for a review, see Ref. [8].

At zero temperature, the impurity spin and the electrons
in its surrounding “Kondo cloud” form a “Kondo singlet”
as the many-particle ground state; its elementary excitations
describe a Fermi liquid [9]. The Bethe ansatz permits the exact
solution of the Kondo model with infinite bandwidth (see
the reviews by Tsvelick and Wiegmann [10] and by Andrei,
Furuya, and Lowenstein [11]). The Bethe ansatz confirms the
findings of (N)RG, and provides analytical formulas, e.g.,
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for the impurity magnetization at finite temperatures, and for
the Kondo temperature in terms of the Bethe-ansatz parame-
ters. Since NRG provides explicit results also for dynamical
quantities at finite temperatures, the Kondo problem could be
declared “solved.”

The Kondo problem poses one of the fundamental chal-
lenges in theoretical many-body physics. Therefore, one
might think that the ground-state properties of the Kondo
model have been studied in very much detail. Surprisingly,
this is not the case. For example, the dependence of the
ground-state energy on the Kondo coupling is largely un-
known, apart from a study by Mancini and Mattis who used
the Lanczos approach [12]. To the best of our knowledge, the
large-coupling limit of the Kondo model has not been ana-
lyzed extensively yet. Moreover, more elaborate variational
states such as the Gutzwiller wave function were not applied
to the Kondo model thus far.

It was not until recently that Schnack and Höck used the
NRG to investigate the magnetization and zero-field suscepti-
bility for some weak couplings [13]. They emphasized that the
impurity spin polarization differs from the impurity-induced
magnetization for the whole system, as derivable from the
free energy. Moreover, they revived the question how the
Bethe-ansatz results can be used for comparison with NRG
data because the Kondo couplings in the Bethe ansatz and for
a lattice model are related in a nontrivial way. For the series
expansion of the Bethe-ansatz coupling JBA

K in terms of the
bare model parameter JK, only the leading-order terms are
known analytically from scaling arguments [4] and Wilson’s
RG [5].

With our work, we fill some of the gaps in the quantitative
analysis of the symmetric Kondo model at zero temperature.
We study the ground-state energy, the local spin correlation
function, the impurity spin polarization and the impurity-
induced magnetization as a function of a global and a local
magnetic field, and the corresponding zero-field susceptibil-
ities. In the absence of an external field, we perform weak-
coupling and strong-coupling perturbation theory. We employ
three analytical variational approaches (first-order Lanczos
[12,14,15], Yosida [16,17], and Gutzwiller states [18,19]),
and perform numerical calculations using the density-matrix
renormalization group (DMRG) [20–22] and the numerical
renormalization group methods [5–8,13]. We compare to
Bethe-ansatz [10,11] results where possible.

B. Outline

Our work is organized as follows. In Sec. II we define the
Kondo Hamiltonian on a chain and the ground-state properties
that we investigate in the thermodynamic limit, namely, the
ground-state energy, local spin correlation function, impurity
spin polarization and impurity-induced magnetization, and the
corresponding zero-field magnetic susceptibilities.

In Sec. III we employ perturbation theory as first analytical
method to derive the ground-state energy and the local spin
correlation for weak and strong Kondo couplings. These
results provide a benchmark test for all approximate analytical
and numerical methods.

Next, in Sec. IV, we derive a variational bound for the
ground-state energy from the first-order Lanczos state. As the

energy bound is poor, we refrain from calculating magnetic
properties for this state.

As a more suitable variational state, we study the Yosida
wave function in Sec. V. When properly generalized to finite
magnetic fields, it permits the analytic calculation of magnetic
ground-state properties in the presence of a local and a global
magnetic field. Although the Yosida state gives a poor esti-
mate for the ground-state energy, it provides a qualitatively
correct description of the zero-field magnetic susceptibilities
at small Kondo couplings.

As a third analytic variational approach, we study the
Gutzwiller wave function in Sec. VI. It can be viewed as a
Hartree-Fock ground state for the Kondo model where the
condition of a spin on the impurity is guaranteed. From the
Hartree-Fock perspective, it is not too surprising that the
Gutzwiller state contains an artificial transition from a phase
with a broken local symmetry at small Kondo couplings to a
phase with a local spin singlet at large Kondo couplings. Apart
from this flaw, the ground-state energy and the local spin
correlation are in very good agreement with numerically exact
data from NRG and DMRG. The Gutzwiller state becomes
exact for strong couplings.

As the last analytic approach, we recall results from the
Bethe ansatz in Sec. VII. The Bethe ansatz solves a related
Kondo model that has a linear dispersion relation with an infi-
nite bandwidth so that it is a nontrivial task to establish the link
to the parameters in the lattice model. This is accomplished
by Wilson’s renormalization group, and we use perturbation
theory to calculate analytically the leading-order terms for the
zero-field impurity-induced susceptibility.

In Sec. VIII we discuss two numerically exact approaches
to the Kondo problem, namely, the numerical renormalization
group (NRG) and the density-matrix renormalization group
(DMRG) methods. The DMRG treats finite chains with up to
L ≈ 1000 sites with a very high numerical accuracy. Thereby,
DMRG provides excellent variational upper bounds for the
ground-state energy and the local spin correlation function.
Since it has an essentially constant energy resolution over
the whole band, our present version of DMRG cannot access
the exponentially small Kondo scale that develops for small
Kondo couplings. The NRG was developed and designed to
treat these Kondo scales and therefore provides access to small
Kondo couplings as well.

In Sec. IX we compare the results of all methods. The
Gutzwiller approach provides the best analytic variational
state for the ground-state energy and the local spin correlation
function. The Gutzwiller wave function becomes the exact
ground state for large Kondo couplings, and reliably describes
the physics when the Kondo coupling becomes larger than
the host-electron bandwidth. The DMRG provides excellent
values for the ground-state properties, and our analysis of
the finite-size data only fails to describe magnetic proper-
ties when the Kondo energy scale becomes exponentially
small. The NRG is found to work very well for all cases.
In particular, it permits to determine the different sublead-
ing terms of the zero-field magnetic susceptibilities when
they become exponentially large as a function of the Kondo
coupling.

In Sec. X, we summarize and briefly discuss our find-
ings. We defer technical details to Appendix A and provide
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extensive calculations in the Supplemental Material [23], as
listed in Appendix B.

II. SINGLE-IMPURITY KONDO MODEL ON A CHAIN

We start our investigation with the definition of the model
Hamiltonian. Next, we list the ground-state quantities that we
study in this work.

A. Hamiltonian of the single-impurity Kondo model

In the strong-coupling limit, a Schrieffer-Wolff transfor-
mation maps the symmetric single-impurity Anderson model
(SIAM) to the the s-d (or single-impurity Kondo) model
(SIKM) [4,24,25]

ĤK = T̂ + V̂sd + Ĥm. (1)

We consider a chain with an odd number of sites L, n =
−(L − 1)/2, . . . , (L − 1)/2, and we choose L such that (L +
3)/2 is even. The operator for the kinetic energy of the
conduction electrons reads as

T̂ = −t
(L−3)/2∑

n=−(L−1)/2,σ

(ĉ+
n,σ ĉn+1,σ + ĉ+

n+1,σ ĉn,σ ). (2)

In the absence of an external magnetic field, we address a
paramagnetic half-filled system N↑ = N↓ = (L + 1)/2.

The impurity couples purely locally at the center of the
chain. For a local hybridization in the symmetric SIAM and
for strong coupling, the Kondo coupling becomes

V̂sd = JK s0 · S,

s0 · S = 1
2 (ĉ+

0,↑ĉ0,↓d̂+
↓ d̂↑ + ĉ+

0,↓ĉ0,↑d̂+
↑ d̂↓)

+ 1
4 (d̂+

↑ d̂↑ − d̂+
↓ d̂↓)(ĉ+

0,↑ĉ0,↑ − ĉ+
0,↓ĉ0,↓). (3)

The host electron spin s0 at site n = 0 interacts locally with
the impurity spin S with coupling strength JK � 0. Note that
in Eq. (3) it is implicitly understood that ĤK only acts in the
subspace of singly occupied d levels.

To study the magnetization and magnetic susceptibility, we
add an external magnetic field H > 0,

Ĥm = −B

(
d̂+

↑ d̂↑ − d̂+
↓ d̂↓ +

(L−1)/2∑
n=−(L−1)/2

ĉ+
n,↑ĉn,↑ − ĉ+

n,↓ĉn,↓

)
,

(4)

where we denote the magnetic energy by

B = geμBH/2 > 0, (5)

ge ≈ 2 is the electronic gyromagnetic factor, and μB is the
Bohr magneton. For completeness, we shall also consider the
case where the magnetic field is applied only at the impurity
site

Ĥm, loc = −B(d̂+
↑ d̂↑ − d̂+

↓ d̂↓). (6)

The kinetic energy of the host electrons is diagonal in
momentum space (see Appendix A 1)

T̂ =
L∑

k=1,σ

εkâ+
k,σ âk,σ (7)

with the dispersion relation εk . The corresponding density of
states is defined by

ρ0(ω) = 1

L

L∑
k=1

δ(ω − εk ) = 1

π

1√
(2t )2 − ω2

(8)

for |ω| < 2t . We use half the bandwidth as our unit of energy,
2t ≡ 1, W ≡ 2, to make a direct contact with the Bethe-ansatz
calculations. In numerical DMRG calculations, the model is
mapped onto a half-chain with the impurity at the left chain
end. This is done in Appendix A 2.

For some of our analytic calculations, we shall treat ρ0(ω)
as a selectable quantity. In all cases, the density of states
is supposed to be regular at the Fermi energy 0 < ρ0(0) <

∞. This rules out, e.g., a tight-binding model for the host
electrons in two dimensions with its logarithmic van Hove
singularity at the Fermi energy. Note that, for JK → 0, it is
mostly ρ0(0) that governs the physics of the SIKM. Therefore,
the results for a one-dimensional or a constant density of states
are representative for the symmetric SIKM at weak coupling.

B. Ground-state properties

In this work, we are interested in the excess ground-state
energy due to the presence of the coupled impurity spin,
the local spin correlation the impurity spin polarization for a
global and a local field, and the corresponding susceptibilities.
Moreover, for comparison with Bethe ansatz, we also address
the impurity-induced magnetization and zero-field suscepti-
bility for global and local fields.

1. Ground-state energy and local spin correlation

We calculate the excess ground-state energy due to the
presence of the impurity, i.e., the impurity-induced change of
the ground-state energy of free electrons,

e0(JK, L) = E0(JK, L) − EFS(L). (9)

The impurity-induced energy contribution e0(JK, L) is of or-
der unity and e0(JK = 0, L) = 0. Eventually, we extrapolate
to the thermodynamic limit

e0(JK ) = lim
L→∞

e0(JK, L). (10)

This is done explicitly using DMRG. In contrast, the NRG dis-
cretizes the continuum model in energy space (see Sec. VIII).
The analytic calculations are directly performed in the ther-
modynamic limit.

Another quantity of interest is the local spin correlation
function in the ground state

CS
0 (JK ) = 〈s0 · S〉. (11)

It can either be calculated directly, or from the Hellmann-
Feynman theorem (see Appendix B 1) [26,27]:

CS
0 (JK ) = ∂e0(JK )

∂JK
. (12)

In turn, we may calculate the ground-state energy from the
local spin correlation using

e0(JK ) =
∫ JK

0
dJ CS

0 (J ). (13)
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Therefore, Eq. (13) can be used to check the consistency
of the ground-state calculations because Eqs. (12) and (13)
hold for the exact ground state. Note that the Hellmann-
Feynman theorem also applies to variational approaches (see
Appendix B 1).

2. Ground-state impurity spin polarization, impurity-induced
magnetization, and zero-field susceptibilities

a. Global external field. In the presence of an external
magnetic field H, the spin on the impurity orients itself so
that the spin projection into the direction of the external field
becomes finite. We denote the impurity spin polarization as

mS (JK, B) = geμBSz(JK, B),

Sz(JK, B) = 〈Ŝz〉 = 1
2 〈n̂d,↑ − n̂d,↓〉. (14)

Correspondingly, we define the impurity spin susceptibility
via the relation

χS (JK, B) = ∂mS (JK, B)

∂H = geμB

2

∂mS (JK, B)

∂B
. (15)

The impurity spin polarization and susceptibility can straight-
forwardly be calculated for our various ground-state ap-
proaches.

The impurity spin polarization must not be confused with
the thermodynamic magnetization of the system,

m(JK, B, T ) = −∂F (JK, B, T )

∂H = geμBSz
tot (JK, B, T ), (16)

where T = 1/β is the temperature, and the total spin projec-
tion in the direction of the external field is

Sz
tot (JK, B, T ) = Sz(JK, B, T ) + sz(JK, B, T ),

Sz(JK, B, T ) = 〈Ŝz〉 = 1
2 〈n̂d,↑ − n̂d,↓〉, (17)

sz(JK, B, T ) = 〈ŝz〉 =
(L−1)/2∑

n=−(L−1)/2

〈ĉ+
n,↑ĉn,↑ − ĉ+

n,↓ĉn,↓〉
2

,

where the angular brackets imply the thermal average.
Since sz(JK, B, T ) is proportional to the system size, the

thermodynamic magnetization is not a useful quantity be-
cause the impurity spin contribution Sz(JK, B, T ) is only of
order unity. Therefore, it is more sensible to define impurity-
induced changes to thermodynamic quantities due to the pres-
ence of the impurity [10,11,13]. The impurity-induced free
energy is defined by

F ii(JK, B, T ) = −T ln Tr[exp(−βĤK )]

+ T ln Tr[exp(−β(T̂ + Ĥm ))], (18)

where the chemical potential is μ(T ) = 0 for the particle-
hole-symmetric Kondo and free-fermion Hamiltonians at all
temperatures [28]. The derivative with respect to H gives the
impurity-induced magnetization

mii (JK, B, T ) = geμB
(
Sz

tot (JK, B, T ) − sz,free(B, T )
)
. (19)

It is of the order unity.
In Eq. (18) we have F ii(JK, B, T = 0) = e0(JK, B) at

zero temperature so that we can obtain the impurity-induced

magnetization also from the excess ground-state energy

mii (JK, B) = −geμB

2

∂e0(JK, B)

∂B
. (20)

The impurity-induced magnetic susceptibility at zero temper-
ature follows as

χ ii(JK, B) = geμB

2

∂mii(JK, B)

∂B

= −
(geμB

2

)2 ∂2e0(JK, B)

∂B2
. (21)

We abbreviate the impurity-induced susceptibility at zero field
as χ ii

0 (JK ) ≡ χ ii(JK, B = 0).
b. Local external field. When the magnetic field is ap-

plied only at the impurity site, we denote the corresponding
quantities by an extra lower index “loc,” e.g., mS

loc(JK, B) and
χS

loc(JK, B). For a local field, the impurity spin polarization
and susceptibility are the proper thermodynamic quantities.
They can be calculated from the ground-state energy in the
presence of a local field:

mS
loc(JK, B) = −geμB

2

∂e0,loc(JK, B)

∂B
,

χS
loc(JK, B) = geμB

2

∂mS
loc(JK, B)

∂B

= −
(geμB

2

)2 ∂2e0,loc(JK, B)

∂B2
. (22)

For a local field, the free host electron system is unpolarized.
Therefore, the impurity-induced magnetization in the pres-
ence of a local field describes the impurity spin polarization
plus the induced magnetization of the host electrons and thus
is of order unity,

mii
loc(JK, B) = geμBSz

tot (JK, B)

= geμB(Sz(JK, B) + sz(JK, B)) (23)

at zero temperature. In general, the impurity-induced magne-
tization is smaller than the impurity spin polarization because
it is reduced by the contribution of the bath electron screening
cloud sz(JK, B) < 0.

c. Zero-field susceptibilities. There are four different sus-
ceptibilities at finite fields but only three different zero-field
susceptibilities because

χS
0 (JK, T ) = χ ii

0,loc(JK, T ) (24)

holds for all temperatures. To see this, we recall the definition
of the impurity-induced magnetization at finite local field B,

mii
loc(JK, B, T )

geμB
= 〈Ŝz + ŝz〉

= 1

Z Tr[e−β(T̂ +V̂sd−2BŜz )(Ŝz + ŝz )], (25)

so that from Eq. (19) we find

χ ii
0,loc(JK, T )

(geμB)2
= 1

T
〈Ŝz(Ŝz + ŝz )〉, (26)

where we used that the system is unpolarized for B = 0.
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On the other hand, the impurity spin polarization at finite
global field B is defined by

mS (JK, B, T )

geμB
= 〈Ŝz〉

= 1

Z Tr[e−β(T̂ +V̂sd−2BŜz−2Bŝz )Ŝz], (27)

so that from Eq. (15) we find

χS
0 (JK, T )

(geμB)2
= 1

T
〈(Ŝz + ŝz )Ŝz〉, (28)

where we used that the system is unpolarized for B = 0. A
comparison of Eqs. (26) and (28) proves Eq. (24).

Note that the equivalence (24) does not necessarily hold
for approximate approaches. In Sec. V we shall see that it is
not fulfilled for the Yosida variational approach. As shown
in Sec. VI, it is obeyed in the paramagnetic Gutzwiller wave
function. For the NRG, Eq. (24) provides a convenient tool to
assess the accuracy of the numerical calculations.

III. PERTURBATION THEORY FOR THE GROUND-STATE
ENERGY

In this section, we derive the excess ground-state energy
and local spin correlation function from weak-coupling and
strong-coupling perturbation theory at zero magnetic field.

A. Weak-coupling perturbation theory

When we ignore the coupling between the impurity spin
and the bath electrons, the ground state is doubly degenerate.
Since we are interested in the ground state, we work with the
spin-singlet state

|�0〉 =
√

1

2

(
d̂+

↓ âkF,↓ + d̂+
↑ âkF,↑

)|FS〉|vacd〉

≡
√

1

2
(|A〉 + |B〉), (29)

where kF = (L + 1)/2 is the Fermi number in the full chain.
The state |�0〉 is normalized to unity. The ground state of the
Kondo Hamiltonian for JK = 0 and an empty d level is given
by the Fermi sea

|FS〉 =
∏
σ

|FSσ 〉, |FSσ 〉 =
kF∏

k=1

â+
k,σ |vac〉. (30)

The calculations from standard perturbation theory are carried
out in Appendix A 3.

In the thermodynamic limit, there is no first-order correc-
tion, and the excess ground-state to second order reads as

e(2)
0 (JK ) = − f b2

1 (31)

with

f = −4
∫ 0

−1
dω1

∫ 0

−1
dω2ρ0(ω1)ρ0(ω2)

1

ω1 + ω2
, (32)

b2
1 = 〈�0|V̂ 2

sd|�0〉. (33)

As shown in Appendix B 2, we have b2
1 = 3J2

K/32, indepen-
dent of the density of states. In one dimension, f d=1 = 1 (see

Appendix A 3), so that our final result to second order is

e(2)
0 (JK ) = − 3

32
J2

K (34)

for the one-dimensional density of states (8).
For the local spin correlation function we thus find

CS
0 (JK � 1) = − 3

16
JK + O

(
J2

K

)
(35)

in the weak-coupling limit.

B. Strong-coupling perturbation theory

1. Leading order

To leading order in JK, the impurity spin and the electron
spin at the origin form a spin singlet. Since

s0 · S = 1
2

(
(s0 + S)2 − s2

0 − S2
) = 1

2

(
S2

tot − s2
0 − S2

)
(36)

and Stot = 0, S = s0 = 1
2 , we have

e0(JK ) = −3JK

4
(37)

to leading order in JK.

2. Next-to-leading order

To obtain the correction to order (JK )0, we realize that the
host electrons experience a scattering center at the origin of
infinite strengths. As shown in Appendix B 3, in the presence
of a local impurity potential of strength V , spinless fermions
experience the energy shift

eps
0 (V ) = − 1

π

∫ 0

−1−η

dω ω
∂

∂ω
Cot −1

[
1 − V 0(ω)

πV ρ0(ω)

]
, (38)

where ρ0(ω) is the density of states of the free host electrons
and 0(ω) is its Hilbert transform

0(ω) =
∫ 1

−1
− dε

ρ0(ε)

ω − ε
. (39)

Moreover, Cot−1(x) = cot−1(x) + πθH(−x) is continuous
and differentiable across x = 0, where θH(x) is the Heaviside
step function.

In one dimension, we obtain from Appendix B 3

eps
0 (V ) = 1

2 (1 + V −
√

1 + V 2) (40)

for the energy shift per spin species which reduces to

eps
0 (V → ∞) = 1

2 (41)

for V → ∞. Summing over both spin species we obtain

e0(JK ) = −3JK

4
+ 1 (42)

for the strong-coupling limit of the Kondo model, with cor-
rections of the order (JK )−1.

For the local spin correlation function we thus find

CS
0 (JK � 1) = −3

4
+ O

(
J−2

K

)
(43)

in the strong-coupling limit.
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IV. LANCZOS VARIATIONAL APPROACH

As a first variational approach, we consider the Lanczos
theory and compile the results for the first-order Lanczos state.
The calculations of higher orders quickly become cumber-
some and prone to errors. Since the Yosida and Gutzwiller
variational description are superior to the Lanczos approach,
we only consider the Kondo model without an external mag-
netic field.

A. Recursive construction

The Lanczos approach starts from some initial state |�0〉,
e.g., the state defined in Eq. (29). The next states are con-
structed recursively [14,15],

|�n+1〉 = Ĥ |�n〉 − an|�n〉 − b2
n|�n−1〉, n � 0 (44)

where we set b0 ≡ 0, and

an = 〈�n|Ĥ |�n〉
〈�n|�n〉 ,

b2
n = 〈�n|�n〉

〈�n−1|�n−1〉 � 0. (45)

The states |�n〉 are not normalized to unity but they are
orthogonal to each other (see Appendix B 2).

The real parameters al , bl > 0 define the elements of the
(M + 1) × (M + 1) tridiagonal Hamilton matrix H (M ) with
the entries

Hl,m = δl,m+1bl + δl,mal + δl,m−1bl+1 (46)

for 0 � l, m � M. Its lowest eigenvalue �
(M )
0 provides a

variational upper bound to the ground-state energy [14,15]

E0 � �
(M )
0 � �

(M−1)
0 (47)

for all M � 1. For completeness, we include a simple proof in
Appendix B 2.

B. Results for the first-order Lanczos state

The variational Lanczos energy to leading order is

�
(0)
0 = a0 = 0 (48)

[see Eq. (A21)]. The variational Lanczos energy to first order
reads as

�
(1)
0 = 1

2

[
a1 −

√
a2

1 + 4b2
1

]
. (49)

The matrix elements in one spatial dimension are calculated
in Appendix B 2 with the result

�
(1)
0 (JK ) = 1

2

⎡⎣−JK

2
+ 4

π
−
√(

−JK

2
+ 4

π

)2

+ 3J2
K

8

⎤⎦.

(50)

To second order in JK, the first-order Lanczos energy reads as

�
(1)
0 (JK � 1) = −π

4

3J2
K

32
+ O

(
J3

K

)
. (51)

In comparison with second-order perturbation theory
[Eq. (34)], the Lanczos state accounts for π/4 ≈ 78.5%
of the exact second-order term.

For strong coupling, the first-order Lanczos state provides
the bound

�
(1)
0 (JK � 1) = 1

8
(−2 −

√
10)JK + 2

5 + √
10

5π

= −0.645JK + 1.04. (52)

For JK � 1, the first-order Lanczos energy accounts for
86.0% of the exact ground-state energy given in Eq. (42).

V. YOSIDA WAVE FUNCTION

As the next variational theory, we study the Yosida varia-
tional state that we generalize to the case of a finite external
field. The Yosida state gives a poor variational energy but
recovers the exponentially large magnetic susceptibility for
small Kondo couplings. Moreover, the calculations can be
carried out analytically to a far degree.

A. Yosida variational state

1. Definition

Yosida [16,17] extended |�0〉 in Eq. (29) in a generic way,
and proposed the variational wave function

|�Y〉 =
√

1

2L

∑
k,εk>0

αk (â+
k,↓d̂+

↑ − â+
k,↑d̂+

↓ )|FS〉|vacd〉. (53)

Here, αk is real and of the order unity. Note that |�Y〉 is a
spin-singlet state.

To include a spin anisotropy at finite external field B � 0,
we generalize the Yosida wave function

|�Y(B)〉 =
√

1

2L

[∑′

k

αk,↓â+
k,↓d̂+

↑ |FS〉|vacd〉

−
∑′′

k

αk,↑â+
k,↑d̂+

↓ |FS〉|vacd〉
]
. (54)

Since the Fermi sea depends on the magnetic field, the prime
on the sum restricts the k values to εk > −εF, the double prime
indicates εk > εF > 0, where εF is a function of the magnetic
energy scale B > 0.

B. Variational ground-state energy

1. Energy equation

The calculations are carried out in Appendix A 4. We
abbreviate the principal-value integral

F1(x, B) =
∫ 1

B
− dω ρ0(ω)

1

ω − x
, (55)

whereby we assume throughout that 0 � B < 1, i.e., the host
electrons are not fully polarized. Note that Eq. (A41) permits
to set εF = B in our further considerations.

The Yosida ground-state energy λ = eY
0 (JK, B) follows

from the solution of the implicit equation(
1 − JKF+

4

)(
1 − JKF−

4

)
− J2

KF+F−
4

= 0, (56)

where we abbreviated F+ ≡ F1(λ + JKs0/2, B) and F− ≡
F1(λ − JKs0/2,−B). In one spatial dimension we have
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s0(B) = (1/π ) arcsin(B) from Eq. (A34) and

F1(x, B) = 1

π
√

1 − x2
ln

[
1 − Bx +

√
(1 − B2)(1 − x2)

B − x

]
.

(57)

Equation (56) provides a solution only for B � BY
c (JK ) above

which the Yosida state becomes unstable. This problem does
not occur in the Gutzwiller description so that we do not
extend the Yosida state to the region B > BY

c (JK ).

2. Ground-state energy at zero field

At B = 0, Eq. (56) simplifies to

F (λ) = 4

3JK
,

F (λ) ≡ F1(λ, 0) = 1

π
√

1 − λ2
ln

[
1 + √

1 − λ2

−λ

]
(58)

for the ground-state energy λ = eY
0 (JK ) < 0. In general, the

solution of Eq. (58) must be determined numerically.
a. Small Kondo couplings. For small |E |, we can address

a general density of states because

F (λ) = ρ0(0)
∫ 1

0
dω

1

ω − λ
+
∫ 1

0
dω

ρ0(ω) − ρ0(0)

ω − λ

≈ ρ0(0)[− ln(−λ) + ln(C)] + O(λ) (59)

for |λ| � 1. Here we introduced the regularized first negative
moment of the density of states

ln(C) = −
∫ 0

−1

dω

ω

(
ρ0(ω)

ρ0(0)
− 1

)
. (60)

For a constant density of states we have Cconst = 1 by defi-
nition. For the one-dimensional density of states (8) we find
Cd=1 = 2.

To leading order we must solve

−ρ0(0) ln(|E |/C) = 4

3JK
(61)

so that

eY
0 (JK � 1) = −C exp

(
− 4

3ρ0(0)JK

)
(62)

results from the Yosida wave function for small Kondo cou-
plings. The structure of the density of states only enters via
the prefactor C. A comparison with the exact second-order
expression (34) shows that the exponentially small variational
bound provided by the Yosida wave function is rather poor.

b. Large Kondo couplings. For large Kondo couplings,
the structure of the density of states matters and we restrict
ourselves to the one-dimensional case. For large |E | we must
solve to leading and next-to-leading order

1

2|E | − 1

πE2
= 4

3JK
(63)

so that

eY
0 (JK � 1) = −3JK

8
+ 2

π
(64)

results from the Yosida wave function for large Kondo cou-
plings. The comparison with the perturbative strong-coupling
result (42) shows that the Yosida wave function does not
become exact for JK � 1. This indicates that the Yosida state
does not properly describe the strong-coupling singlet state.

C. Zero-field susceptibilities

The calculations are carried out in Appendix A 5. Here, we
summarize the results for the various zero-field susceptibili-
ties.

1. Zero-field impurity spin susceptibility

To obtain the zero-field impurity spin susceptibilities,
we can replace eY

0 (JK, B) and eY
0,loc(JK, B) by eY

0 (JK ) in
Eqs. (A51) and (A52); corrections are of the order B2 because
the impurity spin polarization vanishes at B = 0. Using Math-
ematica [29] and Eq. (58) in Eq. (15) we find

χS,Y
0 (JK )

(geμB)2
= (3JK )

2π
(
3 − [

eY
0 (JK )

]2)− 3JK

128π2
(
1 − [

eY
0 (JK )

]2)|eY
0 (JK )|

(65)

for the zero-field impurity spin susceptibility in the presence
of a global field, and

χS,Y
0,loc(JK )

(geμB)2
= 3

(
3JK − 4π

[
eY

0 (JK )
]2)

64π
(
1 − [

eY
0 (JK )

]2)|eY
0 (JK )|

(66)

for the zero-field impurity spin susceptibility in the presence
of a local field for the one-dimensional density of states (8).

a. Small Kondo couplings. The Yosida energy is exponen-
tially small, eY

0 (JK ) ≈ −C exp[−4/(3ρ0(0)JK )], so that we
obtain

χS,Y
0 (JK � 1)

(geμB)2
≈ χS,Y

0,loc(JK � 1)

(geμB)2

(
1 − ρ0(0)JK

2

)
,

χS,Y
0,loc(JK � 1)

(geμB)2
≈ 9ρ0(0)JKe4/(3ρ0(0)JK )

64C
, (67)

which are identical up to a correction factor that goes to unity
for ρ0(0)JK → 0. The zero-field impurity spin susceptibilities
display an exponential increase for small Kondo couplings, as
is characteristic for the Kondo model.

b. Large Kondo couplings. For large Kondo couplings
JK � 1, we have eY

0 (JK ) ≈ −3JK/8 + 2/π in one dimension
so that we find

χS,Y
0 (JK � 1)

(geμB)2
≈ 1

8π
+ 2

π2JK
, (68)

χS,Y
0,loc(JK � 1)

(geμB)2
≈ 1

2JK
. (69)

Since the Yosida state does not become exact for large Kondo
couplings, the zero-field impurity spin susceptibility for a
global field does not vanish for JK → ∞. The corresponding
susceptibility for a local field behaves properly, and even
reproduces the exact result, as derived in Sec. VI.

2. Zero-field impurity-induced susceptibility

Using Mathematica [29] we find the impurity-induced
magnetic susceptibility at zero field from Eq. (A58)
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[λ ≡ eY
0 (JK )]

χ ii,Y
0 (JK )

(geμB)2
= JKC(λ, JK )

128λ(λ2 − 1)π3(4λ2π − 3JK )
,

C(λ, JK ) = 9J3
K + 12J2

K(9λ2 − 5)π

+ 4JK(33 − 62λ2 + 9λ4)π2 − 96(λ2 − 1)2π3,

(70)

where we used Eq. (58) to simplify the expressions. In the
presence of a local field, Eq. (A61) leads to

χ ii,Y
0,loc(JK )

(geμB)2
= 9J2

K + 24πJK(3λ2 − 1) − 16π2λ2(2 + 3λ2)

32λ(λ2 − 1)π (−3JK + 4πλ2)
.

(71)

a. Small Kondo couplings. The Yosida energy is exponen-
tially small eY

0 (JK ) ≈ −C exp[−4π/(3JK )], so that

χ ii,Y
0 (JK � 1)

(geμB)2
≈ e4/(3ρ0(0)JK )

4C

×
(

1 − 11

8
ρ0(0)JK + 5

8
(ρ0(0)JK )2

)
(72)

with corrections of order J3
K, and

χ ii,Y
0,loc(JK � 1)

(geμB)2
≈ e4/(3ρ0(0)JK )

4C

(
1 − 3

8
ρ0(0)JK

)
(73)

with exponentially small corrections. Thus, the zero-field
impurity-induced susceptibility has the same exponential
prefactor as in the case of a global field but the correction
factor is different already in linear order.

The zero-field susceptibility is exponentially large for
small JK, in qualitative agreement with the exact solution.
However, the exponent is not quite correct, namely, the factor
4
3 should be replaced by unity. Moreover, the exact suscepti-
bility contains a correction factor proportional to

√
JK/π (see

Sec. VII).
Note that the shape of the density of states only enters

through the prefactor C that appears in the Yosida ground-state
energy. Thus, the algebraic correction terms in Eqs. (72) and
(73) are universal in the sense that they do not depend on the
shape of the host-electron density of states. This behavior is
also seen in the exact zero-field susceptibilities (see Sec. IX).

b. Large Kondo couplings. For large Kondo couplings
JK � 1, we have eY

0 (JK ) ≈ −3JK/8 + 2/π in one dimension
so that

χ ii,Y
0 (JK � 1)

(geμB)2
≈ − 3JK

16π2
+ π2 − 12

2π3
+ O(1/JK ) < 0.

(74)

Since the Yosida wave function does not describe the local
spin-singlet state properly, the susceptibility becomes negative
for large Kondo couplings which indicates that the Yosida
state is unstable for JK > JY

K,c ≈ 3.7543. The instability point
is obtained from a numerical solution of χ ii,Y

0 (JY
K,c) = 0. At

JK = JY
K,c, the critical external field vanishes, BY

c (JY
K,c) = 0.

FIG. 1. Zero-field impurity spin susceptibility χ S,Y
0 /(geμB)2

[Eqs. (65) and (66)] and zero-field impurity-induced susceptibility
χ ii,Y

0 /(geμB)2 [Eqs. (70) and (71)] for global/local magnetic fields
as a function of JK of the one-dimensional symmetric Kondo model
from the Yosida wave function. The zero-field impurity-induced
susceptibility becomes negative at JK = JY

K,c ≈ 3.7543.

For large Kondo couplings JK � 1, we have eY
0 (JK ) ≈

−3JK/8 + 2/π so that

χ ii,Y
0,loc(JK � 1)

(geμB)2
≈ 1

JK
+ O

(
J−3

K

)
. (75)

This result is qualitatively correct. Note, however, that the
Yosida wave function fails to reproduce the exact equivalence
of the zero-field impurity-induced susceptibility for a local
field and the zero-field impurity spin susceptibility [Eq. (24)].

In Fig. 1 we show the corresponding zero-field suscepti-
bilities. They all display an exponential increase for small JK,
and only differ in the preexponential factor. For the impurity
spin susceptibility in the Yosida wave function, this factor is
proportional to JK and also numerically small [see Eq. (67)].
Therefore, the impurity spin susceptibility is substantially
smaller than the impurity-induced susceptibility; this is an
artifact of the Yosida wave function.

For large Kondo couplings JK > 1, the impurity-induced
susceptibility becomes negative for JK > JY

K,c, i.e., the Yosida
state becomes unstable against a state with a locally broken
symmetry. The other susceptibilities remain positive for all
JK. The impurity spin susceptibility becomes constant for
large JK [see Eq. (68)] which is at odds with the exact
solution. The local susceptibilities are qualitatively correct
for large couplings inasmuch they decay to zero for strong
couplings [see Eqs. (69) and (75)]. In fact, the impurity spin
susceptibility from the Yosida wave function in the presence
of a local field χS,Y

0,loc(JK ) [Eq. (69)] becomes exact in the limit
of strong coupling (see Sec. IX).

VI. GUTZWILLER WAVE FUNCTION

As the third and last analytic variational approach, we
study the Gutzwiller wave function. It becomes exact in the
limit of large Kondo couplings and provides a very good
variational upper bound for the ground-state energy for all
Kondo couplings. However, for weak couplings it describes
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a symmetry-broken state with an oriented moment on the
impurity, and a transition to the paramagnetic state at JG

K,c that
is not contained in the exact solution of the model.

A. Gutzwiller variational state

We define the Gutzwiller variational state [18,19]

|�G〉 = P̂G|�〉, (76)

where |�〉 is a normalized single-particle product state to be
determined variationally. At half band filling we have

nd,0
σ = 〈�|n̂d

σ |�〉 = 1
2 + σnm, (77)

where σn = 1 for σ =↑ and σn = −1 for σ =↓, and 0 �
m < 1

2 is the impurity spin polarization in the single-particle
product state |�〉:

m = 1
2 〈�|n̂d

↑ − n̂d
↓|�〉. (78)

For a complete Gutzwiller projection, we choose

P̂G = λ↑m̂d
↑ + λ↓m̂d

↓, m̂d
σ = n̂d

σ

(
1 − n̂d

σ̄

)
, (79)

where we use ↑̄ =↓ and ↓̄ =↑. Moreover, we demand

P̂2
G = 1 + x(n̂d

↑ − nd,0
↑ )(n̂d

↓ − nd,0
↓ ) (80)

which does not restrict the variational freedom but simplifies
the evaluation of the wave function; for a thorough discussion,
see Ref. [30]. Thus, we have to solve

λ2
↑m̂d

↑ + λ2
↓m̂d

↓ = λ2
↑n̂d

↑ + λ2
↓n̂d

↓ − (λ2
↑ + λ2

↓)n̂d
↑n̂d

↓
!= 1 + x(n̂d

↑ − nd,0
↑ )(n̂d

↓ − nd,0
↓ ). (81)

The solution reads as

x = − 1

nd,0
↑ nd,0

↓
= − 4

1 − 4m2
,

λ2
σ = 1

nd,0
σ

= 2

1 + 2σnm
. (82)

Before we proceed, we note the useful relations

P̂Gd̂+
σ d̂σ̄ P̂G = λσλσ̄ d̂+

σ d̂σ̄ ,

P̂G(n̂d
↑ − n̂d

↓)P̂G = λ2
↑m̂d

↑ − λ2
↓m̂d

↓

= n̂d
↑

nd,0
↑

− n̂d
↓

nd,0
↓

+ 2m
n̂d

↑n̂d
↓

nd,0
↑ nd,0

↓
. (83)

B. Ground-state energy

The calculation of expectation values and the variational
optimization of the energy functional is presented in Appen-
dices A 6 and A 7. It requires the solution of an effective
noninteracting single-impurity Anderson model that is char-
acterized by a local hybridization parameter V .

1. Paramagnetic Gutzwiller state

For m = 0, the ground-state energy for the non-interacting
single-impurity Anderson model is known explicitly for all

relevant cases. For example, in one dimension it reads as [28]

eA
0 (V ) = 1

π

[
−π + 2v+ arctan

(
1

v−

)
+ v− ln

(
v+ − 1

v+ + 1

)]
+ 2(1 − v+), (84)

v± =
√√

1 + 4V 4 ± 1

2
. (85)

The Hellmann-Feynman theorem then gives

∂eA
0 (V )

∂V
= − 8V

3JK
. (86)

The self-consistency equation (86) defines V (JK ) as a function
of JK.

The Gutzwiller variational energy for the Kondo model
becomes

eG
0 (JK ) = eA

0 (V (JK )) + 4[V (JK )]2

3JK
. (87)

In general, the Gutzwiller variational energy for the Kondo
model must be determined numerically.

a. Small Kondo couplings. For JK � 1 and thus V � 1,
we can approximate

eA
0 (V � 1) ≈ 2V 2

π
[ln(V 2/2) − 1] (88)

in one dimension so that the self-consistency equation (86)
becomes

− 2π

3JK
= ln(V 2/2), V 2 = 2 exp

(
− 2π

3JK

)
. (89)

Therefore, the Gutzwiller estimate for the ground-state energy
at small Kondo couplings becomes

eG
0 (JK � 1) = − 4

π
exp

(
− 2

3ρ0(0)JK

)
. (90)

This is much smaller than the Yosida energy equation (62),
and even smaller than the value for the Yosida-Yoshimori
wave function [17,31]

eY,Y
0 (JK � 1) ∼ − exp

(
− 1

ρ0(0)JK

)
. (91)

This is not surprising because both variational states miss
the actually quadratic dependence of the ground-state en-
ergy on JK for small interaction strengths e0(JK ) ∼ −J2

K [see
Eq. (34)].

b. Large Kondo couplings. For JK � 1 we can approxi-
mate

eA
0 (V � 1) ≈ −2V + 1 − 1

2V
+ 2

3πV 2
− 1

16V 3
+ O(1/V 5)

(92)

in one dimension. The self-consistency equation (86) becomes

− 4V

3JK
= −1 + 1

4V 2
− 2

3πV 3
+ 3

32V 4
+ O(1/V 6),

V = 3JK

4
− 1

3JK
+ 32

27πJ2
K

− 14

27J3
K

+ O
(
1/J5

K

)
. (93)
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Therefore, the Gutzwiller estimate for the ground-state energy
at large Kondo couplings reads as

eG
0 (JK � 1) = −3JK

4
+ 1 − 2

3JK
+ 32

27πJ2
K

− 8

27J3
K

, (94)

up to and including third order in 1/JK. This is much smaller
than the Yosida energy (64) and is actually exact, up to
corrections of the order 1/JK [see Eq. (42)]. Below, we argue
that the first- and second-order corrections in 1/JK are also
exact.

The local spin correlation is obtained from the variational
Hellmann-Feynman theorem. For large JK we find

CS,G
0 (JK � 1) = −3

4
+ 2

3J2
K

− 64

27πJ3
K

+ O
(
1/J4

K

)
. (95)

2. Magnetic Gutzwiller state for weak coupling

As shown in Appendix A 7, the numerical optimization of
the variational parameters leads to

eG
0 (JK ) ≈ −0.0905J2

K − 0.051J3
K − 0.05J4

K (96)

for the Gutzwiller variational energy for JK � 0.4.
The quadratic coefficient from the magnetic Gutzwiller

wave function can be compared with the exact result from
perturbation theory e0(JK ) ≈ −3J2

K/32 = −0.093 75J2
K [see

Eq. (34)]. The magnetic Gutzwiller states account for 96.5%
of the correlation energy. Hence, the magnetic Gutzwiller
provides an excellent energy estimate but fails to describe the
physics properly because it breaks the local symmetry m > 0
for B = 0+.

C. Zero-field susceptibilities

The calculations are carried out in Appendix A 8. Here, we
summarize the results for the various zero-field susceptibili-
ties in the strong-coupling limit.

1. Five equations

The calculation of the zero-field susceptibilities from the
Gutzwiller wave function requires the solution of a 5 × 5
matrix problem

M · v = g, (97)

where gT
loc

= (1, 0, 0, 0, 0) for a local field, and gT =
(1, 0, g3, g4, g5) for a global field whose nontrivial entries
g3, g4, g5 are known functions of V , and V (JK ) follows from
Eq. (86) (see Appendix A 8). Likewise, the entries of the 5 × 5
matrix M are known functions of V and JK. The vector

v =

⎛⎜⎜⎜⎝
ω̄p

Ēd

K̄
M̄0

χ

⎞⎟⎟⎟⎠ (98)

contains the five unknowns that determine the susceptibilities

χS,G
0 (JK, B)

(geμB)2
= χ, (99)

χ ii,G
0 (JK )

(geμB)2
= Ēd

2πV 2
. (100)

The choice of g determines whether the external field is
applied globally or locally.

Although Mathematica [29] provides an analytic solution
of the linear problem, the expressions are very lengthy and not
illuminating. Eventually, we evaluate them numerically.

2. Strong-coupling limit

As shown in Appendix A 8, compact results can be ob-
tained for JK � 1. For the zero-field impurity spin suscepti-
bility we find

χS,G
0 (JK � 1)

(geμB)2
= 20

9πJ2
K

+ O
(
1/J4

K

)
, (101)

χS,G
0,loc(JK � 1)

(geμB)2
= 1

2JK
+ 28

27J3
K

+ O
(
1/J4

K

)
(102)

in the presence of a global and a local field, respectively.
For the zero-field impurity-induced susceptibilities, the

Gutzwiller result for strong coupling reads as

χ ii,G
0 (JK � 1)

(geμB)2
= 8

9πJ2
K

+ 416

81π2J3
K

+ O
(
1/J4

K

)
, (103)

χ ii,G
0,loc(JK � 1)

(geμB)2
= 20

9πJ2
K

+ O
(
1/J4

K

)
(104)

in the presence of a global and a local field, respectively.
Since the Gutzwiller wave function becomes the exact

ground state for strong coupling, we argue that these results
are correct to the indicated order. We shall confirm this
assessment from the comparison with numerically exact data
from NRG and DMRG in Sec. IX C.

3. Critical interaction for the magnetic transition

For JK > JG
K,c, the Gutzwiller state describes a spin-

isotropic state at the impurity site. For JK < JG
K,c, the local spin

symmetry in the Gutzwiller state is spontaneously broken, i.e.,
m > 0 is optimal even at B = 0+.

With the help of the zero-field spin susceptibility, the
transition can accurately be identified because the determi-
nant of the matrix M(JK ) changes sign at J = JG

K,c. Using
Mathematica [29], the determinant as a function of V can be
calculated analytically but the expressions are lengthy. The
solution of

det (M(Vc)) = 0 (105)

is Vc = 0.455 922 250 995 497 5 with det (M(Vc)) = −3.8 ×
10−15, or

JG
K,c = 0.839 276 243 253 319 8 . (106)

4. Comparison of susceptibilities

The paramagnetic Gutzwiller state is stable only for JK >

JG
K,c ≈ 0.839 so that we focus on JK � 1. Since the Gutzwiller

wave function becomes exact for JK → ∞, all susceptibilities
are positive and well behaved.

In Fig. 2 we show the global and local zero-field suscepti-
bilities. As seen from the figure, the asymptotic formulas for
the impurity spin susceptibilities, Eqs. (101), (102), (103), and
(104), are applicable for JK � 4.
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FIG. 2. Zero-field impurity spin susceptibility χ S,G
0 /(geμB)2

[Eq. (99)] and zero-field impurity-induced susceptibility
χ ii,G

0 /(geμB)2 [Eq. (100)] for global/local magnetic fields as a
function of JK � 1 of the one-dimensional symmetric Kondo model
from the Gutzwiller wave function. For comparison, we also include
the limiting behavior for the susceptibilities, Eqs. (101), (102),
(103), and (104).

Figure 2 also shows that the equivalence

χS,G
0 (JK ) = χ ii,G

0,loc(JK ) (107)

holds for all JK > 1. Therefore, the Gutzwiller approach
respects the exact relation (24) at zero temperature. Indeed,
as seen from the derivation in Appendix A 7, the Gutzwiller
approach solves an effective noninteracting single-impurity
Anderson model for which the exact relation (24) is readily
shown to hold, too.

VII. BETHE-ANSATZ RESULTS

Using Bethe ansatz, the Kondo model is solved for a linear
dispersion relation with unit Fermi velocity in the wide-band
limit, i.e., the dispersion relation εBA(k) = k formally extends
from k− = −∞ to k+ = +∞. Therefore, an appropriate en-
ergy cutoff D must be introduced in the Bethe-ansatz equa-
tions. This procedure is not unique. Therefore, there are two
Bethe-ansatz solutions for the spin- 1

2 Kondo model: first, the
one discussed by Tsvelick and Wiegmann, referred to as TW
[10], and, second, the one reviewed by Andrei, Furuya, and
Lowenstein, referred to as AFL [11]. The basic Bethe-ansatz
equations agree but the expressions for the parameters as a
function of the Bethe-ansatz Kondo coupling JBA

K /D differ
beyond leading order. For a lattice-regularized Bethe-ansatz
solvable impurity model, see Ref. [32].

In this section we discuss the Bethe-ansatz results for the
zero-field impurity-induced susceptibility and magnetization.
As shown in Appendix B 5, the Bethe-ansatz solution leads to

eBA
0

(
JBA

K

) = O
((

JBA
K

)3)
. (108)

Thus, the Bethe-ansatz results cannot be used for comparison
with the ground-state energy of the Kondo impurity on a
chain.

A. Zero-field impurity-induced magnetic susceptibility

The Bethe ansatz leads to Eq. (4.30) of AFL [11] or Eq.
(5.1.23) of TW [10] for the zero-field magnetic susceptibility

χ ii
0 (JK )

(geμB)2 = 1

4πT0
(
JBA

K

) (109)

in the limit of small JBA
K for a half-filled system.

The Bethe ansatz solves the Kondo model for a Kondo
interaction strength JBA

K in the limit of an infinite bandwidth.
To arrive at tangible results, a symmetric bandwidth cutoff,
|ε| < D, is imposed on the Bethe-ansatz equations, and peri-
odic boundary conditions are implemented so that the elec-
tron density remains finite, DAFL ≡ Ne/L = 1/2 at half band
filling (see Appendix B 5). The corresponding bandwidth is
W BA = 2D with

D ≡ KAFL = πDAFL = π

2
(110)

so that the density of states is given by

ρ0 = 1

2D
= 1

π
(111)

at the Fermi energy EF = 0, and for all |ε| � D. Then, the
low-temperature magnetic energy scale from Bethe ansatz is
given by

T0
(
JBA

K

) = D

π
exp

(
− 1

ρ0JBA
K

)
. (112)

The remaining problem is to express T0(JBA
K ) as a function of

JK or, equivalently, to find an explicit relation between JBA
K

and JK. The existence of such a unique relation is thoroughly
discussed in Sec. VI of AFL [11].

B. Wilson’s renormalization group

Wilson’s renormalization group [5] for the Kondo model
starts from the lattice model in the thermodynamic limit
with its energy cutoff parameter D = W/2 = 1 and Kondo
coupling JK. By successively integrating out the high-energy
degrees of freedom, the renormalization group flows to the
Bethe-ansatz model with a linear dispersion relation around
the Fermi energy and the coupling JBA

K .
The renormalization group (RG) transformation is actually

performed on the Hamiltonian as well as on the matrix repre-
sentation of the operators, both influencing the physical quan-
tities such as the zero-field impurity-induced susceptibility. In
his review, Eq. (IX.91) on p. 835 [5], Wilson provides the
general series expansion for the zero-field impurity-induced
susceptibility at zero temperature

χ ii
0 (JK )

(geμB)2
= w

4D̃( j)

exp (1/ j)√
j

exp

(
−α1 j −

∞∑
n=2

αn jn

)
,

D̃( j)

D = c0 +
∞∑

n=1

cn jn, j = ρ0(0)JK (113)

where ρ0(0) is the density of states at the Fermi energy.
In Ref. [5], α1 and w were determined numerically for a
constant density of states w/4 ≈ 0.1032 and α1 = 1.5824.
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AFL calculated the Wilson number w analytically [11]

w = wAFL

π
= eγE+1/4

π3/2
≈ 0.410 705 (114)

with Euler’s constant γE ≈ 0.577 216. We concisely rederive
w in Appendix B 6.

The coefficients cn in Eq. (113) can be obtained from
the high-temperature expansion of the zero-field impurity-
induced susceptibility. To third order it reads as [see Eq.
(IX.57) of Ref. [5]]

4T χ ii
0 (T, JK )

(geμB)2
≈ 1 − j + j2 ln[T/D̃( j)]

− j3

[
(ln[T/D̃( j)])2 + 1

2
ln[T/D̃( j)]

]
.

(115)

Indeed, to second order the comparison of Eq. (VI-78) of the
Supplemental Material [23] with Eq. (115) gives

D̃( j)

D ≈ UC

2
≡ c0 (116)

with

U = e3/4+γE

π
= √

πew (117)

from Eq. (VI-58) and C from Eq. (60). Thus, the prefactor of
the susceptibility in Eq. (113) to leading order reads as

w

4D̃( j)
≈ w

2UCD = 1

2DC
√

πe
. (118)

This result does not contain the Wilson number but only the
prefactor 1/(2DC

√
πe). This does not come as a surprise

because we consider finite magnetic fields at zero temperature
while TK characterizes the zero-field susceptibility at finite
temperatures. Note that the prefactor c0 in Eq. (116) contains
information about the host-electron density of states via the
regularized first negative moment (60).

As shown in AFL [11], and rederived in Appendix B 6, the
Kondo temperature TK and the magnetic energy scale TH =√

π/eT0 are related by

TK = UTH, (119)

with corrections of the order ρ0(0)JK. Using Eqs. (109), (112),
(113), and (118), we find

TK = w
√

πe
DC

2

√
ρ0(0)JK exp

(
− 1

ρ0(0)JK

)
, (120)

with corrections of the order ρ0(0)JK. Thus, in Eq. (109)

χ ii
0 (JK )

(geμB)2
= w

4TK
, (121)

which is the familiar expression of the zero-temperature sus-
ceptibility in terms of the Kondo temperature TK [see Eq.
(4.58) of Hewson’s book [4]].

In general, Eq. (113) can be cast into the form

χ ii
0 (JK )

(geμB)2
= s0

χ̄0( j)

(geμB)2

(
1 +

∞∑
n=1

sn

s0
jn

)
, j = ρ0(0)JK

χ̄0( j)

(geμB)2
= exp (1/ j)√

j
, s0 = 1

2DC
√

πe
. (122)

To go beyond the leading order, i.e., to determine the coef-
ficient s1 in Eq. (122) analytically, requires the cumbersome
calculation of the ground-state energy as a function of mag-
netic field B to third order in ρ0(0)JK. This is beyond the scope
of our presentation.

The comparison of the zero-field impurity-induced suscep-
tibility from the renormalization group in Eq. (122) with the
corresponding Bethe-ansatz expressions (109) and (112) leads
to the desired relation between (D, JBA

K ) and (D, JK ):

1

ρ0JBA
K

= 1

ρ0(0)JK
− 1

2
ln (ρ0(0)JK ) + ln

(√
1

πe

2D

CD

)

+ ln

[
1 +

∞∑
n=1

sn

s0
(ρ0(0)JK )n

]
(123)

with D = W/2 = 1 for the lattice model and D = π/2 in the
Bethe-ansatz solvable model.

In passing, we address the zero-field spin susceptibility of
the single-impurity Anderson model (SIAM). For the SIAM,
the Bethe ansatz gives [4]

χ ii,SIAM
0 (u)

(geμB)2 = 1

4TL(u)

[
1 +

∫ π/(2u)

0

dx√
πx

ex−π2/(16x)

]
(124)

with

TL(u) = UH

√
1

2u
e−πu/8+π/(2u) (125)

and u = UH/�, � = 4V 2/W in terms of the Hubbard inter-
action UH and the local hybridization V in the SIAM with a
constant density of states.

In the limit of large u, the integral in Eq. (124) becomes
exponentially small so that TL(u � 1) alone determines the
zero-field susceptibility. We identify

j = ρ0JK = 8

πu
(126)

to arrive at (u � 1, j � 1)

χ ii,SIAM
0 (u)

(geμB)2 ≈ χ̄0( j)

(geμB)2

1√
πU

e−π2 j/16

= χ̄0( j)

(geμB)2
sSIAM

0

(
1 +

∞∑
n=1

sSIAM
n

sSIAM
0

jn

)
.

(127)

As for the SIKM, the impurity-induced zero-field susceptibil-
ity χ ii,SIAM

0 ( j) can be cast into the form (122). To reproduce
the results for the SIKM from the SIAM for u � 1, we need to
set sSIAM

0 = s0 so that UH ≡ 2D√
e > W for a constant density

of states which implies that V or � varies while UH is fixed.
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Unfortunately, it is not possible to identify the coefficients
sn with sSIAM

n because the formula (124) contains the contri-
butions of the charge degrees of freedom that become relevant
for n � 1. Therefore, the Bethe-ansatz results for the SIAM at
strong coupling cannot be used for the SIKM beyond leading
order.

C. Impurity-induced magnetization

The Bethe ansatz provides the impurity-induced magneti-
zation of the system mii (JBA

K , B, T ) at finite temperatures T
and finite external fields B [see Eq. (19)]. For small couplings
JK � 1, the impurity-induced susceptibility is exponentially
large [see Eq. (122)], so that the relevant magnetic fields
that lead to a finite magnetization are exponentially small.
The polarization of the host electrons becomes negligibly
small, and we do not have to distinguish between the impurity
spin polarization and the impurity-induced magnetization, i.e.,
mii (JK � 1, B → 0) = mS (JK � 1, B → 0), with exponen-
tial accuracy. Therefore, the zero-field susceptibilities from
the impurity-induced magnetization and from the impurity
spin polarization become identical.

From Eqs. (5.1.34) and (5.1.37) in TW and (4.29) in AFL,
the Bethe-ansatz result for the impurity-induced magnetiza-
tion reads as [e = exp(1)]

mii(h � 1)

geμB
= 1

2
√

π

∞∑
n=0

(
n + 1/2

e

)n+1/2 (−1)nh2n+1

n!(n + 1/2)
,

(128)

mii(h � 1)

geμB
= 1

2
− 1

2π3/2

∫ ∞

0
dω

sin(πω)

ω
�(1/2 + ω)

×
(ω

e

)−ω

h−2ω. (129)

In Eqs. (128) and (129), the external field is scaled by the
universal low-temperature magnetic energy scale T1:

h = B/T1,

T1 =
√

2π

e
T0 =

√
2π

e

(
4πχ ii

0 (JK )

(geμB)2

)−1

. (130)

Since χ ii
0 (JK ) can be calculated analytically in terms of

ρ0(0)JK only to leading order [see Eq. (123)], we follow
the usual approach and determine T1 numerically from the
zero-field susceptibility [13].

VIII. NUMERICAL APPROACHES

In this section, we briefly discuss two numerically ex-
act approaches to the many-body problem. We begin with
the density-matrix renormalization group (DMRG) method,
and move on to the numerical renormalization group (NRG)
technique that performs the Wilson renormalization scheme
numerically.

A. DMRG

1. Impurity spin polarization and impurity-induced magnetization

a. Impurity spin polarization. When we apply the mag-
netic field only at the impurity, standard DMRG ground-state

calculations provide the results for the impurity spin polariza-
tion 〈Ŝz〉 = mS

loc/(geμB). For a globally applied field H the
calculation of 〈Ŝz〉 is more subtle because the total spin in the
z direction Sz

tot = Sz + sz is a good quantum number [28] (see
Sec. II B 2). Therefore, the spin quantum number Sz

tot changes
from Sz

tot = 0 for H = 0 to Sz
tot = 1, 2, 3, . . . for increasing

external fields in steps of gμBHn whenever

gμBHn = E0
(
Sz

tot = n
)− E0

(
Sz

tot = n − 1
)

(131)

for n = 1, 2, 3, . . .. Thus, the impurity spin polarization
is recorded only at discrete values of the external field
whereby expectation values are calculated with the ground
state for Sz

tot = n. For JK � 1, we use system sizes L =
29, 61, 125, 253, 509, 637, 765. Since this approach hampers
a systematic finite-size extrapolation, we plot mS (B)/(geμB)
for our largest system sizes.

For JK � 1 and a global magnetic field, the calculation
of the impurity spin polarization faces the problem that the
impurity and the electron spin at n = 0 form a singlet and
tend to separate from the rest of the system. This reduces
the effective length of the half-chain by one site, and a
finite-size gap opens at the Fermi energy. To counteract this
effect for JK � 1, we subtract two sites from the original
chain, i.e., we use L = 27, 59, 123, 251, 507, 635, 763. Then,
the ground state at H = 0+ has total spin Sz

tot = 1
2 , and the

impurity magnetization of the ground states at Sz
tot = n + 1

2
(n = 1, 2, 3, . . .) is recorded.

b. Impurity-induced magnetization. In DMRG, we can
calculate the ground-state energy E0(JK, Sz

tot, L) for given
integer 0 � Sz

tot � (L + 3)/2. For very large system sizes,
�E (JK, Sz

tot, L) = E0(JK, Sz
tot, L) − E0(JK, 0, L) can be fitted

to a positive, continuous function of s ≡ Sz
tot. Then, the global

external field is obtained from

B = ∂�E (JK, s, L)

∂s
≡ E ′

0(s). (132)

In turn, we may solve Eq. (132) for the total spin sopt (B) as a
function of B,

sopt (B) = [E ′
0]−1(B), (133)

where [E ′
0]−1(x) is the inverse function of E ′

0(x) for given JK

and L. Thus, the impurity-induced magnetization for a global
field is given by

mii,DMRG(JK, B, L)

geμB
= sopt (JK, B, L) − sfree

opt (B, L). (134)

For a local field, one has to also calculate the impurity spin
polarization 〈Ŝz〉 as a function of Sz

tot.
In practice, it requires exceedingly large system sizes to

carry out this program because, in the region of small Kondo
couplings JK � 0.5, the susceptibility is very large so that the
system is almost fully polarized for very small fields even for
system sizes L = O(103). For this reason the analytic curve
E0(s) is not known with the required accuracy. Therefore,
we do not employ the DMRG to calculate impurity-induced
quantities.

2. Technicalities

The accuracy of the calculations is controlled using the dy-
namic block-state selection (DBSS) scheme [33,34]. Setting
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FIG. 3. Ground-state energy eDMRG
0 (JK, L) from DMRG (upper

figure) and local spin correlation function CS,DMRG
0 (JK, L) (lower

figure) of the one-dimensional symmetric Kondo model as a function
of inverse system size 1/L for JK = 0.1, 0.5, 1. The solid lines
represent the second-order polynomial fit in 1/L.

the control parameter to χ = 10−5, the truncation error yields
around 10−7 while the number of maximally kept DMRG
block states was observed to in the range M = 5000 for our
largest system sizes.

We use DMRG to calculate the excess ground-state energy
e0(JK, L) [see Eq. (9)] and extrapolate to the thermodynamic
limit

eDMRG
0 (JK ) = lim

L→∞
eDMRG

0 (JK, L) (135)

using a second-order polynomial fit in 1/L. As an example,
we present the ground-state energy eDMRG

0 (JK, L) and the
local spin correlation CS,DMRG

0 (JK, L) as a function of inverse
system size for JK = 0.1, 0.5, 1 in Fig. 3; the finite-size ex-
trapolation is unproblematic.

In Fig. 4 we show the zero-field impurity spin sus-
ceptibility χS,DMRG

0 (JK, L) for a global magnetic field and
χS,DMRG

0,loc (JK, L) for a local magnetic field on a logarithmic
scale as a function of inverse system size 1/L for JK =
0.6, 1, 5. Apparently, the finite-size extrapolation can safely
be performed for the zero-field impurity spin susceptibility
for moderate to large coupling strengths, JK � 0.6, because
the NRG data are reasonably well reproduced.

As in the case of the single-impurity Anderson model
[28], the DMRG calculations for a global magnetic field are
troubled for small Kondo couplings. This is shown in Fig. 5
for JK = 0.4, 0.5, 0.6. For JK � 1, it requires exponentially
increasing system sizes to resolve the exponentially small

FIG. 4. Zero-field impurity spin susceptibility χ S,DMRG
0 (JK, L)

from DMRG for a global magnetic field (upper figure) and
χ S,DMRG

0,loc (JK, L) for a local magnetic field (lower figure) on a log-
arithmic scale for the one-dimensional symmetric Kondo model
as a function of inverse system size 1/L for JK = 0.6, 1, 5. For
comparison, data from NRG are shown as filled symbols at 1/L =
0. The solid lines represent the second-order polynomial fit in
1/L on the logarithm of the susceptibility. The inset shows the
magnetization mS,DMRG(JK, B, L = 507, 509) as a function of a
small applied field whose slope defines χ S,DMRG

0 (JK, L)/(geμB)2 ≈
[mS,DMRG(JK, B1, L) − mS,DMRG(JK, 0, L)]/(2B1).

energy scale for spin excitations, i.e., for JK � 0.5, a reliable
extrapolation of the susceptibility to the thermodynamic limit
requires system sizes that already exceed L = 103 by far. For a
local magnetic field, the DMRG can access low fields so that
the zero-field impurity spin susceptibility is much better be-
haved at small interactions. Nevertheless, the extrapolation is
not very stable, as can be seen from the winding fitting curves,
and the NRG values cannot be recovered faithfully. Again, for
JK � 0.5 a reliable extrapolation of the DMRG values for the
zero-field impurity spin susceptibility to the thermodynamic
limit requires exponentially large system sizes.

B. NRG

Here, we compile basic information about the NRG algo-
rithm that we employ in our work; for a review on NRG, see
Ref. [8].
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FIG. 5. Same content as Fig. 4 but for JK = 0.4, 0.5, 0.6. In-
set: magnetization mS,DMRG(JK, B, L = 509) as a function of a
small applied field for JK = 0.4, 0.5, 0.6 whose slope defines
χ S,DMRG

0 /(geμB)2.

1. Wilson chain

The NRG starts from the energy representation of the
Hamiltonian [13]

ĤK = T̂ NRG + V̂ NRG
sd + Ĥloc,m, (136)

with the kinetic energy

T̂ NRG =
∑

σ

∫ 1−σnB

−1−σnB
dε ε ã+

ε,σ ãε,σ (137)

and the local Kondo interaction

V̂ NRG
sd = JK

2
( f̂ +

0,↑ f̂0,↓d̂+
↓ d̂↑ + f̂ +

0,↓ f̂0,↑d̂+
↑ d̂↓)

+ JK

4
(d̂+

↑ d̂↑ − d̂+
↓ d̂↓)( f̂ +

0,↑ f̂0,↑ − f̂ +
0,↓ f̂0,↓).

Here, the electron mode that couples to the impurity is given
by

f̂0,σ =
∫ 1−σnB

−1−σnB
dε
√

ρ0(ε + σnB)ãε,σ , (138)

where σn = 1 for σ =↑ and σn = −1 for σ =↓. In this step,
no approximation is introduced.

The decisive step is the logarithmic discretization of the
NRG Hamiltonian (138). In the presence of a global field, the
upper and lower band edges differ from each other

W±,σ = ±1 − σnB. (139)

Thus, we follow Hager [8,35] and define the sampling points

xn,σ,± = W±,σ−n, n = 0, 1, 2, . . . (140)

that depend on the position of the upper (+) and lower (−)
band edges for spin σ =↑,↓. As usual [13], we approximate
the density of states in each interval I+

n,σ = [xn+1,σ,+, xn,σ,+]
and I−

n,σ = [xn,σ,−, xn+1,σ,−] by a suitably chosen constant.
With the interval width

d±
n,σ = |W±,σ |−n(1 − −1) (141)

we define

(γ ±
n,σ )2 =

∫
I±
n,σ

dε ρ0(ε + σnB) (142)

and the expansion operators

b̃n,p,σ,± =
∫

I±
n,σ

dε
1√
d±

n

e∓2π ipε/d±
n ãε,σ (143)

such that we can write

f̂0,σ =
∑

n

(γ +
n,σ b̃n,0,σ,+ + γ −

n,σ b̃n,0,σ,−) (144)

for the bath state that couples to the impurity. Note that only
the mode p = 0 appears in the bath-electron operator f̂0,σ .

The kinetic energy becomes

T̂ NRG =
∑

n,p,p′,σ

ζ+
n,p,p′,σ b̃+

n,p,σ,+b̃n,p′,σ,+

+ ζ−
n,p,p′,σ b̃+

n,p,σ,−b̃n,p′,σ,−. (145)

To construct the Wilson chain we now drop all modes p �= 0
in the kinetic energy

T̂ NRG ≈
∑
n,σ

ζ+
n,σ b̃+

n,σ,+b̃n,σ,+ + ζ−
n,σ b̃+

n,σ,−b̃n,σ,− (146)

with b̃n,σ,± ≡ b̃n,0,σ,± and

ζ±
n,σ ≡ ζ±

n,0,0,σ =
∫

I±
n,σ

dε ερ0(ε + σnB)∫
I±
n,σ

dε ρ0(ε + σnB)
. (147)

This approximation becomes exact in the limit  → 1; for a
thorough discussion, see Ref. [8].

As a final step in the construction of the Wilson chain,
we choose |0σ 〉 ≡ f̂ +

0,σ |vac〉 as starting vector for the iterative
construction of the Lanczos vectors (see Appendix B 2). The
kinetic energy operator is then represented as a tight-binding
Hamiltonian on a chain:

T̂ NRG =
∞∑

n=0,σ

εn,σ f̂ +
n,σ f̂n,σ + tn,σ ( f̂ +

n,σ f̂n+1,σ + H.c.). (148)

The matrix elements are calculated according to Eqs. (27)–
(31) in Ref. [8]. For completeness, we give the details in
Appendix A 9.
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2. Technicalities

The Wilson chain is solved iteratively, as described in de-
tail in Ref. [8]. As maximal chain length we use 30 � nmax �
100, depending on the value of JK and the discretization
parameter . At the end of each diagonalization step in the
renormalization group procedure, we keep 3000 < Ns < 5000
lowest-energy eigenstates.

At the end of the renormalization group calculation af-
ter adding the next Wilson site, we thus have 4Ns states
with their global quantum numbers (energy, particle number,
spin component in z direction) that permit the calculation
of thermodynamic quantities such as the ground state and
free energy, impurity-induced magnetization, and magnetic
susceptibility by taking the derivative with respect to the
external field [see Eq. (21)]. For large couplings JK � 5, it is
numerically advantageous to calculate the zero-field impurity-
induced susceptibility from the second-order derivative of the
ground-state energy.

For the calculation of local expectation values, e.g., the
local spin correlation and impurity spin polarization, the
corresponding quantities are expressed in terms of the Wilson
chain operators and are transformed in each renormalization
group step.

The discretization parameter  we choose in the range
1.8 �  � 3.2. To include the discretization correction for
reconnecting with the original continuum model even for a
finite , we follow Krishna-murthy, Wilkins, and Wilson
[6,7], and multiply the Kondo coupling with the correction
factor

A() = 1

2

 + 1

 − 1
ln() (149)

that becomes unity for  → 1. The factor was derived for a
constant density of states, but we shall see that it also works
very well for the one-dimensional density of states.

As an example, we consider the ground-state energy. We
calculate eNRG

0 (JK,) and extrapolate to the limit  → 1,

eNRG
0 (JK ) = lim

→1
eNRG

0 (JK,), (150)

using a second-order polynomial fit in ( − 1). In Fig. 6 we
present the ground-state energy eNRG

0 (JK,) and the local
spin correlation CS,NRG

0 (JK,) as a function of the Wilson
parameter  for JK = 0.1, 0.5, 1.

The extrapolation to  → 1 provides very good results in
comparison with DMRG. Note that it requires  values as
small as  = 1.8 to achieve an agreement of the extrapolated
NRG values and DMRG data within an accuracy of better than
1%.

For an independent assessment of the quality of the 

extrapolation, we also performed NRG calculations where
we switched off the correction factor A(). Recall that
the correction factor was derived for a constant density of
states and thus does not necessarily perform perfectly for
the one-dimensional density of states. As seen from Fig. 7,
the extrapolated values for the ground-state energy differ by
less than 1%. In particular, the resulting energy values are
slightly below the DMRG values when the correction factor
is switched off whereas they remain consistently above the
DMRG energies when the correction factor is employed.

FIG. 6. Ground-state energy eNRG
0 (JK, ) from NRG (upper fig-

ure) and local spin correlation function CS,NRG
0 (JK,) (lower figure)

of the one-dimensional symmetric Kondo model as a function of the
Wilson parameter  for JK = 0.1, 0.5, 1. The solid lines represent
a second-order polynomial fit in ( − 1). Filled symbols at  = 1
represent the DMRG values.

Therefore, we keep the correction factor in all our NRG
calculations.

In Fig. 8 we show the zero-field impurity spin susceptibility
χS,NRG

0 (JK,) for a global magnetic field and χS,NRG
0,loc (JK,)

for a local magnetic field as a function of  for JK =
0.3, 0.4, 0.6, 1, 5. In contrast to DMRG, the extrapolation

FIG. 7. Ground-state energy eNRG
0 (JK, ) from NRG of the one-

dimensional symmetric Kondo model as a function of the Kondo
coupling JK. NRG data with and without the correction factor A()
were extrapolated to  → 1. DMRG data are shown for comparison.
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FIG. 8. Zero-field impurity spin susceptibility χS,NRG
0 (JK, )

from NRG for a global magnetic field (upper figure) and
χ S,NRG

0,loc (JK, ) for a local magnetic field (lower figure) for the one-
dimensional symmetric Kondo model as a function of the Wilson
parameter  for JK = 0.3, 0.4, 0.6, 1, 5. The solid lines represent the
second-order polynomial fit of ln[χ0()] in ( − 1).

of the NRG data can safely be performed for the zero-field
impurity spin susceptibility for all coupling strengths.

IX. COMPARISON

We begin our comparison with the ground-state energy
and the local spin correlation. Next, we compare the zero-
field susceptibilities, and the impurity spin polarization and
impurity-induced magnetization.

A. Ground-state energy and local spin correlation

1. Ground-state energy at small Kondo couplings

In Fig. 9 we show the ground-state energy for small Kondo
couplings JK � 0.4. In this parameter region, the Yosida
and paramagnetic Gutzwiller energies are exponentially small
which results in a poor variational energy bound for JK � 0.4.
Therefore, we do not display them here.

The Lanczos approach displays the correct quadratic de-
pendence of the ground-state energy on JK. However, the
prefactor is too small by a factor π/4 [see Eqs. (34) and (51)].
The best analytic variational bound is provided by the mag-
netically ordered Gutzwiller state. As seen from Eq. (A82),
it reproduces 96.5% of the second-order perturbation energy
term, and gives a very good approximation for the ground-
state energy for weak couplings. Note, however, that the exact
solution has m = 0 at B = 0+, i.e., the magnetic Gutzwiller

FIG. 9. Ground-state energy of the one-dimensional symmetric
single-impurity Kondo model as a function of the Kondo coupling
for small couplings 0 � JK � 0.4. We compare results from first-
order Lanczos approximation (blue dotted line) [Eq. (50)], magnetic
Gutzwiller theory (red dashed line) [Eq. (A82)], perturbation theory
to second order (black full line) [Eq. (34)], and numerical data from
DMRG (blue crosses) and NRG (black circles). Not shown are the
exponentially small Yosida and paramagnetic Gutzwiller energies.

state with mG(B = 0+) > 0 does not describe the ground-state
physics correctly.

The NRG and DMRG energies differ by not more than
1%, and thus provide independent and accurate values for
the ground-state energy. As seen from Fig. 9, the quadratic
approximation to the exact ground-state energy holds up to
JK ≈ 0.1, beyond which cubic and quartic terms in JK become
discernible.

2. Ground-state energy at intermediate and large Kondo couplings

In Fig. 10 we show the ground-state energy for interme-
diate to large Kondo couplings 0.4 � JK � 3.2; recall that
W = 2 is the bandwidth of the host electrons. Again, the NRG
and DMRG data lie essentially on top of each other and thus
provide independent and accurate values for the ground-state
energy. They converge to the strong-coupling estimate (42) for
e0(JK ).

Neither the Yosida wave function nor the first-order Lanc-
zos state become asymptotically exact for strong couplings
[see Eqs. (52) and (64)]. The best analytical variational upper
bound results from the Gutzwiller state that displays no local
symmetry breaking above JG

K,c ≈ 0.839. In fact, as seen in
Fig. 10, the Gutzwiller energy for strong coupling (94) is in
excellent agreement with the NRG and DMRG data down to
JK ≈ 1, with deviations below 1%. Therefore, we argue that
the asymptotic expression (94) is exact up to and including
second order in 1/JK.

3. Local spin correlation

In Fig. 11 we show the local spin correlation function
CS

0 (JK ) as a function of the Kondo coupling JK. It is zero at
JK = 0 and decreases linearly for small interactions CS

0 (JK �
1) = −3JK/16 [see Eq. (35)]. For large interactions, it reaches
its limiting value, CS

0 (JK � 1) = − 3
4 [see Eq. (43)], which

corresponds to a singlet formed by the impurity spin and
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FIG. 10. Ground-state energy of the one-dimensional symmetric
single-impurity Kondo model as a function of the Kondo coupling
for intermediate and large couplings 0.4 � JK � 3.2. We compare
results from strong-coupling perturbation theory (black full line)
[Eq. (42)], Gutzwiller theory (red dashed line), first-order Lanczos
approximation (blue dotted line) [Eq. (50)], Yosida theory (green
dotted-dashed line) [Eq. (58)], and numerical data from DMRG (blue
crosses) and NRG (black circles).

a localized host electron. The DMRG and NRG data give
the local spin correlation for all interaction strengths, and
faithfully interpolate between the two limiting cases. We ver-
ified numerically that the Hellmann-Feynman theorem (12) is
fulfilled both in DMRG and NRG.

While the Yosida and first-order Lanczos states are in-
sufficient and thus omitted from the figure, the Gutzwiller
wave function reproduces the numerical data for all interac-
tions. The Gutzwiller state with m > 0 for J < JG

K,c ≈ 0.839
provides a quantitatively satisfactory value for the local spin
correlation function but fails qualitatively because the exact
solution does not sustain a locally symmetry-broken state.
For J > JG

K,c, the Gutzwiller state very well approximates

FIG. 11. Local spin correlation function CS
0 (JK ) of the one-

dimensional symmetric single-impurity Kondo model as a function
of the Kondo coupling JK. We compare results from Gutzwiller
theory (red dashed line) [Eq. (87)] and numerical data from DMRG
(blue crosses) and NRG (black circles). The linear behavior for small
couplings CS

0 = −3JK/16 is given by Eq. (35), the limiting value for
strong couplings CS

0 (JK → ∞) = − 3
4 is found from Eq. (43).

the local spin correlation function. As seen in Fig. 11, the
Gutzwiller, DMRG, NRG results lie almost on top of each
other for large Kondo couplings. Therefore, we argue that the
strong-coupling expression (95) is actually exact up to and
including third order in 1/JK.

B. Magnetic susceptibilities for weak coupling

For the zero-field susceptibilities, only the NRG is capable
to examine the weak-coupling limit JK � 1, with the desired
high accuracy. We mostly investigate the case of a constant
density of states ρconst

0 (0) = 1
2 , for which the correction term

A() in Eq. (149) was originally derived [6,7]. For a one-
dimensional density of states, we show numerically that the
ratio of the impurity-induced susceptibilities is given by the
regularized first negative moment of the density of states (60).

1. Impurity-induced magnetic susceptibility

In Fig. 12 we show the zero-field impurity-induced mag-
netic susceptibility as a function of JK for various values of

FIG. 12. Impurity-induced magnetic susceptibility
χ ii,NRG

0 (JK,) for a global magnetic field (upper figure) and
χ ii,NRG

0,loc (JK,) for a local magnetic field (lower figure) for the
symmetric Kondo model with a constant density of states as a
function j = JKρ0(0) = JK/2 for various values of the Wilson
parameter . The lines represent the result of a second-order
polynomial fit in j. To make the subleading terms discernible, we
scale the susceptibilities by the universal part χ̄0( j) [see Eq. (122)].
The filled symbols at j = 0 denote the analytical result (122).
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TABLE I. Coefficients of the subleading terms in the zero-field
impurity-induced magnetic susceptibility for the ground state of
the symmetric Kondo model with a constant density of states in
Eq. (151) from NRG (see Fig. 12). The two values result from the
two sequences of extrapolations (a) and (b) in ( − 1) and j (see
text). The analytic value for s0 is given in Eq. (122). Also given are
the coefficients for the fit in Eq. (153).

s0 s1 s2 s0 α

Ĥm 0.1781(a) −0.401(a) 0.348(a) 0.1784(a) −2.33(a)

0.1781(b) −0.401(b) 0.348(b) 0.1784(b) −2.35(b)

Ĥm,loc 0.1734(a) −0.269(a) 0.182(a) 0.1731(a) −1.547(a)

0.1734(b) −0.269(b) 0.182(b) 0.1731(b) −1.560(b)

Exact 0.171099 0.171099

the Wilson parameter  for a constant density of states, both
for a global magnetic field and a local magnetic field at the
impurity. The data for  = 1 are the result of a quadratic fit in
( − 1) for given JK. We plot the ratio of the susceptibilities
and the universal part χ̄0( j) [see Eq. (122)] to focus on the
subleading terms. The NRG confirms the quadratic depen-
dence of these terms on j = ρ0(0)JK for JK → 0:

χ ii
0 (JK )

χ̄0( j)
= s0 + s1 j + s2 j2 + · · · , j = ρ0(0)JK. (151)

We collect the results for s0, s1, s2 in Table I.
We perform two sequences of extrapolations. In extrap-

olation (a), we start with a second-order polynomial fit in
( − 1) at fixed JK and fit the resulting data in a second-
order polynomial fit in j = JKρ0(0), as shown in Fig. 12. In
extrapolation (b) we first extrapolate in j to determine sl ()
and extrapolate these coefficients in  afterward. NRG data
for 0.15 � JK � 1.0 and 1.8 �  � 3.2 are included in the
fit. As seen from the data in Table I, the results agree very
well.

The parameter s1 is related to Wilson’s coefficients α1 and
c1 in Eq. (113) via

s1 = −c1/c0 + α1

2D√
πe

,
c1

c0
= −2D

√
πes1 − α1, (152)

or c1 ≈ 0.45, where we used C = 1 for a constant density of
states D = 1, s0 ≈ −0.40, α1 ≈ 1.5824 [5], and c0 ≈ 0.6001
from Eq. (116). Since |c1/c0| � α1, we could also have used

χ ii
0 (JK )

χ̄0( j)
≈ s0e−α j, j = ρ0(0)JK (153)

as our fit function. For completeness, the results for this fitting
function are also included in Table I.

The constant term is identical in both cases sNRG
0 ≈ sNRG

0,loc ≈
s0 = 1/(2

√
πe) ≈ 0.170 991 4, where we used the analytic

result from Eq. (122) for comparison. Since the NRG data
for a global field show more scatter, the accuracy of s0 is
smaller than for a local field, the deviations are 4% for a
global field and 1% for a local field. In any case, the accuracy
is good enough to see that the prefactors of the first- and
second-order terms are different for global and local magnetic
fields s1 �= s1,loc and s2 �= s2,loc. Different linear terms are also

FIG. 13. Ratio between the zero-field impurity-induced
magnetic susceptibility for a constant density of states
χ ii,NRG,const

0 (JK,), and for a one-dimensional density of states
χ ii,NRG,d=1

0 (JK, ) for a global magnetic field as a function
j = JKρ0(0) for various values of the Wilson parameter . The
black crosses represent the result of a second-order polynomial fit in
 − 1. The line C = 2 gives the result for j = 0.

found in the Yosida wave function [compare Eqs. (72) and
(73)].

2. Impurity-induced magnetic susceptibility for a one-dimensional
density of states

In Fig. 13 we show the ratio between the zero-field
impurity-induced magnetic susceptibility for a constant den-
sity of states χ ii,NRG,const

0 (JK,) and for a one-dimensional
density of states χ ii,NRG,d=1

0 (JK,) for a global magnetic
field as a function j = JKρ0(0) for various values of the
Wilson parameter . The extrapolated value for  → 1 is
very close to C = 2 which is the exact result for j = 0
[see Eq. (122)].

Apparently, the result holds for all j � 1, within the
accuracy of the NRG calculations. This universality is also
seen in the Yosida wave function [see Eq. (72)], where the
subleading corrections are independent of the host-electron
density of states. Therefore, we conjecture that the algebraic
correction terms in Eq. (122) are universal in the sense that
s1/s0 ≈ −2.3 and s2/s0 ≈ 2 do not depend on the shape of
the host-electron density of states.

3. Impurity spin susceptibility

In Fig. 14 we show the zero-field impurity spin suscep-
tibility as a function of JK for various values of the Wilson
parameter  for a constant density of states, both for a global
magnetic field and a local magnetic field at the impurity. The
data for  = 1 are the result of a quadratic fit in ( − 1) for
given JK. Again, we plot the ratio of the susceptibilities and
the universal part χ̄0( j) [see Eq. (122)] to focus on the sub-
leading terms. The NRG confirms the quadratic dependence
of these terms on j = ρ0(0)JK for JK → 0:

χS
0 (JK )

χ̄0( j)
= S0 + S1 j + S2 j2 + · · · , j = ρ0(0)JK. (154)
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FIG. 14. Zero-field impurity spin susceptibility χS,NRG
0 (JK, )

for a global magnetic field (upper figure) and χ S,NRG
0,loc (JK, ) for a

local magnetic field (lower figure) for the symmetric Kondo model
with a constant density of states as a function j = JKρ0(0) = JK/2
for various values of the Wilson parameter . The lines represent the
result of a second-order polynomial fit in j. As in Fig. 12, we scale
the susceptibilities by the universal part χ̄0( j). The filled symbols at
j = 0 denote the analytical result (122).

We collect the results for S0, S1, S2 in Table II. Note that we
use capital letters here to distinguish the coefficients sl for the
impurity-induced susceptibility from the coefficients Sl for the
impurity spin susceptibility. We also include the results from

TABLE II. Coefficients of the subleading terms in the zero-field
impurity spin susceptibility for the ground state of the symmetric
Kondo model with a constant density of states in Eq. (151) from
NRG (see Fig. 14). The two values result from the two sequences
of extrapolations (a) and (b) in ( − 1) and j (see text). The analytic
value for S0 = s0 is given in Eq. (122). Also given are the coefficients
for the fit in Eq. (153).

S0 S1 S2 S0 αS

Ĥm 0.1774(a) −0.307(a) 0.300(a) 0.1738(a) −1.49(a)

0.1774(b) −0.307(b) 0.300(b) 0.1738(b) −1.50(b)

Ĥm,loc 0.1753(a) −0.193(a) 0.218(a) 0.1707(a) −0.766(a)

0.1753(b) −0.193(b) 0.218(b) 0.1707(b) −0.766(b)

Exact 0.171099 0.171099

the extrapolation analogous to Eq. (153) which provides the
coefficient αS from an exponential extrapolation. NRG data
for 0.15 � JK � 1.0 and 1.8 �  � 3.2 are included in the
fit.

For the impurity spin susceptibility we also find the ex-
pected result S0 = s0 = 1/(2

√
πe) ≈ 0.170 991 4, irrespec-

tive of a global or a local field, with deviations of about
4%. Again, the first- and second-order coefficients S1 and S2

depend on whether the magnetic field is applied globally or
locally.

To assess the accuracy of our extrapolations, we compare
the results for χS

0 (JK ) and χ ii
0,loc(JK ) which should be equal

[see Eq. (24)]. We see that s1,loc = −0.269 agrees reasonably
well with S1 = −0.307, with a deviation of the order of 10% .
However, s2,loc = 0.182 and S2 = 0.300 are off by more than
40%. Since the data for the local susceptibilities are better
than those for the global susceptibilities, we argue that the
data for s1,loc and s2,loc are more reliable. Nevertheless, the
comparison indicates that the values for s1 and S1 (s2 and S2)
have an uncertainty of several (ten) percent.

C. Magnetic susceptibilities for strong coupling

1. Impurity-induced susceptibility

In Fig. 15 we show the zero-field impurity-induced sus-
ceptibility with a global and a local field for JK � 1 from
NRG in comparison with the Gutzwiller result. In general, we
calculate the impurity-induced magnetization for small local
fields and determine the susceptibility from the slope. In the
strong-coupling region, this procedure becomes unstable in
NRG so that we determine the susceptibility from the second
derivative of the ground-state energy with respect to the global
field [see Eq. (21)].

As seen from Fig. 15, the Gutzwiller wave function almost
perfectly reproduces the NRG data for JK � 1.5. For interme-
diate to strong couplings, the Gutzwiller wave function is an
excellent trial state for the Kondo model.

The strong-coupling asymptotics is shown in Fig. 2.
The asymptotic formulas (103) and (104) are applicable for
JK � 4.

FIG. 15. Zero-field impurity-induced susceptibilities χ ii
0 (JK ) and

χ ii
0,loc(JK ) on a logarithmic scale for a global and a local magnetic

field for the one-dimensional symmetric Kondo model as a function
of JK for JK � 1 from NRG and the Gutzwiller wave function.

075132-20



SYMMETRIC SINGLE-IMPURITY KONDO MODEL ON A … PHYSICAL REVIEW B 101, 075132 (2020)

FIG. 16. Zero-field impurity spin susceptibilities χ S
0 (JK ) and

χ S
0,loc(JK ) on a logarithmic scale for a global and a local magnetic

field for the one-dimensional symmetric Kondo model as a function
of JK for JK � 1 from NRG, DMRG, and the Gutzwiller wave
function.

2. Impurity spin susceptibility

In Fig. 16 we show the zero-field impurity spin suscep-
tibility for JK � 1. For intermediate to strong couplings, we
find an excellent agreement between the data from NRG and
DMRG both in the presence of global and local magnetic
fields. Again, the Gutzwiller wave function provides an ex-
cellent analytic estimate for the zero-field susceptibilities for
all JK � 1.5.

The strong-coupling asymptotics is shown in Fig. 2. The
limiting expressions (101) and (102) become applicable for
JK � 4.

D. Impurity-induced magnetization and impurity spin
polarization for weak coupling

Next, we address the impurity-induced magnetization and
the impurity spin polarization as a function of the external
field for weak coupling. The comparison of Bethe-ansatz
results and NRG data was done only recently [13].

1. Impurity-induced magnetization

In Fig. 17 we show the impurity-induced magnetization
mii (B)/(geμB) for JK = 0.5 as a function of the global field
B � 0.014 as obtained from the Yosida wave function, in
comparison with NRG data and results from the Bethe ansatz.
We omit the Gutzwiller results because Gutzwiller theory
predicts a finite magnetization even at B = 0+ and thus fails to
reproduce the paramagnetic phase at JK = 0.5. As discussed
in Sec. VIII A, DMRG cannot faithfully reproduce the mag-
netization for JK = 0.5 because the tractable system sizes are
too small. Therefore, we do not show DMRG data for the
impurity-induced magnetization in Fig. 17.

At JK = 0.5 and in one dimension where ρ0(0) = 1/π ,
we have j = ρ0(0)JK = 1/(2π ) ≈ 0.159. The zero-field sus-
ceptibility is quite large already. In units of (geμB)2

we have χ ii
0 [ j = 1/(2π )] ≈ χ̄0[1/(2π )]s0[1 + (s1/s0)(2π ) +

(s2/s0)(2π )2] ≈ 79 [see Eq. (122)], where we employ s0 =
1/(2DC

√
πe) ≈ 0.0856 for Cd=1 = 2 and D = 1, and make

the assumption that the ratios s1/s0 ≈ −2.3 and s2/s0 ≈ 2

FIG. 17. Impurity-induced magnetization mii (B)/(geμB) for
JK = 0.5 for the one-dimensional symmetric Kondo model as a
function of global/local magnetic fields B from the Yosida wave
function, NRG, and the Bethe ansatz.

do not depend on the host-electron density of states, and are
thus obtained from the values in Table I. A large zero-field
susceptibility implies a sharp increase of the magnetization
for small fields as seen in Fig. 17. The Yosida state overes-
timates the zero-field susceptibility by more than a factor of
5, χ ii,Y

0 [ j = 1/(2π )] ≈ 433 [see Eq. (72)]. Thus, the Yosida
wave function also overestimates the magnetization for small
and intermediate fields (see Fig. 17).

In the Bethe ansatz, the sharp increase at small fields is
followed by a very slow convergence to the limiting value
mii (B � TH) = 1

2 . The resulting broad magnetization plateau
originates from the logarithmic terms in the Bethe-ansatz
solution [see Eq. (VI-86) in the Supplemental Material [23]].
The NRG results lie on top of the Bethe-ansatz data which
show that the Bethe-ansatz expressions (128) and (129) re-
main valid up to JK of the order of a quarter of the bandwidth,
as long as T1 is determined from the exact zero-field suscepti-
bility from Eq. (130).

In Fig. 17 we also show the impurity-induced magneti-
zation mii

loc(B) as a function of a local magnetic field for
JK = 0.5. For small values of the Kondo coupling, the dif-
ferences between globally and locally applied external fields
are fairly small. The impurity-induced magnetization in the
presence of a local field is a few percent larger than in
the presence of a global field. This can be deduced from
Eq. (151) which shows that the ratio of the zero-field suscepti-
bilities is close to unity, [1 + (s1,loc/s0) j + (s2,loc/s0) j2]/[1 +
(s1/s0) j + (s2/s0) j2] ≈ 1.13 at j = 1/(2π ) where the data
are taken from Table I. Likewise, the differences between
the impurity-induced magnetization mii (B) and the impurity
spin polarization mS (B) are small at small JK, [1 + (S1/s0) j +
(S2/s0) j2]/[1 + (s1/s0) j + (s2/s0) j2] ≈ 1.12 at j = 1/(2π ),
where the data are taken from Tables I and II. This has been
noted previously in Ref. [13].

In the Yosida wave function, the differences between the
impurity-induced magnetization for global and local fields are
more pronounced. In the case of a local field, the impurity-
induced magnetization in the Yosida wave function quickly
reaches the maximal value of one-half. For a global field, the
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FIG. 18. Impurity spin polarization Sz(B) = mS (B)/(geμB) as a
function of a global magnetic field (upper figure) and Sz

loc(B) =
mS

loc(B)/(geμB) as a function of a local magnetic field (lower figure)
for the one-dimensional symmetric Kondo model at JK = 0.5 from
NRG, DMRG, and the Yosida wave function.

impurity-induced magnetization saturates below this value, in
contrast to the exact solution. Altogether, the Yosida wave
function correctly describes some gross aspects of the mag-
netization curves (large zero-field susceptibility, monotonous
increase to saturation) but it fails to reproduce them in detail,
e.g., the small difference between global and local fields.

2. Impurity spin polarization

In Fig. 18 we show the impurity spin polarization in the
presence of a global and a local field, respectively. As seen
from the previous Sec. IX D 1, the NRG is the best method
to study magnetic properties of the Kondo model at weak
coupling. Therefore, its results can be used to assess the
quality of all other methods.

In Fig. 18 we leave out the Gutzwiller results because the
spin polarization is finite at JK = 0.5, and almost independent
of B for all 0 � B < 0.014, in contrast to the NRG data. The
Yosida wave function provides qualitatively correct results but
grossly underestimates the spin polarization in both cases.
Therefore, the Yosida wave function does not provide an
acceptable description of the impurity spin polarization.

FIG. 19. Impurity-induced magnetization mii (B)/(geμB) for
JK = 2 for the one-dimensional symmetric Kondo model as a func-
tion of a global/local magnetic field B from Bethe ansatz, NRG, and
the Gutzwiller wave function.

As discussed in Sec. VIII A, DMRG requires very large
system sizes for small Kondo couplings to calculate the
impurity spin polarization in the presence of a small global
field. Therefore, at JK = 0.5 the DMRG and NRG data agree
only for B � 0.01. For smaller B values, DMRG substantially
overestimates the magnetization, displaying large finite-size
effects. Recall that DMRG works for fixed total spin Sz

tot so
that only specific values for B are accessible. This limitation
does not apply for a purely local field. It can be tuned freely
also in DMRG so that a finite-size extrapolation of the DMRG
data for the impurity spin polarization is unproblematic. As
seen from Fig. 18, the NRG and DMRG data perfectly agree
for the impurity spin polarization in the presence of a local
magnetic field. Alternatively, since mS

loc is a thermodynamic
quantity, it can also be obtained from the derivative of the
excess ground-state energy with respect to the external field
[see Eq. (22)]. Both approaches lead to the same results.

E. Impurity-induced magnetization and impurity spin
polarization for strong coupling

Lastly, we address the impurity-induced magnetization and
the impurity spin polarization as a function of the external
field for strong coupling.

1. Impurity-induced magnetization

In Fig. 19 we show the impurity-induced magnetization as
a function of B at JK = 2. When the Kondo coupling reaches
the bandwidth, the singlet state between the impurity spin
and the band electron at the origin is tightly bound so that
the susceptibility is small and even a sizable field can barely
polarize the singlet. Therefore, the impurity magnetization
remains small for B � 0.5.

The NRG data lie on top of the analytic results from
the Gutzwiller wave function. This again shows that the
Gutzwiller wave function is an excellent trial state for the
Kondo model at large couplings. At JK = 2, the Bethe ansatz
is no longer applicable, and sizable differences between
NRG/Gutzwiller results and Bethe-ansatz predictions become
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FIG. 20. Impurity spin polarization Sz(B) = mS (B)/(geμB) for
JK = 2 for the one-dimensional symmetric Kondo model as a func-
tion of a global/local magnetic field B from NRG, DMRG, and the
Gutzwiller wave function.

discernible at large B, despite the fact that the linear term is
fixed to the exact susceptibility. Values JK � W are beyond
the Bethe-ansatz description.

2. Impurity spin polarization

Finally, in Fig. 20 we show the impurity spin polarization
as a function of B at JK = 2. For large Kondo couplings,
the finite-size restrictions imposed on DMRG discussed in
Sec. VIII A are far less severe, and the results for L = 763
sites for a global field perfectly reproduce the NRG data for
0 � B < 0.5. The same perfect agreement between DMRG
and NRG data is seen for the case of a local field whose value
can be chosen freely also for the DMRG calculations.

The analytic results from the Gutzwiller wave function lie
on top the the NRG/DMRG data for both a global and a local
field. Again, the Gutzwiller wave function is seen to provide
an excellent trial state for the Kondo model at large couplings.

X. CONCLUSIONS

In this last section, we summarize our central findings and
discuss our main results.

A. Summary

In our work, we investigated the symmetric single-impurity
Kondo model on a chain at zero temperature. As a function of
the Kondo coupling JK, we studied the ground-state energy,
the local spin correlation function, the impurity spin polar-
ization and impurity-induced magnetization, and the corre-
sponding zero-field magnetic susceptibilities for global and
local external fields B. Some of these quantities, e.g., the
ground-state energy and the local spin correlation function,
are related by the Hellmann-Feynman theorem that also holds
for variational wave functions (see Appendix B 1).

We calculated the ground-state energy and the local spin
correlation function in weak-coupling and strong-coupling
perturbation theory at B = 0 as benchmark for our ap-
proaches. Since we are not aware of these results in the

literature, we include the calculations as Appendix B 2 for
weak coupling and as Appendix B 3 for strong coupling.

As the first of three analytical variational methods, we
analyzed the first-order Lanczos state at B = 0, as done by
Mancini and Mattis [12] for a constant density of states. We
recapitulated the Lanczos method and performed the calcu-
lation of the first-order coefficients in Appendix B 2. Since
the analytic calculations for the Lanczos scheme become
cumbersome beyond first order and the first-order results
are not impressive, we refrain from further pursuing this
approach.

Second, we extended and evaluated the Yosida wave func-
tion [16,17] to include external magnetic fields. The Yosida
wave function provides a simple description of the Kondo-
singlet ground state with an exponentially small binding
energy at small Kondo couplings. As has been anticipated
in the literature but was never worked out explicitly before,
we show that the Yosida binding energy translates into an
exponentially large zero-field magnetic susceptibility at weak
coupling.

Third, in this work we introduced and employed the
Gutzwiller variational state [18,19] at finite fields. The latter
provides a Hartree-Fock–type description of the Kondo model
that guarantees that the impurity is singly occupied. As a
central result of our work, we showed that the Gutzwiller
wave function becomes exact in the limit of large Kondo
couplings JK � W . The evaluation of the Gutzwiller wave
function required the solution of the noninteracting single-
impurity Anderson model (SIAM) in the presence of potential
scattering. For completeness, this was done in Appendix B 4.

As numerical techniques, we employed the numerical
renormalization group (NRG) [5–8] and the density-matrix
renormalization group (DMRG) [20–22] methods. Using the
DMRG method we addressed finite half-chains of length L/2,
and performed quadratic fits in 1/L for physical quantities to
extrapolate to the thermodynamic limit L → ∞. To the best
of our knowledge, the DMRG was not extensively applied
to the single-impurity Kondo model before. In DMRG, the
system sizes are limited to L � 103 so that we could not
address the impurity-induced magnetizations and the zero-
field susceptibilities at small Kondo couplings.

The NRG permits the accurate calculation of all ground-
state quantities as a function of the Wilson parameter .
We performed quadratic fits in ( − 1) to extrapolate our
data to the limit  = 1. We employed the correction fac-
tor derived by Krishna-murthy, Wilkins, and Wilson [6,7]
because it improved the quality of the extrapolations. Such
extrapolations are often omitted in the literature. However, our
comparison with DMRG and Bethe-ansatz data shows that the
extrapolation in  considerably improves the agreement.

Since the Bethe ansatz solves a Kondo model with linear
dispersion and infinite bandwidth, a direct comparison of
physical quantities is not easy because there is a nontrivial
relation between the Kondo couplings JBA

K and JK used in
the Bethe ansatz and in the lattice model, respectively. As
a by-product of our study, we showed in Appendix B 5 that
the ground-state energy in the Bethe ansatz is zero, up to
corrections of the order (JBA

K )3. Thus, the ground-state energy
from Bethe ansatz cannot be used for a comparison with the
lattice model.
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Using known results from Andrei, Furuya, and Lowenstein
[11], rederived in Appendix B 6 and extended to a regular
host-electron density of states, we expressed JBA

K as a series
expansion in JK, and gave analytic expressions for the leading-
order terms in Eq. (123). While the logarithmic term is known
from Wilson’s RG, in this work we analytically determined
also the constant term for a regular density of states.

When the zero-field susceptibility from NRG is used, the
impurity-induced magnetization from Bethe ansatz and from
NRG were seen to agree perfectly. This was observed earlier
in the NRG analysis of the impurity magnetization by Schnack
and Höck [13]. In our extensive analysis, we showed that
the various zero-field susceptibilities have a universal small-
coupling limit [see Eq. (122)]. For finite JK, however, the
impurity spin polarization and the impurity-induced magne-
tization at global and local fields differ from each other by a
factor that goes to unity for JK → 0. Using NRG, in this work
we calculated the corrections numerically, with an accuracy of
some 10% . Since two of the zero-field susceptibilities agree
[see Eq. (24)], we found a reliable method to assess the accu-
racy of the NRG calculations for the zero-field susceptibilities
that is independent of an exact solution.

B. Discussion

The ground state of the symmetric single-impurity Kondo
model describes a Kondo singlet formed by the impurity spin
and its host-electron screening cloud. Unfortunately, it is by
no means easy to formulate a concise, analytically tractable
variational wave function that adequately describes the ground
state for all couplings.

In this work we showed that the Gutzwiller wave function
provides an excellent trial state for large Kondo couplings
JK � W , where W = 2 is the bandwidth. It reproduces the
ground-state energy, the local spin correlation, the impu-
rity spin polarization and impurity-induced magnetization,
and the corresponding zero-field susceptibilities from NRG
and DMRG with high accuracy. Unfortunately, it displays
a Hartree-Fock–type transition to a state with an oriented
impurity spin below JG

K,c ≈ 0.893 that is not contained in
the exact solution of the model. Therefore, the Gutzwiller
wave function does not describe the small-coupling limit
properly.

For weak coupling, the Yosida wave function reproduces
the exponential divergence of the zero-field susceptibilities
known from Bethe ansatz and NRG but it fails to provide
a good variational bound on the ground-state energy for all
couplings. Eventually, it becomes unstable for large Kondo
couplings. Thus, the Yosida and Gutzwiller variational ap-
proaches provide a complementary view on the Kondo-singlet
ground state.

The DMRG method numerically determines an optimal
variational ground state for the Kondo model on finite lattices.
Although not specifically designed for impurity models, the
method works very well as long as all energy scales lie
within the DMRG energy resolution �ε = W/L. However,
the Kondo temperature in the Kondo model becomes expo-
nentially small for JK � W so that the calculation of magnetic
properties using DMRG is limited to JK � 0.6 for the one-
dimensional density of states.

Other quantities such as the ground-state energy and the
local spin correlation function are unproblematic. For JK = 2,
the results from NRG and DMRG agree perfectly, not only
for the ground-state energy and local spin correlation, but also
for the impurity spin polarization and zero-field susceptibility.
The DMRG can also be applied to impurity problems as long
as all intrinsic energy scales can be resolved appropriately.

The NRG was specifically designed to treat exponentially
small energy scales in impurity models and thus works ex-
ceedingly well for the Kondo model. In this work we showed
that NRG also permits the accurate calculation of the ground-
state energy and local spin correlation function. In particular,
we found that an extrapolation  → 1 is required whereby
the correction factor derived by Krishna-murthy, Wilkins, and
Wilson [6,7] is helpful to improve the extrapolations.

In contrast to the single-impurity Anderson model [28], the
Bethe-ansatz results for the Kondo model cannot be directly
compared to numerical results because the continuum and
lattice models differ in their coupling constants. Therefore,
at zero temperature, only the impurity-induced magnetization
for small Kondo couplings can eventually be compared to the
NRG data. For this reason, it was indispensable to generate ac-
curate data from NRG for comparison with the analytical and
numerical variational methods (Lanczos, Yosida, Gutzwiller,
DMRG) employed in this work.
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APPENDIX A: TECHNICAL DETAILS

1. Diagonalization of the kinetic energy operator

We use open boundary conditions and define the operators
for standing waves

âk,σ =
√

2

L + 1

(L−1)/2∑
n=−(L−1)/2

sin

(
πkn

L + 1
+ πk

2

)
ĉn,σ . (A1)

We may formally include the operators ĉ±(L+1)/2,σ at sites
n = ±(L + 1)/2 because they do not enter the standing-wave
operators âk,σ . The inverse transformation reads as

ĉn,σ =
√

2

L + 1

L∑
k=1

sin

[
πk

L + 1

(
n + L + 1

2

)]
âk,σ . (A2)

The kinetic energy becomes diagonal

T̂ =
L∑

k=1,σ

εkâ+
k,σ âk,σ (A3)
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with the dispersion relation (1 � k � L)

εk = −2t cos

(
πk

L + 1

)
. (A4)

2. Half-chain geometry

Equation (A2) shows that

ĉ0,σ =
√

2

L + 1

L∑
k=1

sin

[
πk

2

]
âk,σ . (A5)

Therefore, the standing waves with even k do not couple to
the chain center, and drop out of the problem.

a. Canonical transformation to parity eigenstates

The reason for this decoupling is parity symmetry. To make
it transparent in the real-space representation, we introduce
the operators for n = 1, 2, . . . , (L − 1)/2

Ĉn,σ =
√

1

2
(ĉn,σ + ĉ−n,σ ),

Ŝn,σ =
√

1

2
(ĉn,σ − ĉ−n,σ ), (A6)

with the inverse transformation

ĉn,σ =
√

1

2
(Ĉn,σ + Ŝn,σ ),

ĉ−n,σ =
√

1

2
(Ĉn,σ − Ŝn,σ ). (A7)

Moreover, we set Ĉ0,σ ≡ ĉ0,σ for notational consistency. The
transformation is a canonical basis transformation.

Then, the kinetic energy becomes

T̂ = T̂ C + T̂ S, (A8)

where the two commuting parts of the kinetic energy are given
by

T̂ C = −
√

2t
∑

σ

(Ĉ+
0,σĈ1,σ + Ĉ+

1,σĈ0,σ )

+ (−t )
(L−3)/2∑
n=1,σ

(Ĉ+
n+1,σĈn,σ + Ĉ+

n,σĈn+1,σ ),

T̂ S = (−t )
(L−3)/2∑
n=1,σ

(Ŝ+
n+1,σ Ŝn,σ + Ŝ+

n,σ Ŝn+1,σ ). (A9)

Therefore, the S electrons drop out of the problem, and the
Kondo Hamiltonian reduces to

ĤC
K = T̂ C + V̂sd + Ĥm (A10)

with

V̂sd = JK

2
(Ĉ+

0,↑Ĉ0,↓d̂+
↓ d̂↑ + Ĉ+

0,↓Ĉ0,↑d̂+
↑ d̂↓)

+ JK

4
(d̂+

↑ d̂↑ − d̂+
↓ d̂↓)(Ĉ+

0,↑Ĉ0,↑ − Ĉ+
0,↓Ĉ0,↓),

Ĥm = Ĥm,loc − B
(L−1)/2∑

n=0

[Ĉ+
n,↑Ĉn,↑ − Ĉ+

n,↓Ĉn,↓] (A11)

and Ĥm,loc = −B(d̂+
↑ d̂↑ − d̂+

↓ d̂↓). Note that the C-parity
eigenbasis in this one-dimensional finite-size chain takes on
the role of the s-wave scattering in the three-dimensional
continuous model [5], where all other spherical harmonics
drop out of the problem.

Now, the impurity is at the left end of the half-chain. The
half-chain has an odd number of sites Lhc = (L + 1)/2, so
that the system of half-chain plus impurity has a total number
of even sites because we choose (L + 3)/2 to be even. In
the absence of an external magnetic field, we have an equal
number of electrons with spin σ =↑,↓ in the half-chain,
Nσ = (L + 3)/4, so that the ground state has total spin zero.

b. Kinetic energy of the half-chain

We denote for m = 1, . . . , (L + 1)/2

b̂m,σ ≡ (−1)m−1â2m−1,σ ,

ε(m) = −2t cos

[
π (2m − 1)

L + 1

]
(A12)

and find

T̂ C =
(L+1)/2∑
m=1,σ

ε(m)b̂+
m,σ b̂m,σ (A13)

for the kinetic energy of the half-chain in diagonal form. For
half-filling of the half-chain, the Fermi energy is at EF = 0,
i.e., the last occupied site in Fourier space is mF = (L + 3)/4
with energy ε(mF) = 0.

We rewrite the dispersion relation as

ε(m) = 2t sin

[
2π (m − mF)

L + 1

]
, (A14)

which can be linearized around the Fermi wave number

ε(m) ≈ 2t
2π (m − mF)

L + 1
+ O((m − mF)3) (A15)

for |m − mF| � L so that the Fermi velocity becomes

vF = ε(mF + 1) − ε(mF)

2π/(L + 1)
= 2t . (A16)

In Bethe-ansatz calculations, vBA
F ≡ 1 is used. Therefore, it is

convenient to set 2t ≡ 1 so that the bandwidth is W = 2.

3. Weak-coupling perturbation theory

a. Perturbation theory to leading order

To leading order, we choose finite system sizes L, and
consider the full-chain geometry. In Fourier space, the kinetic
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energy operator and the Kondo coupling for the chain are
given by

T̂ =
L∑

k=1,σ

εkâ+
k,σ âk,σ , (A17)

V̂sd = JK

L + 1

L∑
k,p=1

sin(πk/2) sin(π p/2)

× (
d̂+

↓ d̂↑â+
k,↑âp,↓ + d̂+

↑ d̂↓â+
k,↓âp,↑

+ 1

2
(d̂+

↑ d̂↑ − d̂+
↓ d̂↓)(â+

k,↑âp,↑ − â+
k,↓âp,↓)

)
. (A18)

Due to spin symmetry we find

〈�0|T̂ |�0〉 = 〈A|T̂ |A〉 = EFS − εkF = EFS (A19)

because εkF = 0. Moreover,

〈�0|V̂sd|�0〉 = − 3JK

2(L + 1)

L∑
k,p=1

sin(πk/2) sin(π p/2)

×〈A|â+
k,↑âp,↑ − â+

k,↓âp,↓|A〉

= − 3JK

2(L + 1)
(A20)

because sin2(πkF/2) = 1. Thus, we obtain

e(1)
0 (JK ) = E (1)

0 (JK ) − EFS = −3JK

2

1

L + 1
. (A21)

In first order in JK, the energy decrease is only of the order
1/L.

b. Perturbation theory to second order

To second order, we implicitly work in the thermodynamic
limit L → ∞. The second-order energy correction reads as

e(2)
0 (JK ) =

∑
|m〉�=|�0〉

∣∣〈m|V̂sd|�0〉
∣∣2

E (0)
0 − E (0)

m

. (A22)

All states that can be reached from |�0〉 by an application
of V̂sd have an extra particle in one of the L/2 single-particle
levels above the Fermi sea at p > kF and a hole in one of the
L/2 single-particle levels below kF, k � kF [see Eq. (A18)].
Therefore, E (0)

0 − E (0)
k,p = −(εp − εk ). Otherwise, the coupling

matrix element is independent of k and p. Therefore, in the
thermodynamic limit, we may sum over all (L/2)2 intermedi-
ate states and find

e(2)
0 (JK ) = −

(
2

L

)2 kF∑
k=1

L∑
p=kF

〈�0|V̂ 2
sd|�0〉

εp − εk
≡ − f b2

1 (A23)

with

f = 4
∫ 1

0
dω1

∫ 0

−1
dω2ρ0(ω1)ρ0(ω2)

1

ω1 − ω2
, (A24)

b2
1 = 〈�0|V̂ 2

sd|�0〉. (A25)

As shown in Appendix B 2, we have b2
1 = 3J2

K/32, indepen-
dent of the density of states.

For the one-dimensional density of states (8) we find

f =
∫ ∞

0
dω e−ωηJ0(ω)H0(ω), (A26)

where η = 0+, J0(ω) is the zeroth-order Bessel function, and
H0(ω) is the zeroth-order Struve function [see Eqs. (9.1.18)
and (12.1.7) of Ref. [36]]. Using Eq. (12.1.19) of Ref. [36]
this can further be simplified to

f = 8

π

∞∑
k=0

1

2k + 1

∫ ∞

0
dω J0(ω)J2k+1(ω) = 1, (A27)

where we used Eq. (6.512,2) of Ref. [37]. Thus, our final result
to second order is

e(2)
0 (JK ) = − 3

32
J2

K (A28)

for the one-dimensional density of states (8).

4. Energy of the magnetic Yosida state

a. Host-electron Fermi sea

At half band filling and for a symmetric density of states
we have

|FS〉 =
∏

k;εk�−εF

â+
k,↓

∏
k;εk�εF

â+
k,↑|vac〉. (A29)

The host-electron spin polarization per site

s0 = 1

2

1

L

∑
k

〈FS|â+
k,↑âk,↑ − â+

k,↓âk,↓|FS〉 (A30)

determines εF. For the one-dimensional density of states we
find

s0 = 1

π
arcsin εF, εF = sin(πs0). (A31)

In turn, εF can be viewed as a variational parameter that
optimizes the ground-state energy in the presence of the
external field

eFS(εF) = tFS(εF) − 2Bs0(εF), (A32)

tFS(εF) = 1

L
〈FS|T̂ |FS〉

= 2
∫ 0

−1
dω ωρ0(ω) + 2

∫ εF

0
dω ωρ0(ω). (A33)

For a symmetric density of states at half band filling, the
variational optimum is at

ε
(0)
F = B (A34)

for B � 1 and ε
(0)
F = 1 for B � 1. Thus, in one dimension for

B � 1

eFS(B) = − 2

π

√
1 − B2 − 2

π
B arcsin(B). (A35)

b. Presence of the impurity

In the presence of the impurity, we have to determine εF

from the minimization of

E0(εF) = LeFS(εF) + e0(εF). (A36)
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This gives the condition

0 = Le′
FS

(
ε

opt
F

)+ e′
0

(
ε

opt
F

)
. (A37)

We separate the terms of order L and order unity,

ε
opt
F = B + 1

L
ε

(1)
F , (A38)

where we use Eq. (A34) to identify the leading-order term
ε

(0)
F = B, and find in Eq. (A37) that

0 = e′′
FS(B)ε (1)

F + e′
0(B),

ε
(1)
F = − e′

0(B)

e′′
FS(B)

= − 1

2ρ0(B)

∂e0(εF)

∂εF

∣∣∣∣
εF=B

. (A39)

In the last equation we used Eq. (A33) to show that

e′
FS(εF) = 2(εF − B)ρ0(εF),

e′′
FS(εF) = 2ρ0(εF) + 2(εF − B)ρ ′

0(εF). (A40)

Fortunately, we do not need to know ε
(1)
F when we work with

the ground-state energy because

E0(εopt
F ) = L

(
eFS(B) + e′

FS(B)
ε

(1)
F

L

)
+ e0(B)

= LeFS(B) + e0(B) (A41)

is independent of ε
(1)
F due to Eq. (A33) [see also Eq. (A40)].

c. Lagrange functional and minimization

After calculating all expectation values, the Lagrange func-
tional for the Yosida state L ≡ L[{αk,↑}, {αk,↓}, λ] becomes

L = 1

2

(
1

L

∑′

k

α2
k,↓εk + 1

L

∑′′

k

α2
k,↑εk

)

− JK

2

(
1

L

∑′

k

αk,↓

)(
1

L

∑′′

k

αk,↑

)

+ JK

4
s0

(
1

L

∑′

k

α2
k,↓ − 1

L

∑′′

k

α2
k,↑

)

− JK

8

(
1

L

∑′

k

αk,↓

)2

− JK

8

(
1

L

∑′′

k

αk,↑

)2

+ λ

(
1 − 1

2L

∑′

k

α2
k,↓ − 1

2L

∑′′

k

α2
k,↑

)
, (A42)

where we took the normalization into account using the
Lagrange parameter λ.

We define

C↑ = 1

L

∑′′

k

αk,↑,

C↓ = 1

L

∑′

k

αk,↓. (A43)

The variation of the Lagrange functional (A42) gives

αk,↑ = JK

4

C↑ + 2C↓
εk − (λ + JKs0/2)

,

αk,↓ = JK

4

C↓ + 2C↑
εk − (λ − JKs0/2)

(A44)

in the respective regions in k space. We abbreviate the
principal-value integral

F1(x, B) =
∫ 1

B
− dω ρ0(ω)

1

ω − x
(A45)

to find in Eq. (A43)

C↑ = JK

4
(C↑ + 2C↓)F1(λ + JKs0/2, B),

C↓ = JK

4
(C↓ + 2C↑)F1(λ − JKs0/2,−B) (A46)

whereby we assume throughout that 0 � B < 1, i.e., the host
electrons are not fully polarized. Note that Eq. (A41) permits
to set εF = B in our further considerations.

The secular determinant that belongs to Eq. (A46) must
be zero because the normalization condition (C↑ + C↓)/2 =
1 must also be fulfilled. Therefore, we determine λ from the
equation(

1 − JKF+
4

)(
1 − JKF−

4

)
− J2

KF+F−
4

= 0, (A47)

where we abbreviated F+ ≡ F1(λ + JKs0/2, B) and F− ≡
F1(λ − JKs0/2,−B). In one spatial dimension we have
s0(B) = (1/π ) arcsin(B) from Eq. (A34) and

F1(x, B) = 1

π
√

1 − x2
ln

[
1 − Bx +

√
(1 − B2)(1 − x2)

B − x

]
.

(A48)

Using the variationally optimal parameters, it is not difficult
to show that

eY
0 (JK, B) = λ. (A49)

Therefore, Eq. (A47) determines the variational ground-state
energy as a function of the external field B.

Equation (A47) provides a solution only for B � BY
c (JK )

above which the Yosida state becomes unstable. This problem
does not occur in the Gutzwiller description so that we do not
extend the Yosida state to the region B > BY

c (JK ).

5. Impurity spin polarization and magnetization
of the Yosida state

a. Impurity spin polarization

By definition [see Eq. (14)], the impurity spin polarization
is given by

mS,Y(JK, B)

geμB
= Sz,Y(JK, B) = 1

2
〈�Y|n̂d,↑ − n̂d,↓|�Y〉.

(A50)

This expectation value is readily calculated to give

Sz,Y(JK, B) = 1

2

1 − 3JKF+/4

1 + JKF+/4
(A51)
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with F+ ≡ F1(eY
0 (JK, B) + JKs0(B)/2, B) and F1(x, B) from

Eq. (57) in one dimension. The ground-state energy eY
0 (JK, B)

in the presence of a global field is derived from the solution of
Eq. (56), and s0(B) = arcsin(B)/π in one dimension.

When the external field is applied only locally, the impurity
spin polarization is given by

Sz,Y
loc (JK, B) = 1

2

1 − 3JKF (eY
0,loc(JK, B) − B)/4

1 + JKF (eY
0,loc(JK, B) − B)/4

(A52)

with F (x) from Eq. (58) in one dimension. The ground-
state energy eY

0,loc(JK, B) in the presence of a local field is
derived from the solution of Eq. (56) when F± is replaced by
F (λ ∓ B).

b. Impurity-induced magnetization

The solution eY
0 (JK, B) of Eq. (56) must be determined

numerically for given Kondo coupling and external field.
The impurity-induced magnetization is then obtained using
Eq. (20) as

mii,Y(JK, B)

geμB
= −1

2

∂eY
0 (JK, B)

∂B
(A53)

by a numerical derivative of the Yosida ground-state energy
in the presence of a magnetic field. Equation (A53) holds be-
cause of the variational Hellmann-Feynman theorem [26,27]
(see Appendix B 1).

To obtain an analytic expression, we take the derivative
of Eq. (56) with respect to the magnetic field B. With the
abbreviations

s′
0(B) = ∂s0(B)

∂B
= ρ0(B),

y(B) = ρ0(B)

eY
0 (JK, B) + JKs0(B)/2 − B

, (A54)

and

F2(x, B) = ∂F1(x, B)

∂x
,

F2,+ = F2
(
eY

0 (JK, B) + JKs0(B)/2, B
)
,

F2,− = F2
(
eY

0 (JK, B) − JKs0(B)/2,−B
)

(A55)

we find

F ′
1,+ + F ′

1,− + 3JK

4
(F ′

1,+F1,− + F ′
1,−F1,+) = 0, (A56)

where

F ′
1,+ = y(B) +

(
−2mii,Y(B) + JKρ0(B)

2

)
F2,+,

F ′
1,− = −y(−B) +

(
−2mii,Y(B) − JKρ0(B)

2

)
F2,−.

(A57)

Here, we used Eq. (A53), eY
0 (JK,−B) = eY

0 (JK, B), and
s0(−B) = −s0(B).

We solve Eq. (A56) for mii,Y(JK, B),

mii,Y(JK, B)

geμB
= 1

4

Na(JK, B)

Nb(JK, B)
(A58)

with

Na(JK, B) = 8y(B) − 8y(−B)

+ 4JKρ0(B)(F2,+ − F2,−)

+ 6JK(y(B)F1,− − y(−B)F1,+)

+ 3J2
Kρ0(B)(F1,−F2,+ − F1,+F2,−),

and

Nb(JK, B) = 4F2,+ + 4F2,−
+ 3JK(F1,−F2,+ + F1,+F2,−). (A59)

When the external field is applied only locally, Eq. (56)
reduces to(

1 − JKF+
4

)(
1 − JKF−

4

)
− J2

KF+F−
4

= 0 (A60)

with F± = F (λ ∓ B) from Eq. (58). Then, Eq. (A58) reduces
to

mii,Y
loc (JK, B) = 4(F ′

+ − F ′
−) + 3JK(F ′

+F− − F ′
−F+)

8(F ′+ + F ′−) + 6JK(F ′+F− + F ′−F+)
(A61)

with

F ′
± = F ′(λ ± B),

F ′(x) = − 1

πx(1 − x2)
+ x

1 − x2
F (x). (A62)

In Fig. 21 we display the impurity spin polarization
Sz,Y = mS,Y/(geμB) and the impurity-induced magnetization
mii,Y/(geμB) from the Yosida wave function as a function of
global and local magnetic fields. The curves noticeably differ
from each other which shows that it is important to distinguish
between the four quantities.

For small interactions, the system has a large impurity-
induced magnetic susceptibility so that small fields tend to
fully polarize the system. Indeed, as seen from the figure, the
impurity-induced magnetization reaches its maximum value
for fields of the order of 10−2D at JK = 0.5. For these small
fields, it is not important whether the field is applied globally
or only locally because the magnetic response is mostly deter-
mined by the impurity spin and by the electrons in its vicinity.
Note that the impurity spin polarization Sz,Y is smaller than
the impurity-induced magnetization mii,Y/(geμB); this is an
artifact of the Yosida wave function.

Large interactions, JK = 2, require large fields to polarize
the impurity system. Thus, the differences between the curves
are more pronounced. Recall, however, that the Yosida wave
function is not a good variational state for strong couplings so
that the curves in Fig. 21 are not representative for the Kondo
model.

6. Evaluation of expectation values for the Gutzwiller wave
function

a. Norm, kinetic energy, and impurity spin polarization

The Gutzwiller state is normalized to unity,

〈�G|�G〉 = 〈�|1 − x(n̂d
↑ − nd,0

↑ )(n̂d
↓ − nd,0

↓ )|�〉 = 1 (A63)

because |�〉 is a normalized single-particle product state and
Eq. (80) holds. Likewise [19], the expectation value of the
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FIG. 21. Impurity spin polarization Sz,Y = mS,Y/(geμB)
[Eq. (14)] and impurity-induced magnetization mii,Y/(geμB)
[Eq. (19)] of the one-dimensional symmetric Kondo model as a
function of global/local fields for JK = 0.5 (upper figure) and
JK = 2 (lower figure) from the Yosida wave function.

kinetic energy in the Gutzwiller wave function gives

〈T̂ 〉G =
∑
k,σ

[ε(k) − σnB]〈�|â+
k,σ âk,σ P̂2

G|�〉

=
∑
k,σ

[ε(k) − σnB]〈�|â+
k,σ âk,σ |�〉, (A64)

when we use Eqs. (77) and (80). Moreover, it is readily seen
from Eq. (83) that

Sz,G = 1
2 〈n̂d

↑ − n̂d
↓〉G = m = 1

2 〈�|n̂d
↑ − n̂d

↓|�〉 (A65)

so that we do not have to distinguish between the impurity
spin polarization in |�G〉 and in |�〉.

b. Spin-flip terms in the Kondo coupling

Using Eq. (83) we have

〈
V̂ sf

sd

〉
G = λ↑λ↓

JK

2L

∑
k,k′

〈�|[â+
k′,↑âk,↓d̂+

↓ d̂↑ + H.c.]|�〉. (A66)

We use Wick’s theorem for the single-particle product state
|�〉 to find

〈
V̂ sf

sd

〉
G = − 2√

1 − 4m2

JK

2L

×
(∑

k

〈�|d̂+
↓ âk,↓|�〉

∑
k′

〈�|â+
k′,↑d̂↑|�〉

+
∑

k

〈�|d̂+
↑ âk,↑|�〉

∑
k′

〈�|â+
k′,↓d̂↓|�〉

)
.

(A67)

c. Ising terms in the Kondo coupling

Using Eq. (83) we have

〈
V̂ Is

sd

〉
G = JK

4L

∑
k,k′

〈�|(â+
k′,↑âk,↑ − â+

k′,↓âk,↓)

×
(

d̂+
↑ d̂↑
nd,0

↑
− d̂+

↓ d̂↓
nd,0

↓
+ 2m

n̂d
↑n̂d

↓
nd,0

↑ nd,0
↓

)
|�〉

= − JK

2L

(∑
k

〈�|d̂+
↑ âk,↑|�〉

∑
k′

〈�|â+
k′,↑d̂↑|�〉

+
∑

k

〈�|d̂+
↓ âk,↓|�〉

∑
k′

〈�|â+
k′,↓d̂↓|�〉

)
+ JKmM0, (A68)

where we again used Wick’s theorem for the single-particle
product state |�〉, and defined the host-electron spin polariza-
tion on the impurity

M0 = 1

2L

∑
k,k′

〈�|â+
k′,↑âk,↑ − â+

k′,↓âk,↓|�〉. (A69)

7. Lagrange functional and effective noninteracting SIAM for
the Gutzwiller wave function

a. Optimization of the Lagrange functional

We must optimize 〈Ĥ〉G with respect to the single-particle
product states |�〉 that are normalized to unity, 〈�|�〉 = 1.
Moreover, we must respect the conditions (78) and (A69).

We apply the Ritz variational principle to the Lagrange
functional L ≡ L({|�〉}, Esp, Ed , K ) (see also Ref. [19]):

L = 〈Ĥ〉G + Esp(1 − 〈�|�〉)

+ Ed (2m − 〈�|n̂d
↑ − n̂d

↓|�〉)

− K

⎛⎝2M0 − 1

L

∑
k,k′

〈�|â+
k′,↑âk,↑ − â+

k′,↓âk,↓|�〉
⎞⎠,

〈Ĥ〉G = 〈T̂ 〉G − 2mB + 〈
V̂ sf

sd

〉
G + 〈

V̂ Is
sd

〉
G, (A70)

and find that |�〉 must obey the Schrödinger equation

ĤSIAM
0 |�〉 = Esp|�〉 (A71)
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with the effective noninteracting single-impurity Anderson
model (SIAM)

ĤSIAM
0 = T̃ + Ṽ − Ed (n̂d

↑ − n̂d
↓)

+ K

L

∑
k,k′

(â+
k′,↑âk,↑ − â+

k′,↓âk,↓), (A72)

with the operators for the kinetic energy and the local hy-
bridization

T̃ =
∑
k,σ

[ε(k) − σnB]â+
k,σ âk,σ ,

Ṽ = 1√
L

∑
k,σ

Vσ (â+
k,σ d̂σ + d̂+

σ âk,σ ), (A73)

where

Vσ = −JK

2

(
γσ + 2√

1 − 4m2
γσ̄

)
,

γσ =
√

1

L

∑
k

〈�|â+
k,σ d̂σ |�〉 (A74)

have to be determined self-consistently. Hereby, we assumed
that γσ and Vσ are real; recall ↑̄ =↓, ↓̄ =↑.

In the following we choose |�〉 as the ground-state of
ĤSIAM

0 in Eq. (A71) and denote the optimal single-particle
product state by |�0〉. Recall that we have to also fulfill the
conditions (78) and (A69),

m = 1

2
〈�0|n̂d

↑ − n̂d
↓|�0〉,

M0 = 1

2L

∑
k,k′

〈�0|â+
k′,↑âk,↑ − â+

k′,↓âk,↓|�0〉, (A75)

which we regain from the minimization of L with respect to
Ed and K . The minimization of L with respect to m and M0

gives

K = 1

2
JKm,

Ed = B − 1

2
JKM0 + 4m

(1 − 4m2)3/2
JKγ↑γ↓. (A76)

Note that a finite impurity magnetization m generates a poten-
tial scattering in the effective single-impurity Anderson model
K �= 0.

b. Self-consistency procedure

The remaining task is the calculation of the single-particle
density of states for the effective noninteracting single-
impurity Anderson Hamiltonian (A71). Using the single-
particle density of states, we can calculate the single-particle
energy Esp(B, Ed , K,Vσ ) from which we obtain m, M0, and
γσ :

2m = −∂Esp(B, Ed , K,Vσ )

∂Ed
,

2M0 = ∂Esp(B, Ed , K,Vσ )

∂K
,

2γσ = ∂Esp(B, Ed , K,Vσ )

∂Vσ

, (A77)

when we use the Hellmann-Feynman theorem that also holds
for variational approaches. The simple proof relies on the fact
that the optimized variational state is stationary with respect
to small wave-function variations (see Appendix B 1).

Therefore, the parameters of the single-impurity Anderson
model are determined self-consistently using the following
procedure.

S 1 The self-consistency procedure is initialized by choos-
ing the values of the paramagnetic solution m = 0, M0 = 0,
K = 0, and Vσ = V (see Sec. VI B). This guarantees that the
algorithm works for B = 0. To lift the degeneracy, we start at
Ed = B for given B > 0, JK > 0.

S 2 The analytic expressions for Esp(B, Ed , K,Vσ ) give
new values for m, M0, γσ from Eq. (A77), and thus new values
for K and Ed from Eq. (A76), and new values for Vσ from
Eq. (A74).

S 3 Check whether or not K, Ed ,Vσ deviate from their
previous values by more than some small value η = 10−12.
If so, return to S 2, otherwise, the algorithm terminates and
gives the self-consistent values for K, Ed ,Vσ and m, M0, γσ .

c. Ground-state energy

Note that Esp is not identical to EG
0 = 〈ĤG〉. Instead, we

have from Eq. (A73)

Esp = 〈T̃ 〉0 + 〈Ṽ 〉0 − 2mEd + 2KM0

=
∑
k,σ

[ε(k) − σnB]〈�|â+
k,σ âk,σ |�〉

+
∑

σ

2Vσ γσ − 2mEd + 2KM0

=
∑
k,σ

[ε(k) − σnB]〈�|â+
k,σ âk,σ |�〉 − 2mEd + 2KM0

− JK

(
γ 2

↑ + γ 2
↓ + 4√

1 − 4m2
γ↑γ↓

)
, (A78)

where we used Eq. (A74) to replace Vσ by γσ . In contrast,
from Eq. (A70) we have

EG
0 =

∑
k,σ

[ε(k) − σnB]〈�|â+
k,σ âk,σ |�〉 − m(2B − JKM0)

− JK

2

(
4√

1 − 4m2
γ↓γ↑ + γ 2

↑ + γ 2
↓

)
. (A79)

Comparing both equations results in

EG
0 = Esp + JK

2

(
4√

1 − 4m2
γ↓γ↑ + γ 2

↑ + γ 2
↓

)
− m(2B − JKM0) + 2mEd − 2KM0

= Esp + JK

2

(
4√

1 − 4m2
γ↓γ↑ + γ 2

↑ + γ 2
↓

)
+ 8m2

(1 − 4m2)3/2
JKγ↑γ↓ − JKmM0 (A80)

for the Gutzwiller variational ground-state energy of the
Kondo model. The excess ground-state energy for the

075132-30



SYMMETRIC SINGLE-IMPURITY KONDO MODEL ON A … PHYSICAL REVIEW B 101, 075132 (2020)

Gutzwiller variational state is given by

eG
0 (JK, B) = EG

0 (JK, B)

−
∑
k,σ

(ε(k) − σnB)〈FS|â+
k,σ âk,σ |FS〉, (A81)

where |FS〉 is the Fermi sea of noninteracting electrons.
The variational optimization for m > 0 is outlined in

Appendix B 4. Here, we summarize the main results.
(i) The Gutzwiller ground state displays a finite local mag-

netization m > 0 at B = 0+ for all 0 < JK < JG
K,c ≈ 0.839.

The precise value is determined in Appendix A 8 g.
(ii) For small interactions JK → 0, the values for Vσ ,

γσ , Ed , K , m, M0, and ωp,↓ can be determined analytically.
(iii) The ground-state energy for small interactions in one

dimension can be approximated by

eG
0 (JK ) ≈ −0.0905J2

K − 0.051J3
K − 0.05J4

K (A82)

for the Gutzwiller variational energy for JK � 0.4. The
quadratic coefficient can be compared with the exact result
from perturbation theory e0(JK ) ≈ −3J2

K/32 = −0.093 75J2
K

[see Eq. (34)]. The magnetic Gutzwiller states account for
96.5% of the correlation energy.

8. Zero-field impurity spin susceptibility for the paramagnetic
Gutzwiller state

From the numerical solution of the self-consistency equa-
tions, we see that γ↑ = γ↓ and V↑ = V↓ at self-consistency. In
the following, we use this assumption.

a. Impurity spin polarization

The optimization procedure of Appendix A 7 directly gives
the impurity spin polarization

mS,G(JK, B)

geμB
= m(JK, B). (A83)

When the external field is applied only at the impurity, we sim-
ply replace the expression [ε(k) − σnB] by ε(k) in Eqs. (A64),
(A73), (A78), (A79), and (A81) to arrive at the correspond-
ing “local” expressions for the impurity spin polarization
and impurity-induced magnetization. Invoking the variational
Hellmann-Feynman theorem [26,27] (see Appendix B 1), we
may alternatively use

mS,G
loc (JK, B)

geμB
= −1

2

∂eG
0,loc(JK, B)

∂B
(A84)

[see also Eq. (22)].

b. Impurity-induced magnetization

Following the steps in Appendix A 6 it is readily shown
that

mii,G(JK, B)

geμB
= 〈�0|Ŝz + ŝz|�0〉 − 〈FS|ŝz|FS〉. (A85)

Here, |�0〉 is the optimized ground state of the effective
noninteracting single-impurity Anderson model Hamiltonian
defined in Eq. (A72) and |FS〉 is the Fermi-sea ground state
of noninteracting electrons in the presence of a magnetic

field. When we use the single-particle density of states of the
noninteracting SIAM (see Appendix B 4), we find

mii,G(JK, B)

geμB
= 1

2

∫ 0

−∞
dω[D↑(ω) − D↓(ω)]

− 1

2

∫ 0

−∞
dω[DFS

↑ (ω) − DFS
↓ (ω)]

= 1

2

∫
−∞

dω[Dimp,↑(ω) − Dimp,↓(ω)], (A86)

where the impurity density of states is given by the phase-shift
function

Dimp,σ (ω) = − 1

π

∂ϕσ (ω, B, Ed , K,V )

∂ω
,

cot[ϕσ (ω, B, Ed , K,V )] = Rσ (ω)

Iσ (ω)
, (A87)

with the real and imaginary parts of the hybridization function

Rσ (ω) = (ω + σnEd )[1 − σnK0(ω + σnB)]

−V 20(ω + σnB),

Iσ (ω) = η[1 − σnK0(ω + σnB)]

+ [(ω + σnEd )σnK + V 2]πρ0(ω + σnB) (A88)

[see Eqs. (IV-43) and (IV-44) of the Supplemental Material
[23] and η = 0+].

Since the impurity contribution to the density of states is
given by a frequency derivative, the frequency integration in
Eq. (A86) is readily carried out. The density of states vanishes
for ω → −∞ so that the density of states at the Fermi energy
alone determines the impurity-induced magnetization. We
focus on the paramagnetic region for the Gutzwiller wave
function JK > JG

K,c, so that the band part of the impurity
density of states at the Fermi energy gives [see Eq. (IV-50)
of the Supplemental Material [23]]

mii,G(JK, B)

geμB
= − 1

2π
[X↑(0) − X↓(0)],

Xσ (ω) ≡ Xσ (ω, B, Ed , K,V )

= πθH(−ω − σnEd )

+ arccot

[
(ω + σnEd )

√
1 − (ω + σnB)2

(ω + σnEd )σnK + V 2

]
(A89)

in one dimension. Thus, we obtain the final result

mii,G(JK, B)

geμB
= 1

2
− 1

π
arccot

[
Ed

√
1 − B2

Ed K + V 2

]

= 1

π
arctan

[
Ed

√
1 − B2

Ed K + V 2

]
, (A90)

where Ed (B), K (B), and V (B) are determined from the solu-
tion of the self-consistency cycle in Appendix A 7.

When the field is only applied locally, the same considera-
tions lead to

mii,G
loc (JK, B)

geμB
= 1

π
arctan

[
Ed,loc

Ed,locKloc + V 2
loc

]
, (A91)
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FIG. 22. Impurity spin polarization Sz,G = mS,G/(geμB)
[Eqs. (A83) and (A84)] and impurity-induced magnetization
mii,G/(geμB) [Eqs. (A90) and (A91)] of the one-dimensional
symmetric Kondo model as a function of global/local fields for
JK = 1 from the Gutzwiller wave function.

where the self-consistency problem has to be solved for a local
field only. We show the impurity spin polarization and the
impurity-induced magnetization as a function of an applied
global/local magnetic field in Fig. 22 for JK = 1, where the
Gutzwiller wave function describes a local spin singlet.

In contrast to the Yosida wave function, the Gutzwiller
wave function correctly shows that the impurity spin polariza-
tion is larger than the impurity-induced magnetization because
the impurity spin is surrounded by a cloud of conduction
electrons that screens the impurity spin. As in the Yosida wave
function, the impurity spin polarization does not depend much
on whether the magnetic field is applied globally or locally.

c. Small fields

In the paramagnetic phase JK > JG
K,c, and for small fields

B → 0, we can derive explicit results for the zero-field im-
purity spin susceptibility because it is sufficient to solve the
self-consistency equations to linear order in the external field.

Keeping all terms up to linear order in B, we make the
ansatz

ωp,↑ = ωp + ω̄pB, ωp,↓ = ωp − ω̄pB,

K = K̄B, Ed = Ēd B,

M0 = M̄0B, m = 2χB, (A92)

where χ is the desired zero-field impurity-spin susceptibility
in units of (geμB)2:

χS,G
0 (JK, B)

(geμB)2
= χ. (A93)

In one dimension at B = 0, the pole is at ωp = −v+ [see
Eq. (85)]. Moreover, from Eqs. (21) and (A90) we find

χ ii,G
0 (JK )

(geμB)2
= Ēd

2πV 2
, (A94)

where V↑ = V↓ = V and γ↑ = γ↓ = γ = −2V/(3JK ), with
corrections of the order B2, and with

JK(V ) = −8V

3

(
∂e0(V )

∂V

)−1

, (A95)

where V instead of JK parametrizes the strength of the Kondo
interaction. For e0(V ), see Eq. (84).

Apparently, we have five unknowns, namely,

vT = (ω̄p, Ēd , K̄, M̄0, χ ), (A96)

and we need five independent linear equations that connect
these quantities.

d. Useful integrals

For later use we define the following set of integrals:

Jn(V ) =
∫ 0

−1

dω

π

ωn
√

1 − ω2

(ω2 − ω4 + V 4)2
. (A97)

Using Mathematica [29], the required integrals read as

J1(V ) = − 1

2πV 4(1 + 4V 4)

+ (−2 + √
1 + 4V 4) arctan(1/v−)

2πv−(1 + 4V 4)3/2

+ (2 + √
1 + 4V 4)

4πv+(1 + 4V 4)3/2
ln

(
v+ − 1

v+ + 1

)
(A98)

and

J3(V ) = 1

π (1 + 4V 4)

+ (−3 − 4V 4 + √
1 + 4V 4) arctan(1/v−)

4πv−(1 + 4V 4)3/2

+ (3 + 4V 4 + √
1 + 4V 4)

8πv+(1 + 4V 4)3/2
ln

(
v+ − 1

v+ + 1

)
. (A99)

For v±, see Eq. (85).

e. Five equations

As shown in Appendix B 4,

Ēd = 1 − JK

2
M̄0 + 8JKχγ 2 (A100)

with γ = −2V/(3JK ),

K̄ = JKχ, (A101)

Ēd
(
ω2

p − 1
)+ (

2ω2
p − 1

)
ω̄p + ω2

p − K̄V 2 = 0, (A102)

M̄0 = M̄b
0 + M̄band

0 ,

M̄b
0 = K̄

(− ω2
p + 2ω4

p + V 4
)− ω2

p

(
3 + Ēd + 4ω̄p

)
V 2

ωp
(
1 − 2ω2

p

)2 ,

M̄band
0 = −2K̄V 2J3(V ) + 2(Ēd − 1)V 4J1(V ), (A103)

χ = χb + χband,

χb = ωp
(
1 + Ēd + ω2

p − Ēdω
2
p + 2ω̄p − K̄V 2

)
2
(
1 − 2ω2

p

)2 ,

χband = 1

2πV 2
− V 2{(Ēd − 1)[J1(V ) − J3(V )]

+ K̄V 2J1(V )}. (A104)
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Equations (A100)–(A104) are the required five equations for
the five unknowns in Eq. (A96).

f. Matrix problem

The resulting matrix problem reads as, with ωp = −v+ [see
Eq. (85)] and with v [from Eq. (A96)]

M · v = g. (A105)

Here, the matrix has the form

M =

⎛⎜⎜⎜⎝
0 1 0 JK/2 −8JKγ 2

0 0 1 0 −JK

2ω2
p − 1 ω2

p − 1 −V 2 0 0
M41 M42 M43 −1 0
M51 M52 M53 0 −1

⎞⎟⎟⎟⎠
(A106)

with the nonzero matrix elements

M41 = − 4ωpV 2(
1 − 2ω2

p

)2 ,

M42 = − ωpV 2(
1 − 2ω2

p

)2 + 2V 4J1(V ),

M43 =
(− ω2

p + 2ω4
p + V 4

)
ωp
(
1 − 2ω2

p

)2 − 2V 2J3(V ),

M51 = ωp(
1 − 2ω2

p

)2 ,

M52 = ωp
(
1 − ω2

p

)
2
(
1 − 2ω2

p

)2 − V 2[J1(V ) − J3(V )],

M53 = − V 2ωp

2
(
1 − 2ω2

p

)2 − V 4J1(V ). (A107)

For a global external field, the inhomogeneity reads as

gT = (
1, 0,−ω2

p, g4, g5
)
, (A108)

where

g4 = 3ωpV 2(
1 − 2ω2

p

)2 + 2V 4J1(V ),

g5 = − ωp
(
1 + ω2

p

)
2
(
1 − 2ω2

p

)2

−V 2[J1(V ) − J3(V )] − 1

2πV 2
. (A109)

When the external field is applied only locally, the matrix M
and the vector v in Eq. (A105) remain unchanged but we have
for the inhomogeneity

gT
loc

= (1, 0, 0, 0, 0). (A110)

The matrix problem (A105) can be solved analytically, gener-
ating large expressions. Eventually, we solve it numerically.

g. Strong-coupling limit

For the nontrivial entries in the matrix M we have

M14 = 2V

3
+ 1

6V
− 4

9πV 2
+ 5

48V 3
,

M15 = −8V

3
+ 2

3V
− 16

9πV 2
+ 1

4V 3
,

M25 = −4V

3
− 1

3V
+ 8

9πV 2
− 5

24V 3
,

M31 = 2V 2 + 1

4V 2
,

M32 = V 2 − 1

2
+ 1

8V 2
,

M33 = −V 2,

M41 = 1

V
+ 1

4V 3
,

M42 = 1

4V
+ 1

16V 3
, (A111)

and

M43 = − 3

4V
− 1

16V 3
,

M51 = − 1

4V 3
,

M52 = 1

8V
− 1

32V 3
,

M53 = 1

8V
+ 1

32V 3
, (A112)

up to and including order 1/V 3. To the same order,

gT = (1, 0,−V 2 − 1/2 − 1/(8V 2),−3/(4V ) − 3/(16V 3),

1/(8V ) − 1/(2πV 2) + 7/(32V 3))T. (A113)

Lastly, for JK � 1 we have from Eq. (93)

V (JK ) = 3

4
JK − 1

3JK
+ 32

27πJ2
K

− 14

27J3
K

+ O
(
1/J4

K

)
.

(A114)

Then, Mathematica [29] gives the vector v,

vT = (ω̄p, Ēd , K̄, M̄0, χ )

=
(

−1 − 4

3πV
+ 29

18πV 3
, 1 + 13

3πV
− 7

36πV 3
,

5

3πV
+ 31

36πV 3
,− 3

2πV 2
,

5

4πV 2

)T

, (A115)

up to and including order 1/V 3. Thus, in the strong-coupling
limit, the impurity spin susceptibility in the Gutzwiller wave
function is given by

χS,G
0 (JK � 1)

(geμB)2
= 5

4πV 2
+ O(1/V 4) = 20

9πJ2
K

+ O
(
1/J4

K

)
.

(A116)

075132-33



GERGELY BARCZA et al. PHYSICAL REVIEW B 101, 075132 (2020)

For a local external field, we obtain in the strong-coupling
limit

vT
loc =

(
−1 + 7

12V 2
− 1

3πV 3
,

5

2
+ 2

3V 2
+ 1

3πV 3
,

1

2
+ 7

12V 2
− 1

3πV 3
,− 3

4V
+ 3

16V 3
,

3

8V
+ 11

32V 3

)T

, (A117)

up to and including order 1/V 3. Thus, for a local magnetic
field, the strong-coupling limit of the impurity spin suscepti-
bility in the Gutzwiller wave function is given by

χS,G
0,loc(JK � 1)

(geμB)2
= 3

8V
+ 11

32V 3
= 1

2JK
+ 28

27J3
K

+ O
(
1/J4

K

)
.

(A118)

For the zero-field impurity-induced susceptibilities in
Eq. (A94), we find in the strong-coupling limit

χ ii,G
0 (JK � 1)

(geμB)2
= 1

2πV 2

[
1 + 13

3πV
− 7

36πV 3
+ O(V −4)

]
= 8

9πJ2
K

+ 416

81π2J3
K

+ O
(
1/J4

K

)
(A119)

and

χ ii,G
0,loc(JK � 1)

(geμB)2
= 1

2πV 2

[
5

2
+ 2

3V 2
+ 1

3πV 3
+ O(V −4)

]

= 20

9πJ2
K

+ O
(
1/J4

K

)
. (A120)

The impurity spin susceptibility for a local field goes to
zero proportional to 1/JK; all other susceptibilities vanish
proportional to J−2

K . From Eqs. (A116) and (A120) we see
that χS,G

0 (JK ) and χ ii,G
0,loc(JK ) agree to order J−2

K . A closed
inspection shows that the expressions indeed agree to order
J−4

K .

9. Hamiltonian of the Wilson chain

The matrix elements are calculated recursively from the
starting values

ε0,σ =
∫ 1−σnB

−1−σnB
dε ε ρ0(ε + σnB),

t2
0,σ =

∑
m

[(ζ+
m,σ − ε0,σ )2(γ +

m,σ )2 + (ζ−
m,σ − ε0,σ )2(γ −

m,σ )2],

u0,m,σ = γ +
m,σ ,

v0,m,σ = γ −
m,σ ,

u1,m,σ = (ζ+
m,σ − ε0,σ )u0,m,σ

t0,σ

,

v1,m,σ = (ζ−
m,σ − ε0,σ )v0,m,σ

t0,σ

. (A121)

For n � 1 one has to calculate iteratively

εn,σ =
∑

m

ζ+
m,σ u2

n,m,σ + ζ−
m,σ u2

n,m,σ ,

t2
n,σ =

∑
m

[(ζ+
m,σ )2u2

n,m,σ + (ζ−
m,σ )2v2

n,m,σ ] − t2
n−1,σ − ε2

n,σ

(A122)

and

un+1,m,σ = (ζ+
m,σ − εn,σ )un,m,σ − tn−1,σ un−1,m,σ

tn,σ

,

vn+1,m,σ = (ζ−
m,σ − εn,σ )vn,m,σ − tn−1,σ vn−1,m,σ

tn,σ

.

(A123)

This concludes the derivation of the Wilson chain Hamilto-
nian.

APPENDIX B: OUTLINE OF THE SUPPLEMENTAL
MATERIAL

In this Appendix, we summarize the content of the Supple-
mental Material [23].

1. Hellmann-Feynman theorem

We formulate and prove the Hellmann-Feynman theorem
and its variational counterpart.

2. Lanczos approach

We recapitulate the Lanczos approach and show its varia-
tional property. Moreover, we calculate the first-order Lanczos
coefficients for a constant and a one-dimensional density of
states.

3. Scattering off a local impurity

We calculate the single-particle Green function for elec-
trons that scatter off a local potential. The results permit the
calculation of the ground-state energy of the Kondo model for
large Kondo couplings.

4. Noninteracting SIAM in the presence of potential scattering
and a magnetic field

We calculate the single-particle Green function for elec-
trons in the noninteracting single-impurity Anderson model
in the presence of a magnetic field and a local scattering
potential. We use it to calculate the ground-state energy, the
magnetization, and the zero-field susceptibility in the SIKM
for the Gutzwiller wave function. We also discuss the mag-
netic transition in the Gutzwiller wave function.

5. Ground-state energy from Bethe ansatz

We collect the Bethe-ansatz equations and use them to de-
rive the ground-state energy. Unfortunately, the Bethe ansatz
does not provide tangible results for this quantity because the
Bethe-ansatz energy is of third order in the Kondo coupling.
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6. Free energy in second-order weak-coupling
perturbation theory

We rederive the expressions for the free energy to second
order in the Kondo coupling at finite temperature and external

magnetic field for a regular density of states of the host
electrons. These results are used to calculate the Wilson num-
ber and the dominant term in the zero-field susceptibilities
whereby we generalize previous results in the literature.
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