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THE METRIC PROPERTY OF THE QUANTUM JENSEN-SHANNON DIVERGENCE

DÁNIEL VIROSZTEK

To Róza Virosztek

ABSTRACT. In this short note, we prove that the square root of the quantum Jensen-
Shannon divergence is a true metric on the cone of positive matrices, and hence in
particular on the quantum state space.

1. INTRODUCTION

1.1. Motivation, goals. Quantum Jensen-Shannon divergence (QJSD) is among the
most popular dissimilarity measures in information theory as it has a wide range of
applications in the theory of complex networks [7, 8], pattern recognition [2], graph
theory [17], and chemical physics [1], beyond its applications in quantum theory [6,
15, 16]. It is a symmetrized version of the quantum relative entropy, and hence several
desirable properties of a divergence measure on quantum states (e.g., monotonicity
under quantum maps) can be justified for the QJSD directly by the fact that they hold
for the relative entropy. Although QJSD is a symmetric divergence measure, it is not a
metric as it does not satisfy the triangle inequality. However, its square root is known
to be a metric for commuting states and for pure states [10].

Based on numerical investigations, it was conjectured more than ten years ago that
the square root of the QJSD is a metric on the quantum state space in any finite di-
mension [5, 10]. However, this conjecture has not been proved yet, as mentioned, for
example, in [6, 8, 13, 15, 16]. Now we prove more: we prove that the square root of the
quantum Jensen-Shannon divergence is a true metric on the cone of positive matrices
in any dimension.

Furtheremore, we will interpret a result of Carlen, Lieb, and Seiringer which tells
us that on the qubit state space, the metric induced by the QJSD is a Hilbert space
metric, and this is the case for a wide family of quantum Jensen divergences indexed
by operator convex functions, as well.

1.2. Notation, definition and basic properties of the QJSD. Throughout this note,
M+

n (C) stands for the cone of all positive semidefinite complex n ×n matrices, I de-
notes the identity matrix, and η(x) = x log x is the standard entropy function on [0,∞).
Density matrices are positive semidefinite matrices with unit trace.

The most attractive quantum version of the classical Kullback-Leibler divergence is
the Umegaki relative entropy, which is denoted by S(., .) and is defined for densities ρ
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and σ by
S

(

ρ,σ
)

= Trρ
(

logρ− logσ
)

.

The Umegaki relative entropy is jointly convex [11, 12] and hence monotone under
quantum maps, i.e., completely positive and trace preserving transformations of the
state space [12, 21].

The quantum Jensen-Shannon divergence (QJSD) is denoted by J (., .) and is defined
by

J (ρ,σ) =
1

2
S

(

ρ,
1

2

(

ρ+σ
)

)

+
1

2
S

(

σ,
1

2

(

ρ+σ
)

)

.

Note that the QJSD can be written in the form

J (ρ,σ) =
1

2
Trη(ρ)+

1

2
Trη(σ)−Trη

(ρ+σ

2

)

(

ρ,σ ∈ M+
n (C)

)

,

and we will prefer this latter form in the sequel. The QJSD is jointly convex, monotone
under quantum maps, and the symmetry transformations of the state space and the
positive cone with respect to the QJSD has been described in [13, 14, 22]. It was con-
jectured more than ten years ago that the square root of the QJSD is a metric on the
quantum state space [5, 10], but this has not been proved yet. In the next section, we
give a proof of this metric property.

2. MAIN RESULT

Theorem 1. The square root of the quantum Jensen-Shannon divergence given by

J (A,B) =
1

2
Trη(A)+

1

2
Trη(B)−Trη

(

A+B

2

)

(

A,B ∈ M+
n (C)

)

is a true metric.

Proof. Symmetry, positivity, and definiteness is clear (the latter by the strict convexity
of η), we have to show the triangle inequality.
Step 1. The quantum Jensen-Shannon divergence admits the integral representation

(1) J (A,B) =
∫∞

0
d 2

S (A+ t I ,B + t I )dt
(

A,B ∈ M+
n (C)

)

where dS is the square root of the S-divergence defined by

d 2
S (A,B) =−

1

2
Trlog A−

1

2
TrlogB +Trlog

(

A+B

2

)

for positive definite matrices [20]. On one hand,

d

dt
J (A+ t I ,B + t I ) =

d

dt

(

1

2
Trη(A+ t I )+

1

2
Trη(B + t I )−Trη

(

A+B

2
+ t I

))

=
1

2
Tr

(

log(A+ t I )+ I
)

+
1

2
Tr

(

log(B + t I )+ I
)

−Tr

(

log

(

A+B

2
+ t I

)

+ I

)

=−d 2
S (A+ t I ,B + t I ) .

On the other hand,
lim

t→∞
J (A+ t I ,B + t I ) = 0

for every A,B ∈ M+
n (C), because the Jensen-Shannon divergence is homogeneous,η(1+

r ) = r +O
(

r 2
)

, and hence

J (A+ t I ,B + t I ) = t J

(

I +
A

t
, I +

B

t

)

= t

(

1

2
Trη

(

I +
A

t

)

+
1

2
Trη

(

I +
B

t

)

−Trη

(

I +
A+B

2t

))
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= t

(

1

2
Tr

A

t
+O

(

t−2)+
1

2
Tr

B

t
+O

(

t−2)−Tr
A+B

2t
+O

(

t−2)
)

=O
(

t−1) .

So

J (A,B) = lim
t→∞

(J (A,B)− J (A+ t I ,B + t I ))=− lim
t→∞

∫t

0

d

dr
J (A+ r I ,B + r I )dr

=
∫∞

0
d 2

S (A+ r I ,B + r I )dr

as claimed.
Step 2. The main result of [20] is that dS is a metric on the positive definite cone. There-
fore, for every A,B ,C ∈ M+

n (C) we have

J (A,C ) =
∫∞

0
d 2

S (A+ t I ,C + t I )dt

≤
∫∞

0
dS(A+ t I ,C + t I ) (dS(A+ t I ,B + t I )+dS(B + t I ,C + t I ))dt

≤

√

∫∞

0
d 2

S
(A+ t I ,C + t I )dt

(
√

∫∞

0
d 2

S
(A+ t I ,B + t I )dt +

√

∫∞

0
d 2

S
(B + t I ,C + t I )dt

)

=
√

J (A,C )
(

√

J (A,B)+
√

J (B ,C )
)

where the first inequality relies on Sra’s result, and the second one follows from the
Cauchy-Schwartz and the Minkowski inequalities. Dividing by

p
J (A,C ) completes the

proof. �

3. THE 2×2 CASE

In this section we discuss the case of 2×2 matrices, because in this special case, one
can prove more than the metric property of the square root of the QJSD in the following
sense: on one hand, it can be shown that this metric is a Hilbert space metric, on the
other hand, this is true not only for the QJSD, but for a large family of quantum Jensen
divergences indexed by operator convex functions.

In the sequel, I interpret the argument of Eric Carlen,Elliott Lieb, and Robert Seiringer
that I learned from Robert Seiringer in 2017. The symbol S

(

C
2
)

stands for the space
of 2×2 density matrices.

Theorem 2 (Carlen-Lieb-Seiringer). For an operator convex function f : [0,∞)→R, the

square root of the symmetric quantum Jensen f -divergence defined by

J f

(

ρ,σ
)

:=
1

2

(

Tr f
(

ρ
)

+Tr f (σ)
)

−Tr f
(ρ+σ

2

)

(

ρ,σ ∈S
(

C
2))

is a true metric on S
(

C
2
)

, moreover, it admits a Hilbert space embedding.

Proof. Operator convex functions on [0,∞) admit the integral representation

f (x) = a+bx+cx2+
∫∞

0

( x

1+ t
−

x

x + t

)

dµ(t ) = a+bx+cx2+
∫∞

0

(

x

1+ t
−1+

t

x + t

)

dµ(t ),

where a,b ∈ R,c ≥ 0, and µ is a positive measure on (0,∞) with
∫

(0,∞)(1+ t )−2dµ(t ) <
+∞. (see, e.g., [9, 8.1]).

Jensen divergences are linear in the sense that Jα f +g (·, ·) = αJ f (·, ·)+ Jg (·, ·). Affine
functions do not matter, Ja (·, ·) ≡ 0 for a(x) =αx +β. Note that the quadratic function
q(x) = x2 gives the Hilbert-Schmidt norm square, Jq

(

ρ,σ
)

= 1
4

∣

∣

∣

∣ρ−σ
∣

∣

∣

∣

2
HS .
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By Schoenberg’s theorem on the Hilbert space representation of negative definite
kernels (see the original works [18, 19] or [3, Chapter 3, 3.2.]), it suffices to prove that
J f (·, ·) is negative definite on S

(

C
2
)

, that is,

(2)
m
∑

j ,k=1
c j ck J f

(

ρ j ,ρk

)

≤ 0

for all c1, . . . ,cm ∈ R with
∑m

j=1 c j = 0 and for all ρ1, . . . ,ρm ∈ S
(

C
2
)

. This clearly holds

for Jq (·, ·) , so we need to prove it only for J ft (·, ·) , where ft (x) = t
t+x

and t > 0.
Let B denote the closed unit ball in R

3, and let r j ∈ B denote the Bloch vector of
ρ j , that is, ρ j = 1

2

(

I + r j ·σ
)

, where σ =
{

σx ,σy ,σz

}

is the vector containing the Pauli
matrices. Now

m
∑

j ,k=1
c j ck J ft

(

ρ j ,ρk

)

=−
m
∑

j ,k=1
c j ck Tr

t

t + ρ j+ρk

2

=−
m
∑

j ,k=1

c j ck





t

t + 1
2

(

1+
∣

∣

∣

∣

∣

∣

r j+rk

2

∣

∣

∣

∣

∣

∣

) +
t

t + 1
2

(

1−
∣

∣

∣

∣

∣

∣

r j+rk

2

∣

∣

∣

∣

∣

∣

)





=−
m
∑

j ,k=1

c j ck







2t 2 + t
(

t + 1
2

)2 −
∣

∣

∣

∣

∣

∣

r j+rk

4

∣

∣

∣

∣

∣

∣

2





=−
m
∑

j ,k=1

c j ck

(

2t 2 + t
(

t + 1
2

)2

)







1

1−
∣

∣

∣

∣

∣

∣

r j+rk

4t+2

∣

∣

∣

∣

∣

∣

2







where ||.|| is the Euclidean norm in R
3. Moreover,

1

1−
∣

∣

∣

∣

∣

∣

r j+rk

4t+2

∣

∣

∣

∣

∣

∣

2 =
∫∞

0
exp

(

−s

(

1−
∣

∣

∣

∣

∣

∣

r j+rk

4t+2

∣

∣

∣

∣

∣

∣

2
))

ds

=
∫∞

0
e−s exp

(

s
∣

∣

∣

∣

∣

∣

r j

4t+2

∣

∣

∣

∣

∣

∣

2
)

exp
(

s
∣

∣

∣

∣

rk

4t+2

∣

∣

∣

∣

2
)

exp

(

s
2〈r j ,rk〉
(4t +2)2

)

ds.

Therefore,

(3)
m
∑

j ,k=1

c j ck J ft

(

ρ j ,ρk

)

=−
2t 2 + t
(

t + 1
2

)2

∫∞

0
e−s

m
∑

j ,k=1

c j (s)ck(s)exp

(

2s 〈r j ,rk〉
(4t +2)2

)

ds,

where c j (s) := c j exp

(

s
∣

∣

∣

∣

∣

∣

r j

4t+2

∣

∣

∣

∣

∣

∣

2
)

.

The right hand side of (3) is non-positive for any c1, . . . ,cm ∈R and r1, . . .rm ∈ B as the
product of positive definite functions is positive definite, and all the coefficients of the
power series of the exponential function are positive. The proof is done.

�

We note that Briët and Harremoës gave a proof of the Hilbert space embedding prop-
erty for 2×2 densities and for a special class of operator convex functions containing
the standard entropy function [5]. However, their proof contains a mistake, namely,
in the proof of [5, Lemma 4], which is the key step in their argument, it is erroneously
claimed that the function

S
(

C
2)×S

(

C
2)→R;

(

ρ,σ
)

7→ 2 Tr

(

1

2

(

ρ+σ
)

)2

−1
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is positive definite. For example, if

ρ =
[

1 0
0 0

]

and σ=
[ 1

2 0
0 1

2

]

,

then the matrix
[

2 Trρ2 −1 2 Tr
(1

2

(

ρ+σ
))2 −1

2 Tr
(1

2

(

ρ+σ
))2 −1 2 Trσ2 −1

]

=
[

1 1
4

1
4 0

]

is indefinite.
We also note that it is known that the cone of 2×2 positive definite matrices equipped

with the Jensen divergence corresponding to the operator convex function x 7→ − log x

does not admit any Hilbert space embedding [20]. This fact shows that the result of
Carlen, Lieb, and Seiringer is optimal in the sense that one can not go beyond the qubit
state space in proving the Hilbert space embedding property in its full generality, that
is, for all operator convex functions. (To be precise, x 7→ − log x is operator convex only
on (0,∞) and not on [0,∞), but the integral representation log x =

∫∞
0

( 1
1+t

− 1
x+t

)

dt

shows that from the viewpoint of negative definite kernels, it behaves similarly to op-
erator convex functions on [0,∞).) However, for the standard entropy function η(x) =
x log x, we do not have such counterexamples. So it is still an open question, whether
the metric induced by the QJSD is a Hilbert space metric on the cone of positive semi-
definite n ×n matrices for n ≥ 2, or on the space of n ×n density matrices for n ≥ 3.
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