
The use of peak over threshold methods to

characterise blood glucose curves
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Abstract—In contrast to regular statistics which focuses on
the typical part of the data and use metrics to describe that part
(usually the mean or variance), there is a branch of statistics
which focuses on the extreme and thus rare events. The use of
extreme value statistics allows us to fit models on this part of
the data and like ,,regular” statistics, enables us to calculate
estimates and predictions, but in this case for extreme values.
These methods are frequently used in fields like meteorology
and finance where the extreme events has large impact despite
their rarity. Because of this rarity, however, only a small fraction
of the data can be used so much higher sample size is required
for such analysis – thus fields with a large amount of historical
data have an advantage.

This factor limited the use of extreme value statistics in
biomedical field where available technology and costs are strong
limitations at measuring most of the biomarkers until recently.

Blood glucose level is one of the exceptions nowadays, as with
recent advancements it can be monitored for relatively long time
and with high frequency for a patient. Additionally, extreme
values of blood glucose levels (both high and low) are associated
with – chronic or acute – complications of diabetes.

This paper aims to demonstrate that the use of extreme value
statistics could be a possible way to characterize blood glucose
curves. In addition to providing a metric for the state of the
patient, it allows the comparison of the performance of artificial
pancreas models.

Peak over threshold method was used to model extreme values
of a simulated dataset containing 1440 measurements of 99
patients with 250 mg/dl as threshold. Probabilities for exceeding
the clinically relevant levels of 270 mg/dl (cognitive symptoms
expected) and 600 mg/dl (diabetic hyperosmolar syndrome) were
calculated and were 23.9% and 8.0 · 10

−6
% respectively in the

region above the threshold (250 mg/dl). Through these estimates
it is possible to compare different controllers.

Index Terms—extreme value statistics, artificial pancreas, dia-
betes, generalised Pareto distribution, peak over threshold, cgms

I. INTRODUCTION

In statistics the general aim is to draw conclusions about

the population through analysing a sample taken from that

population. We could describe a population by giving all of
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its elements but in almost all cases that would be to much data,

or, even more typically, the population is infinite, given by its

distribution. Usually we focus our interest to the most relevant

part of the population which are often the most common

elements. Mode exactly does that by definition, the mean

and the median is often close to it for the most common

distributions and where they are not, we tend to use other

statistics like geometric mean instead of them. Mean could

be biased by the outliers but in these cases we try to deal

with them often by simply dropping the outliers but we never

try to get rid of the values from the center despite that we

aware that the outliers could hold very valuable information.

However, their rarity makes them less reliable.

In medical statistics, outliers have an even a more important

role as in some sense diseases are always some non-normal

conditions leading to some biomarkers reach very high or very

low levels. Of course if our sample contains ill people only

these values will not be extreme for our sample but common

extremes of some biomarkers could be very meaningful in

terms of the outcomes of the disease.

There is a branch of statistics which focuses on the ex-

treme and – by that nature – rare events. This is called

Extreme Value Statistics (EVS) or Extreme Value Theory

(EVT). This originates in the works of Ronald Fisher, Leonard

Henry Caleb Tippett and Boris Vladimirovich Gnedenko,

the central result of which is summarized in the so-called

Fisher–Tippett–Gnedenko theorem [1], [2]. Because these

events or observations are rare, and form just a fraction of

our total sample, their analysis is exceptionally difficult.

The EVS is often used in architecture, weather and climate

analysis and finance but rarely in medical statistics. One

important reason for this is the lack of data on extremes and the

cost of obtaining them compared to natural factors like weather

which is simple to observe and abundant data are (publicly)

available, with daily or even higher frequency for very remote

places of Earth and from decades ago. Even for very serious

conditions, important biomarkers are usually those that require

some sample taken that might be measured for patient maybe

a dozen times.

Electronic patient monitoring and electronic health records

increase the amount of data in medical research as well.

multiples by each year [3]. Some areas benefit from this more
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than the others.

Measuring or monitoring blood sugar (glucose) levels be-

came available and more common relatively long time ago

[4]. With the introduction of continuous glucose monitoring

system (CGMS), even high-frequency (typically 5 minutes

sampling time), longer-term (up to a week) measurement

became available [5].

Diabetic patients lost the ability to maintain normal glucose

levels. Glucose levels that are not extreme to cause acute

problems, but are higher than normal can still results in

very severe effects including blindness or the loss of limbs

on the long term. Extremely high or low levels of glucose

can lead to acute medical emergencies, including the loss

of consciousness, onset of coma or even death [6]. Artificial

control is difficult to achieve as reactions to treatment or any

other factors (activity, caloric intake) are different from person

to person. Real-time control of glucose level is the aim of the

Artificial Pancreas (AP) [7]. These machines and algorithms

are able to control blood glucose levels by injecting insulin

to the blood stream and measuring the results as the same

time. The proper control is still an issue and there are a lot of

different algorithms out there.

The current practice of summarizing continuously measured

blood glucose curves involves presenting simple indicators,

mostly focusing on variability itself, irrespectively of how

extreme the blood glucose level was.

With the use of EVT we should be able to give an estimate

for the probability of blood glucose level exceeding a certain

threshold and also give confidence intervals (CI) like we do in

regular statistics. This might catch the essence of the problem

better as this would describe the chance of an adverse event

such as losing consciousness thus making the comparison of

controllers more relevant.

Our aim is to demonstrate that EVT enables us to char-

acterize a blood glucose curve, which can be used – among

others – to create patient-level summary metrics and to assess

the performance of artificial pancreas algorithms in a more

precise and practical way.

II. METHODS

A. Extreme Value Theorem

There are two main approaches when it comes to the

analysis of extreme values and both approaches are relevant

in glucose level assessment.

The block maxima (BM) approach splits the data to equal

sized blocks and takes the maximum of each block as a

secondary sample to analyse. The Peak Over Threshold (POT)

approach, that will be applied in the present paper, uses a cut-

off level and takes all the values over that level as a secondary

sample. Generalised Pareto distribution was first introduced by

James Pickands III in 1975 [8] who has shown that it describes

the behavior of the extreme values, formally:

P (X − u < y|X > u) ≈ 1−

(

1 +
ξy

σ̃

)

−1/ξ

,

where ξ is the shape and σ is the scale parameter.

Fig. 1. Plot of 1440 simulated blood glucose measurements of 99 patients

B. Data and Programs used

The sample was taken using simulation from the

UVA/PADOVA Type 1 diabetes simulator [9]. This contains

1440 measurements of 99 simulated patients. Assuming 1

minute between the measurements, this covers a whole day

for each simulated patient.

The analysis was conducted using the R statistical program

package version 3.6.2 [10] and ExtRemes 2.0 package [11].

III. RESULTS

The simulated measurements of the 99 patients are shown

in Figure 1. The median glucose level across the whole dataset

was 123 mg/dl with a range of 57-343 mg/dl.

First a (sampling) threshold level was chosen using a mean

excess plot (Figure 2) and the threshold range plot (Figure 3).

This is a key element of the analysis because if the threshold

is too high then we lose too much data and the remaining –

while characteristic for the extremes – might not be sufficient

for the analysis, on the other hand, if the threshold is too low

then the model will be fitted to the non-extreme parts of the

data. The mean excess plot on Fig. 2 shows an ideal (flat)

region at 250 mg/dl.
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Fig. 2. Mean excess plot show that 250 mg/dl was an ideal threshold level
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Fig. 3. Thresh range plot shows the scale and shape parameter values and
their 95% CI for different thresholds

A POT model was fitted to the simulated dataset. The

goodness of fit was assessed graphically by various diagnostic

plots shown on Fig. 4. The model fitted well to a certain

level around 320 mg/dl and it seems above that level our

data is less extreme than what GP distribution would suggest.

This was expected because of the nature of the simulated

data additionally there were just a very few measurements

above 300 mg/dl. For this reason 270 mg/dl was chosen as

an investigated threshold which is within the available data’s

range and symptoms as cognitive impairment are expected at

this level [12]. We chose 600 mg/dl as a secondary limit which

is way beyond this range, but is an important physiological

limit for diabetic hyperosmolar syndrome which leads to coma

for 25-50% of the patients [13].

The fitted model assumes a Generalised Pareto distribution

for the values above the threshold with 13.46 (95% CI: 12.66,

14.27) as scale and 0.0530 (95% CI: 0.0088, 0.0973) as shape

parameters. According to the fitted model there is 23.9%
probability to exceed 270 mg/dl and 8.0 · 10−6% probability

to exceed 600 mg/dl for a new peak above 250 mg/dl.

IV. DISCUSSION

Several metrics are used in clinical practice to describe the

variability of a patient’s blood glucose levels. These include

the Mean Amplitude of Glycaemic Excursions (MAGE) [14],

the Continuous Net Overall Glycaemic Action (CONGA) [15],

simple coefficient of variation or interquartile range of blood

glucose levels, or percentage time spent above or below a

certain threshold [16].

These metrics, however, mostly focus on overall variability,

not specifically on extremities. (I.e., a patient’s variability can

be very high, even if the blood glucose level is never in the

extreme range, or conversely, the patient can be in extreme

range with very low variability.) Thus, these metrics are not

appropriate to capture this aspect. Those that do capture this

aspect are usually very simple indicators (like percentage time

spent in extreme range, or the CVGA plot [17] which is

essentially the same, but in graphical form), in contrast to

which our approach is based on a much more sophisticated

statistical foundation.

Previously in the biomedical field EVT was rarely used.

Although EVT was used to analyse cholesterol levels [18],

pneumonia and influenza deaths [19], the lack off sufficient

data is a serious limitation for the EVT in biomedical science.

V. CONCLUSION

In this paper the concept of using EVT to assess the quality

of glucose control based on a CGMS curve been successfully

proven. However there are many important points are yet to

be answered.

POT analysis was used which only reflects values above a

certain threshold and within that tail of the data it enables to

calculate estimates for the probability of reaching certain ex-

tremes. This is useful to compare e.g. different AP controllers

comprehensively, but does not take into account the extremes

occurrence in time, therefore it is less suitable for patient-level

characterization of glycaemia.

The other main approach of EVT, the block maxima ap-

proach focuses on the distributions of maxima in time so it

might be more relevant clinically to give a metric for each

patient but the application is yet to explore.

One of the main limitation was that the threshold of

diabetic hyperosmolar syndrome was very far from the upper

boundaries of the data thus the results might be unreliable for

the higher threshold.

Additionally we did not take into account the dependencies

of the measurements. [20] Neighbouring or close measure-

ments within each patient strongly correlated because of

physiological reasons and that was taken into account in the

simulation but not in our analysis. A further development

could be to use methods which are able to account for these

correlations in the estimates. Additionally, too low blood

glucose levels can also lead to life-threatening conditions thus

a natural aspect to extend our investigations to assess not just

the peaks but the extremely low measurements.

By the nature of the simulated data there were unrealistic

similarities between the patients. Their starting value was the

same and without any glucose or insulin input they reached

the same reference level (middle and last section of Fig. 1).

The periodicity of glucose inputs (”meals”) were the same for

all patients. It will be challenging to obtain significant amount

of real-life data but it will be the most important step forward

to try these methods on real-life data. We expect that in this

case the model fitting will be better on non-simulated data.
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Fig. 4. Model diagnostics plots
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