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#### Abstract

The Kozeny-Carman and Timur-type equations connecting porosity and permeability contain rock-textural constants such as tortuosity and specific surface area. Sometimes these are combined in single factors as Kozeny constant or flow zone index. The partial differential equations of flow in triple-porosity rocks contain transfer factors, interporosity flow shape factors between different kinds of pores, as well as their individual storativities. Without knowing these constants, no meaningful permeability prediction or flow simulation is possible. The paper reviews the main ideas of how to find such rock-textural properties directly from the microscopic image.
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## 1 Introduction

This Review is about the dream of every petrophysicists to find the rock-textural constants occurring in permeability theory (specific surface area, tortuosity, flow zone index, transfer factors) directly from the always available, informative and digitally treatable optical or SEM rock images. After general questions (thresholding, method of moments, scaling of tortuosity) I shall discuss in details the different approaches proposed in the last five decades for finding rock-textural constants, and ultimately permeability, directly from the rock

[^0]image. Two basic approaches, based on the Kozeny-Carman (KC) [1] and the Timur's [2,3] equations, will be dealt with. A separate part (Sect. 5) of the Review is devoted to triple porosity, and to the autocorrelation function (ACF) technique of permeability prediction from rock image (Sect. 6). Because of the nature of the topic, mathematics will be fully described and some theorems of probabilistic geometry will be heuristically proved. Wherever appropriate, Monte Carlo algorithms will be recommended and described for estimating otherwise intractable quantities.

### 1.1 Caveat

The Review only covers permeability estimation from planar microscopic rock images through the KC or Timur-type equations, even though the pore space extends to the 3 D space and not confined to the image's plane. Also, the reservoir properties of sedimentary rocks are anisotropic, with their permeability often being much greater in directions parallel to their bedding than in other directions. The solution to these two problems had been at first to use a series of closeby parallel images, as well as using parallel sections of the rock cut in different directions. These experiments have led to the exciting and promising recent development, Digital Rock Physics (DRP) $[4,5]$, what is outside the scope of this paper. In DRP, one reconstructs the 3D pore space of a small $\left(<1 \mathrm{~cm}^{3}\right)$ rock cutting by computerized X-ray tomography, digitizes the pore space and then numerically simulates the relevant physical process to get the macroscopic rock properties such as electric resistivity and Archie's exponents, permeability, elastic moduli, etc. Readers interested in DRP applications for permeability are referred to [4-12], ([7] is one of the few studies which seriously addresses the statistical relevance of the obtained quantities!).

Another aspect deliberately neglected in the review is how to find the various kinds of fractal dimensions of the pore space (or of the pore contours in 2D) from microscopy. This, and the fractal models of permeability were discussed in great detail in my book and related papers [13-15].

## 2 Basic Concepts

### 2.1 The Role of Thresholding

The success of any porosity or permeability estimation from a microscopic rock image depends on the reliability of the selected thresholding algorithm, the output of which is a binary image whose state 0 (zero bit) will indicate the so-called foreground objects (pores), while state 1 (bit 1) will denote the "background" material (in case of rocks grains and cement). There is no need to describe here the different algorithms


Fig. 1 a Gray scale histogram of Indiana limestone (from Bedford, Indiana, USA, $19 \%$ laboratory porosity). Dotted line is the threshold which resulted in $(13 \pm 1)$ \% image porosity (from [20]). b Gray scale histogram of pink dolomite (from Edward Plateau, Texas, 29 \% laboratory porosity). Dotted line is the threshold which resulted in $(30 \pm 2)$ \% image porosity (from [20])

There are some recent developments since the Review [16], such as [21] where a sliding window entropy filtering is used for nonlinear pore boundary enhancement following binary thresholding.

### 2.2 Pore Shape Analysis Using Moments

The moments of order $(p, q)$ for any object $A$ having the gray value function $g(x, y)$ is given by
$m_{p, q}=\iint_{A} x^{p} y^{q} g(x, y) \mathrm{d} x \mathrm{~d} y$
where the integral is over the area of the object [22]. For a binary image (after thresholding) one has

$$
g(x, y)=F(x, y)= \begin{cases}1 & \text { if }(x, y) \in \Pi  \tag{3}\\ 0 & \text { if }(x, y) \notin \Pi\end{cases}
$$

(where $\Pi$ is the "foreground," i.e., the total set of pores in the microscopic image of the rock) that is the moments are defined as
$m_{p, q}=\iint_{A} x^{p} y^{q} F(x, y) \mathrm{d} x \mathrm{~d} y$

Special cases of Eq. (4) are [23,24]:
area of the object:
$A=m_{0,0}=\iint_{A} F(x, y) \mathrm{d} x \mathrm{~d} y$
center of gravity $\left(x_{c}, y_{c}\right)$ of the object:
$x_{c}=\frac{m_{1,0}}{m_{0,0}} ; \quad y_{c}=\frac{x_{0,1}}{x_{0,0}}$

If the object is closely elliptical in shape (see Fig. 2), the second-order moments
$m_{2,0}=\iint_{A} x^{2} F(x, y) \mathrm{d} x \mathrm{~d} y ;$
$m_{0,2}=\iint_{A} y^{2} F(x, y) \mathrm{d} x \mathrm{~d} y ;$
$m_{1,1}=\iint_{A} x y F(x, y) \mathrm{d} x \mathrm{~d} y$
are also needed to characterize the size, shape, and direction of the best-fitting ellipse, as follows:
semimajor axis of the ellipse:
$a=\left(\frac{m_{2,0}+m_{0,2}+\left[\left(m_{2,0}-m_{0,2}\right)^{2}+4 m_{1,1}\right]^{1 / 2}}{0.5 m_{0,0}}\right)^{1 / 2}$
semiminor axis of the ellipse:
$b=\left(\frac{m_{2,0}+m_{0,2}-\left[\left(m_{2,0}-m_{0,2}\right)^{2}+4 m_{1,1}\right]^{1 / 2}}{0.5 m_{0,0}}\right)^{1 / 2}$
tilt angle of the ellipse:
$\Phi=\frac{1}{2} \tan ^{-1}\left(\frac{2 m_{1,1}}{m_{2,0}-m_{0,2}}\right)$,


Fig. 2 Parameters of the ellipse defined by a set of pixels (from [23])
where $\Phi$ is the angle between the $x$ axis and the semimajor axis, and the principal value of the $\tan ^{-1}$ function is selected in a way to insure $-\frac{\pi}{2} \leq \tan ^{-1} x \leq \frac{\pi}{2}$.
eccentricity of the ellipse:
$\varepsilon=\frac{\sqrt{a^{2}-b^{2}}}{a}=\frac{\left(m_{2,0}-m_{0,2}\right)^{2}-4 m_{1,1}^{2}}{\left(m_{2,0}+m_{0,2}\right)^{2}}$

Obviously, $0<\varepsilon<1$, it is zero for a round object, $\sim 1$ for an elongated object. The eccentricity $\varepsilon$ or aspect ratio $b / a$ can be used to distinguish between different pore types in triple-porosity (e.g., carbonate) rocks.

### 2.3 Poisson-Distributed Pores

Consider an optical image of total area $A_{\text {im }}$ (in $\mathrm{mm}^{2}$ ) representing a section of a porous rock, assume that the pores are of random area $A_{1}, A_{2}, A_{3}, \ldots$, and they are two-dimensionally Poisson-distributed with density $\lambda$. We shall call $\lambda$ the pore density (in $1 / \mathrm{mm}^{2}$ units), and it is the expected number of pores in a unit area. Denote by $\Phi$ the porosity of the image, let $\langle A\rangle$ denote the average ("expected") area of single pore. Then we have the following simple relation between expected porosity $\langle\Phi\rangle$, pore density $\lambda\left(1 / \mathrm{mm}^{2}\right)$ and average pore area $\langle A\rangle\left(\mathrm{mm}^{2}\right)$ :

$$
\begin{equation*}
\langle\Phi\rangle \approx \lambda\langle A\rangle \tag{12}
\end{equation*}
$$

Proof Because of the Poisson distribution, the probability that the image area $A_{\mathrm{im}}$ contains exactly $N$ pores is
$p_{N}=\mathrm{e}^{-\lambda A_{\mathrm{im}}} \frac{\left(\lambda A_{\mathrm{im}}\right)^{N}}{N!}, \quad N=0,1,2, \ldots$

By Eq. (13) the expected number of pores in the total image is
$\langle N\rangle==\lambda A_{\mathrm{im}}$

On the other hand, on any single image porosity is defined as pore area divided by total area (for a planar or 2D rock surface). In a typical case, when the number of pores is close to the expected value $N \approx \lambda A_{\mathrm{im}}$ we have
$\Phi=\frac{\sum_{i=1}^{N} A_{i}}{A_{\mathrm{im}}} \approx \frac{\sum_{i=1}^{\lambda A_{\mathrm{im}}} A_{i}}{A_{\mathrm{im}}}=\lambda \frac{\sum_{i=1}^{\lambda A_{\mathrm{im}}} A_{N}}{\lambda A_{\mathrm{im}}}$,
which, taking expectations on both sides, proves Eq. (12). (We note that the definition of porosity as $\Phi=\frac{\sum_{i=1}^{\lambda A_{\mathrm{im}}} A_{i}}{A_{\mathrm{im}}}$ only holds if the pores are non-overlapping).

Equation (12), that is $\langle\Phi\rangle=\lambda\langle A\rangle$ gives an independent way to express permeability in any empirical permeability versus porosity relation in terms of pore density and average pore area. For example, in the celebrated flow zone index (FZI) equation [25,26]:
$k=1014(\mathrm{FZI})^{2}\left(\frac{\Phi^{3}}{(1-\Phi)^{2}}\right)$,
where $k$ is in md; FZI in $\mu \mathrm{m}$; $\Phi$ fraction, one can use $\lambda\langle A\rangle$ as proxy instead of expected porosity $\langle\Phi\rangle$. This might come useful if we do not have an image-analyzing software and only visually observe a large number of pores on the micrograph. If we can visually determine the smallest value $a=A_{\min }$, the most frequent value (mode) $b=A_{\text {mode }}$, and the largest value $c=A_{\max }$ of the pore areas at a glance, and want a quick-look estimate of the mean pore area and its variance without much computation, we can assume that pore areas follow a triangular distribution with probability density function
$f(A ; a, b, c, d)=\left(\frac{2}{c-a}\right)\left\{\begin{array}{ll}0 & \text { if } A<a \\ \frac{x-a}{b-a} & \text { if } a \leq A<b \\ \frac{c-x}{c-b} & \text { if } b \leq A<c \\ 0 & \text { if } c \leq A\end{array}\right.$,
and with known mean value and variance (see [80] p. 80):
$E(X)=\frac{a+b+c}{3}$
$\operatorname{Var}(X)=\frac{a^{2}+b^{2}+c^{2}-a b-a c-b c}{18}$

## 3 Kozeny-Carman Equations

### 3.1 Concepts of Specific Surface Area

By the Kozeny-Carman ("KC") equation, (Carman, [1]) the permeability of a porous sedimentary rock is given by
$k=\frac{1}{b} \Phi^{3} \frac{1}{S_{\text {spec }}^{2}} \frac{1}{\tau^{2}}$
where $b$ is a shape factor of order one, $\Phi \in[0,1]$ is porosity, $S_{\text {spec }}$ is specific surface area defined as total surface area per unit bulk volume, $\tau$ is tortuosity. Combining $\frac{1}{b \tau^{2}}$ to a single constant $C$, the KC law is expressed as
$k=C \frac{\Phi^{3}}{S_{\text {spec }}^{2}}$
In sedimentology, there are three different concepts of specific surface area [2,3], namely
$S_{\text {spec }}=$ surface area per unit bulk volume of the rock; $S_{0}=$ surface area per unit volume of solid material; $S_{p}=$ surface area per unit volume of pore space.

The three measures of specific surface area are interrelated. For an arrangement of spherical grains of the same radius $r$ we have:

Theorem 1 For any arrangement of porosity $\Phi$ consisting of spherical grains of the same radius $r$ one has
$S_{\mathrm{spec}}=(1-\Phi) S_{0} ; \quad S_{\mathrm{spec}}=\Phi S_{p} ; \quad S_{p}=\frac{1-\Phi}{\Phi} S_{0}$

Proof Take a unit bulk volume of the rock, $(1-\Phi)$ part of it consists of solid material which contains $n=(1-\Phi): \frac{4 r^{3} \pi}{3}$ grains, that is the total surface in unit bulk volume is
$S_{\text {spec }}=n \cdot 4 r^{2} \pi=\frac{3(1-\Phi)}{r}$

A unit grain volume contains $N=1: \frac{4 r^{3} \pi}{3}$ grains, which have a total surface area
$S_{0}=N \cdot 4 r^{2} \pi=\frac{3}{r}$,
and from Eqs. $(20,21)$ one has $S_{\text {spec }}=(1-\Phi) S_{0}$ as stated. Now, take a bulk volume $V_{b}$ of rock in such a way that its pore space occupies a unit total volume, that is $V_{b} \Phi=1$, whence $V_{b}=\frac{1}{\Phi}$. The total surface associated with this unit pore volume is $S_{p}=V_{b} S_{\text {spec }}=\frac{S_{\text {spec }}}{\Phi}$, that is $S_{\text {spec }}=\Phi S_{p}$ as stated. The third equation in Eq. (19) follows from the first two.


Fig. 3 Tangential (a), flattened (b), concavo-convex (c) and sutured (d) intergranular (sutured) contacts as seen in thin section (from [27])

Note The simple relations (Eq. 19) between the three kinds of specific surface areas are only true for tangential contacts between the grains, as shown in Fig. 3.

In terms of the different concepts of specific surface area, the KC equation can be put in three forms (which are equivalent only for grains of equal size in tangential contact):

$$
\begin{align*}
& k=C \frac{\Phi^{3}}{S_{\mathrm{spec}}^{2}}  \tag{22a}\\
& k=C \frac{\Phi^{3}}{(1-\Phi)^{2} S_{0}^{2}}  \tag{22b}\\
& k=C \frac{\Phi}{S_{p}^{2}} \tag{22c}
\end{align*}
$$

where $C=\frac{1}{b \tau^{2}}$. The estimation of $\tau$ (tortuosity) from digital rock images will be discussed in Sect. 3.3.

### 3.2 The Use of BET Surface Areas in the Kozeny-Carman Equation

If we want to estimate permeability by using BET-derived specific surface areas in the KC equation (as in [28,29]), we write the KC equation in the form
$k=C \cdot \frac{\Phi^{3}}{\left(1-\Phi^{2}\right) S_{s}^{2}}$
where $S_{s}$ is grain-related specific surface area, defined as surface area per unit grain volume. $S_{S}\left(\right.$ in $\mu \mathrm{m}^{-1}$ units) is computed from the measured BET specific grain surface $S_{g}$ (in $\mathrm{m}^{2} / \mathrm{g}$ units) as
$S_{s}=S_{g} \rho_{g}$

In Eq. (23) the factor $C$ is the Kozeny factor (which depends on tortuosity and on the cross-sectional shape of the tubes). It can be estimated from porosity via a simple model [28] of a linear 3D system of interpenetrating circular tubes, as

Table 1 Kozeny factor $C$ by Eq. (25) from [28]
$C=\left[4 \cos \left\{\frac{1}{3} \arccos \left(\Phi \cdot \frac{64}{\pi^{2}}-1\right)+\frac{4}{3} \pi\right\}+4\right]^{-1}$
(see Table 1, from [28]) (Table 1).

### 3.3 Tortuosity Estimation for the KC Equation

### 3.3.1 Scaling of Tortuosity

We first show with a simple scaling argument that the hydraulic tortuosity in 2D sections of granular porous sedimentary rocks is an increasing function of sample size. Let $L$ be the vertical size of the section considered (assuming that hydraulic flow goes from top to bottom); $\Phi$ porosity (in fraction); $\tau$ tortuosity (defined as the expected ratio of hydraulic path length to Euclidean length between 2 randomly selected points, always $\tau \geq 1) ; r_{0}, P_{0}, A_{0}$ characteristic size, characteristic perimeter, characteristic area of the grains (in the 2D section); $Z$ average number of pores adjacent to a grain (in the 2D section). We shall denote by $D_{P / A}$ the exponent in the celebrated Mandelbrot's perimeter-area scaling law $[13,30,31]$ applied to the ensemble of the grains in the microscopic 2D section:
$P=P_{0}\left(\frac{\sqrt{A}}{r_{0}}\right)^{D_{P / A}}$

Theorem 2 The average hydraulic path of a flow from top to bottom is given by the equation

Springer
${ }_{273}\left\langle\frac{L_{\mathrm{hydr}}}{L}\right\rangle=\tau=\Phi+\frac{(1-\Phi)}{Z}\left(\frac{P_{0}}{r_{0}}\right)\left(\frac{\sqrt{A}}{r_{o}}\right)^{D_{P / A}}$

Note that for $\Phi=1$ we have $\tau=1$; for $\Phi=0$ there are no pores at all, that is $Z=0$ and consequently $\tau=\infty$ as it should be. (The divergence of tortuosity in low-porosity, low permeability clay-bearing sandstone was noted in $[13,14]$.)

Equation (27) is proven by a heuristic scaling argument. Along a randomly selected top-to-bottom vertical line of length $L$ by the De-Lesse principle [32] a total length $\Phi L$ of the line would go through pore space. Across these parts of the line, the flow goes along straight line segments. The remaining $(1-\Phi) L$ length of the vertical line is filled by grains, the fluid path would cross $\frac{(1-\Phi) L}{r_{0}}$ grains if it could flow along a straight vertical line. But it cannot proceed straight, but every time the flow reaches a grain it changes direction and continues in a "throat" following the curvature of the grain's perimeter. By the definition of the grain/pore coordination number $Z$, the periphery $P$ of a grain is adjacent to Z other grains, so that every individual "detour" adds a length $\left(\frac{P}{Z}\right)$ to the hydraulic path. This detour is, by Mandelbrot's Eq. (26) equal to $\left(\frac{P}{Z}\right)=\frac{P_{0}}{Z}\left(\frac{\sqrt{A}}{r_{0}}\right)^{D_{P / A}}$. As there are $\frac{(1-\Phi) L}{r_{0}}$ such detours, the total hydraulic length from top to bottom is $L_{\mathrm{hydr}}=\Phi L+\frac{(1-\Phi) L}{Z}\left(\frac{P_{0}}{r_{0}}\right)\left(\frac{\sqrt{A}}{r_{0}}\right)^{D_{P / A}}$, what is the same as Eq. (27) to be proved.

As Eq. (27) is a new result, it should be compared with other theoretical models of tortuosity, where there is explicit or implicit dependence on porosity. In the Lattice Gas (LG) model of Koponen et al. [33], $\tau=0.8(1-\Phi)+1$; in the percolation model [34] of the same group $\tau=1+a \frac{(1-\Phi)}{\left(\Phi-\Phi_{c}\right)^{m}}$ ( $a$ and $m$ are fitting parameters). Comiti and Renaud [35] assumed cube-shaped grains and obtained $\tau=1+P \ln \left(\frac{1}{\Phi}\right)$ ( $P$ a fitting parameter). Yu's [36] well-cited 2D model is based on square-shaped grains and yields the scaling law $\tau=\left(\frac{L}{\lambda_{\text {min }}}\right)^{D_{T}-1}$ where the tortuosity dimension is $D_{T}=$ $1+\frac{\ln \tau_{a v}}{\ln \frac{L}{\lambda_{a v}}}$ [the porosity dependence enters through the term " $\tau_{a v}$ " which is a complicated function of porosity ([36], Eq. (2))].

### 3.3.2 Estimation of Hydraulic Tortuosity from Binarized Rock Image

The pores in a 2D micrograph almost never form a connected percolating path from one side to opposite side of the image, even in good-permeability reservoir sandstones such as the one shown in Fig. 4.

This is due to the fact that the pore space is embedded in the 3D Euclidean space and a percolating path would "jump out" several times from the image's plane if there is an obstacle


Fig. 4 2D pore contours, from [37]. a Berea sandstone reproduced from [38]; b Massilon sandstone from [39]
(a grain), continue its path in pore space below or above the grain, then return again to the original plane where its endpoints P and Q are. As we are working with a 2D image, the best we can do is to estimate the length of the projection of the real 3D path onto the 2D plane where the endpoints of the path are, or move the pores on the image plane without rotation until they touch and form a continuous path. We assume that for reservoir rocks this will give a reasonable estimate for tortuosity.

### 3.3.2.1. Use of the Method of Moments

Some image processing programs such as Kilian's [40] software (based on Teague's, [23], method of moments discussed in Sect. 2.2) can compute for every pore (of number $i)$ the length $l_{i}$ of its major axis and estimate the angle $\vartheta_{i},\left(-90^{\circ} \leq \vartheta_{i} \leq 90^{\circ}\right)$ what this axis makes with the horizontal reference direction $X$. (See Fig. 2; Eqs. 8, 10).

Take two points, $P, Q$ randomly and far from each other in the rectangle $X Y=\left\{(x . y) \mid 0 \leq x \leq X_{\max } ; 0 \leq y \leq Y_{\max }\right\}$. Consider the 2D projection of a typical hydraulic path from $P$ to $Q$ consisting of line segments. In most cases, the projected line segment would coincide with the longer axis $l_{i}=$ $2 a_{i}$ of some pore in the $X Y$ plane. The broken line consisting of the segments $l_{i}$ is the "skeleton" of a chain of touching pores, which are either in the $X Y$ plane or immediately below or above it in a thin slab $S$ of thickness $\Delta$ : $S=\left\{(x, y, z) \mid(x, y) \in X Y ;-\frac{\Delta}{2} \leq z \leq \frac{\Delta}{2}\right\}$. Because of the local homogeneity of the rock sample, we assume that (i) the probability distributions of the major axis lengths $\left\{l_{i}\right\}$ and of their directions $\left\{\vartheta_{i}\right\}$ are the same on the $X Y$ rectangle as in the slab $S$. We also assume that (ii) $\left\{l_{i}\right\}$ and $\left\{\vartheta_{i}\right\}$ are both independent random variables and $\left\{l_{i}\right\},\left\{\vartheta_{i}\right\}$ are also independent of each other and that (iii) $\left\langle\vartheta_{i}\right\rangle=0,\left\langle\sin \vartheta_{i}\right\rangle=0$ (where angular brackets mean expected value), as well as that (iv) for $i \neq j$ we have $\left\langle\cos \vartheta_{i} \cos \vartheta_{j}\right\rangle=\langle\cos \vartheta\rangle^{2}$. "Expected value," in this context means expected value over all statistically equivalent possible random realizations of the microscopic image.

We define a random tortuosity $\tau$ as follows. Let $n=1$, and construct a random chain of $n$ pores starting from a fixed point $P$. We select pores randomly from among the actual pores figuring on the $X Y$ section, move them without rotation and any change in their shape into positions where they touch each other and form a continuous hydraulic path from $P$ to some random endpoint what we call $Q$. A particular pore in the chain has a major axis of length $l_{i}$ and of direction angle $\vartheta_{i}$, that is the $X$ - resp. $Y$-projections of the major axis are $\xi_{i}=l_{i} \cos \vartheta_{i}, \eta_{i}=l_{i} \sin \vartheta_{i}, i=1,2, \ldots, n$. The tortuosity of this particular hydraulic path is

$$
\begin{equation*}
\tau=\frac{\sum_{i=1}^{n} l_{i}}{\sqrt{\left(\sum l_{i} \cos \vartheta_{i}\right)^{2}+\left(\sum l_{i} \sin \vartheta_{i}\right)^{2}}} . \tag{28}
\end{equation*}
$$

If $n$ is large, and we assume ergodicity, the expected (average) tortuosity over all possible chains consisting of $n$ pores is the same as the expectation over all realizations. We get:

$$
\begin{equation*}
\langle\tau\rangle=\left\langle\frac{\sum_{i=1}^{n} l_{i}}{\sqrt{\left(\sum l_{i} \cos \vartheta_{i}\right)^{2}+\left(\sum l_{i} \sin \vartheta_{i}\right)^{2}}}\right\rangle \tag{29}
\end{equation*}
$$

If for all pores on the image the length of their major axis $l$ and its direction $\vartheta$ are known, Eqs. $(28,29)$ can be used to compute tortuosity by Monte Carlo (as it will be suggested in 3.3.2.3). A very simple and efficient approximate estimation of $\langle\tau\rangle$ can be given as follows, using the notation $l=\left\langle l_{i}\right\rangle$ and making use of the assumptions (i) to (iv). Because of assumption (ii) the variables $\left\{l_{i}\right\}$ and $\left\{\vartheta_{i}\right\}$ are independent, and the expected value of the fraction is well approximated by its expected numerator divided by the expected denominator:

$$
\begin{align*}
\langle\tau\rangle & =\left\langle\frac{\sum_{i=1}^{n} l_{i}}{\sqrt{\left(\sum l_{i} \cos \vartheta_{i}\right)^{2}+\left(\sum l_{i} \sin \vartheta_{i}\right)^{2}}}\right\rangle \\
& \approx \frac{\left\langle\sum_{i=1}^{n} l_{i}\right\rangle}{\sqrt{\left\langle\left(\sum_{i} \cos \vartheta_{i}\right)^{2}+\left(\sum l_{i} \sin \vartheta_{i}\right)^{2}\right\rangle}} \\
& \approx \frac{n l}{\sqrt{\sum_{i}\left(\cos \vartheta_{i}^{2}+\sin \vartheta_{i}^{2}\right)+\sum_{i \neq j}\left\langle\cos \vartheta_{i} \cos \vartheta_{j}\right\rangle+\sum_{i \neq j}\left\langle\sin \vartheta_{i} \sin \vartheta_{j}\right\rangle}} \\
& \approx \frac{n l}{l \sqrt{n+n(n-1)\langle\cos \vartheta\rangle^{2}}} \\
& \approx \frac{1}{\langle\cos \vartheta\rangle}
\end{align*}
$$

where we used assumptions (ii), (iii) and (iv) and took the limit $n \rightarrow \infty$. The approximate rule what we obtained (valid for $n=1$ ), that is

$$
\begin{equation*}
\langle\tau\rangle \approx \frac{1}{\langle\cos \vartheta\rangle}, \tag{31}
\end{equation*}
$$

can be expressed in words as: the average tortuosity is the reciprocal of the average direction cosine of the major axes of the pores on the $2 D$ microscopic image.

### 3.3.2.2. Numerical Check of Eq. (31)

As a numerical check, I measured the major-axis lengths and their directions (with respect to the $X$ axis) of the thirtythree (33) pores in a Berea sandstone micrograph shown in Fig. 4 (from [38]).

Figure 5 shows the 33 pores, their major-axis lengths $l_{i}$, and direction angles $\vartheta_{i}$. The results are compiled in Table 2. Note that the $l_{i}$ and $\sin \vartheta_{i}$ values are not needed for the computation of $\langle\cos \vartheta\rangle$, I only listed them as they will be used in the Monte Carlo estimation of $\langle\tau\rangle$ based on Eq. (28). The obtained average tortuosity $\langle\tau\rangle \approx \frac{1}{\langle\cos \vartheta\rangle}=1.6$ is close to the median value of tortuosity reported in [41] for Berea sandstone (see Table 3).

In words. Eq. (31) tells that we should take all the $N$ pores in the image, compute their direction (that is the angle $\vartheta$ between their major axis and the $X$-axis), compute the average of the direction cosines $\langle\cos \vartheta\rangle=\frac{1}{N} \sum_{k=1}^{N} \cos \vartheta_{i}$ and then the average tortuosity will be given by $\langle\tau\rangle \approx \frac{1}{\langle\cos \vartheta\rangle}$. Equation (31) correctly expresses that always $\langle\tau\rangle \geq 1$, and it also predicts that tortuosity can be different in the 3 mutually perpendicular directions $X, Y, Z$, which is in accordance with recent experimental findings (see Table 3 reproduced from [41]) on anisotropic permeability, and is along the lines of the TCT (tensorial connectivity-tortuosity) concept of Zhang et al. [42]. In this case, of course, permeability, which is expressed by the Kozeny-Carman equation ([43], p. 104) as
$k=\frac{1}{b} \Phi^{3} \frac{1}{S_{\text {spec }}^{2}} \frac{1}{\tau^{2}}$

Fig. 5 Berea sandstone micrograph, major-axis lengths and directions (the micrograph is from [38]
becomes a direction-dependent tensorial quantity, because the presence of the $\langle\cos \vartheta\rangle$ factor in the tortuosity equation (31) makes it dependent on the direction of the $X$ axis.

### 3.3.2.3. Monte Carlo Calculation of Tortuosity

The algorithm for the Monte Carlo calculation of tortuosity using Eqs. $(28,29)$ is straightforward. Suppose we consider hydraulic paths traversing $n$ pores, where $n \gg 1$ might be larger than the number of pores in the image. Denote by $N$ the number of pores in the image, let $M \gg 1$ be a large integer. Select $n$ pores randomly out of the altogether $N$ pores of the image, with possible repetitions, for example by calling $n$ times a random number generator (RND) routine that each time returns a different uniform random value $0 \leq x<1$. Divide the unit interval to $N$ disjoint parts of equal length
$P_{i}=\left[\frac{i-1}{N}, \frac{i}{N}\right), \quad i=1,2, \ldots, N ; \quad \bigcup_{i=1}^{N} P_{i}=[0,1)$

If the randomly generated $x$ value lies in the subinterval $P_{i}$, then in the sum (Eq. 28) we select the $i$ th values of
$l_{i}, \cos \vartheta_{i}, \sin \vartheta_{i}$. After this, for the given experiment tortuosity is computed by Eq. (28) as $\tau=\frac{\sum_{i=1}^{n} l_{i}}{\sqrt{\left(\sum l_{i} \cos \vartheta_{i}\right)^{2}+\left(\sum l_{i} \sin \vartheta_{i}\right)^{2}}}$. To get the expected value of tortuosity, we repeat this experiment $M \gg 1$ times, and define $\langle\tau\rangle$ as the average, $\langle\tau\rangle=$ $\frac{1}{M} \sum_{k=1}^{M} \tau_{k}$ where $\tau_{k}$ is the tortuosity in the $k$ th random experiment. If necessary, the SD (standard deviation) and other statistics of $\tau$ can also be computed.

As an example for the MC computation of Eq. (28) for the Berea sandstone (Fig. 5; Table 2), I selected $n=10$, and the data for $N=33$ pores. In the first experiment, the random number generator returned pore numbers $20,28,2$, $21,30,4,31,25,31,16$ (note that \#31 occurs twice) and Eq. (28) yields $\tau=\frac{\sum_{i=1}^{n} l_{i}}{\sqrt{\left(\sum l_{i} \cos \vartheta_{i}\right)^{2}+\left(\sum l_{i} \sin \vartheta_{i}\right)^{2}}}=\frac{1339}{651.1306}=$ 2.056 (a reasonable value!). Repeating this, say $M=20$ or 30 times, and taking the average, a good approximation of $\langle\tau\rangle=\frac{1}{M} \sum_{k=1}^{M} \tau_{k}$ would be obtained.

## 4 Timur's Equation and Timur-Type Equations

In a classic paper, Chevron Petrophysicist Aytekin ("Turk") Timur $[2,3]$ attempted to express the permeability of 155

Table 2 Determination of the average tortuosity for Berea sandstone from Fig. 5, using Eq. 31

| \# | $l_{i}$ micron | $\vartheta_{i}\left({ }^{\circ}\right)$, angle from horizontal axis | $\cos \vartheta_{i}$ | $\sin \vartheta_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 50 | 41 | 0.75 | 0.71 |
| 2 | 50 | -62 | 0.47 | -0.88 |
| 3 | 388 | -5 | 0.996 | -0.09 |
| 4 | 75 | 5 | 0.996 | 0.09 |
| 5 | 94 | $-30$ | 0.87 | $-0.5$ |
| 6 | 63 | -27 | 0.89 | -0.045 |
| 7 | 69 | 16 | 0.96 | 0.28 |
| 8 | 75 | 50 | 0.64 | 0.77 |
| 9 | 69 | 30 | 0.87 | 0.5 |
| 10 | 50 | 21 | 0.93 | 0.36 |
| 11 | 144 | -80 | 0.17 | -0.98 |
| 12 | 81 | 5 | 0.996 | 0.09 |
| 13 | 75 | 87 | 0.05 | 0.999 |
| 14 | 119 | 2 | 0.999 | 0.03 |
| 15 | 56 | 20 | 0.94 | 0.34 |
| 16 | 75 | $-50$ | 0.64 | -0.77 |
| 17 | 125 | 20 | 0.94 | 0.34 |
| 18 | 75 | 51 | 0.63 | 0.78 |
| 19 | 69 | 18 | 0.95 | 0.30 |
| 20 | 144 | -85 | 0.087 | -0.996 |
| 21 | 63 | -40 | 0.77 | 0.64 |
| 22 | 119 | 78 | 0.21 | 0.978 |
| 23 | 125 | 61 | 0.48 | 0.875 |
| 24 | 119 | 88 | 0.03 | 0.999 |
| 25 | 200 | 72 | 0.31 | 0.95 |
| 26 | 75 | 90 | 0 |  |
| 27 | 131 | -8 | 0.99 | $-0.14$ |
| 28 | 50 | -25 | 0.91 | -0.42 |
| 29 | 175 | 30 | 0.87 | 0.5 |
| 30 | 44 | -90 | 0 | -1 |
| 31 | 319 | -8 | 0.99 | -0.14 |
| 32 | 156 | 80 | 0.17 | 0.98 |
| 33 | 69 | 80 | 0.17 | 0.98 |
| Ave | $\left\langle l_{i}\right\rangle=107 \mu$ | $\langle\vartheta\rangle=8.8^{\circ}$ | $\begin{aligned} & \langle\cos \vartheta\rangle= \\ & 0.62648 \end{aligned}$ <br> Tortuosity estimate by Eq. 31: $\langle\tau\rangle \approx$ $\frac{1}{\langle\cos \vartheta\rangle}=1.6$ |  |

sandstone samples from 3 oilfields in North America in the empirical form $k=a x^{b}$ where " $x$ " was an expression dependent on both porosity $\Phi$ and irreducible water saturation $S_{w i}$. For " $x$ " he selected the following five different expressions figuring in the routine permeability equations current in those days:

Table 3 Experimentally found tortuosities in 3 main directions, for Berea sandstone, at atmospheric pressure (from [41])

| Direction | $\tau_{\text {min }}$ | $\tau_{\text {median }}$ | $\tau_{\text {max }}$ |
| :---: | :---: | :---: | :---: |
| X | 1.5 | 1.795 | 2.34 |
| Y | 1.54 | 1.79 | 2.46 |
| Z | 1.49 | 1.74 | 2.40 |
| (a) |  |  |  |
| $x=\frac{\Phi^{6}}{S_{w i}^{2}}$ |  |  | (34a) | $\begin{array}{ll}\text { (This term comes from an equation } k=6.25 \times 10^{-4} \frac{\Phi^{6}}{S_{w i}^{2}} & \\ \begin{array}{ll}461 \\ \text { used by Sclumberger Co., [44]) } & \\ 462\end{array}\end{array}$

(b)

$$
\begin{equation*}
x=\frac{\Phi^{3}}{S_{w i}^{2}} \tag{34b}
\end{equation*}
$$

(Same as the KC Eq. 22, but $S_{\text {spec }}$ is substituted by $S_{w i}$ ) ${ }_{464}$
(c)

$$
\begin{equation*}
x=\frac{\Phi^{3}}{(1-\Phi)^{2} S_{w i}^{2}} \tag{34c}
\end{equation*}
$$

(Same as the KC Eq. 22, but $S_{0}$ is substituted by $S_{w i}$ ) ${ }_{466}$
(d)

$$
\begin{equation*}
x=\frac{\Phi}{S_{w i}^{2}} \tag{34d}
\end{equation*}
$$

(Same as the KC Eq. 22, but $S_{p}$ is substituted by $S_{w i}$ )
(e)

$$
\begin{equation*}
x=\frac{\Phi^{4.4}}{S_{w i}^{2}} \tag{34e}
\end{equation*}
$$

(An equation found by Timur from an assumed general relation $k=\alpha \frac{\Phi^{\beta}}{S_{w i}^{\gamma}}$, by optimizing the $\alpha, \beta, \gamma$ fitting parameters.)

Timur [2,3] obtained the best fit with measured data using Eq. (34e), and today (see e.g., the compilation of permeability equations in [45]) the following formula is called "Timur equation" in Petroleum Industry
$k=0.136 \frac{\Phi^{4.4}}{S_{w i}^{2}}$
$\left(\mathrm{k}\right.$ in $\mathrm{mD}, \Phi$ in $\%, S_{w i}$ in $\left.\%\right)$.

There have been many other attempts to express permeability in terms of irreducible water saturation $S_{w i}$, the most famous equations are (from [45]):
$k=\left(100 \frac{\Phi^{2.25}}{S_{w i}}\right)^{2}$,
(k in $\mathrm{mD}, \Phi$ in fraction, $S_{w i}$ in fraction-the so-called Wyllie and Rose 1st equation [46]);
$k=\left(100 \frac{\Phi^{2}\left(1-S_{w i}\right)}{S_{w i}}\right)^{2}$,
(k in $\mathrm{mD}, \Phi$ in fraction, $S_{w i}$ in fraction-the so-called Wyllie and Rose 2 nd equation [46]);
$x=\frac{C \Phi^{3}}{S_{w i}^{2}}$,
( $k$ in $\mathrm{mD}, \Phi$ in fraction, $S_{w i}$ in fraction, $C$ is a constant, for oil $C=250$, for gas $C=80$-this is the so-called Morris and Biggs equation [47]).

Some further Timur-type equations (from [48]) are:
$k=62.5 \frac{\Phi^{6}}{S_{w i}^{2}}, \quad$ Tixier equation [49]
$k=4.90 \frac{\Phi^{4}\left(1-S_{w i}\right)^{2}}{S_{w i}^{4}}$, Coates Equation [50].
The main difference between Timur-type and KC equations is that in the Timur-type equations irreducible water saturation $S_{w i}$ (what is strictly speaking a non-geometric quantity) is used instead of specific surface area. By Darcy's Law, the physical dimension of permeability is length-squared ( $\left[\mathrm{m}^{2}\right]$ ), but this correct dimension only appears in the KC equation, because all three kinds of specific surface areas $S_{\text {spec }}, S_{0}, S_{p}$ have the dimension area/volume $=[1 / m]$ in Eqs. (19). In the Timur-type equations $S_{w i}$ is dimensionless, leading to a dimensionless permeability. Leaving this question apart (assuming that the constant factor in the Timur-type equations takes care of the missing dimensions), we turn to the main topic of the Review, and discuss how to predict irreducible water saturation from the microscopic rock image.

### 4.1 Monte Carlo Prediction of $S_{w i}$ from Microscopic Rock Images

There is a general consensus [48] that irreducible water is distributed on the wetted areas of the grain surface (directly on the grain surface, or inside the grain-lining clay layer), that is we can assume that $S_{w i}=c S_{p}$ where $S_{p}$ is surface area per unit volume of pore space, and $c$ is a constant. This


Fig. 6 Illustrating the proof of Eq. (41) (after [51])
assumption excludes such parts of the grain surface (seen in Fig. 3b-d) which have no direct contact with water and thus cannot contribute either to permeability, or to the irreducible water content.

We propose a new, Monte Carlo algorithm to find $\mathrm{S}_{w i}$, based on the following theorem.

Theorem 3 Select in the image of an isotropic porous rock two randomly placed points $A$ and $B$ a distance $r$ apart, where $r$ is small, $r \ll 1$. Then the probability that $A$ and $B$ are in different media (i.e., one is in a pore, the other in a grain) is given by
$\operatorname{Pr}(A \& B$ are in different media $)=S_{p} \frac{r}{2}$,
where $\operatorname{Pr}(X)$ is the probability of the event $X$. The proof is purely geometric and follows an idea of Debye et al. [51], using the geometry in Fig. 6.

Consider a finite volume of rock, with total pore surface area $S_{\text {area }}(\Pi)$, total pore volume $V(\Pi)$, where $\Pi$ is the total pore space. Let $\Gamma$ be the total space occupied by grains. Suppose $A$ is in $\Pi, B$ in $\Gamma$ and $\overline{A B}=r \ll 1$. Let the segment $A B$ move in such a way that it follows the pore surface S while keeping A and B always in different media. Then point $A$ must always be some distance $h<r$ away from the surface $S$. If the distance of A from S is between $h$ and $h+\mathrm{d} h$, the total pore volume where $A$ can be is $S_{\text {area }}(\Pi) \mathrm{d} h$. For any fixed position of $A$, the direction of the $A B$ segment must be within a certain solid angle to assure that it crosses $S$. Using the equation for the surface area of the spherical cap, the probability that the $A B$ radial segment intersects $S$ is $\frac{S_{\text {area }}(\Pi) \mathrm{d} h}{V(\Pi)} \cdot \frac{2 \pi r(r-h)}{4 \pi r^{2}}=S_{p} \cdot \frac{2 \pi r(r-h)}{4 \pi r^{2}}$ and the probability that $A$ and $B$ are in different media is
$\operatorname{Pr}(A \& B$ are in different media $)=2 S_{p} \int_{0}^{r} \frac{r-h}{2 r} \mathrm{~d} h=\frac{S_{p} r}{2}$,

Table 4 Table 4 (after [56])

| Dimension of fracture sets | Size of matrix blocks | $l_{f m}$ | $l_{f v}$ | $l_{v m}$ for the case of Fig. 7 |
| :--- | :--- | :--- | :--- | :--- |
| One-dimensional | $A$ | $l_{f m}=A / 6$ | $l_{f v}=l_{x}$ | $l_{v m}=a / 6$ |
| Two-dimensional | $A, B$ | $l_{f m}=\frac{A B}{4(A+B)}$ | $l_{f v}=\frac{l_{x}+l_{y}}{2}$ | $l_{v m}=\frac{a b}{4(a+b)}$ |
| Three-dimensional | $A, B, C$ | $l_{f m}=\frac{3 A B C / 10}{A B+B C+C A}$ | $l_{f v}=\frac{l_{x}+l_{y}+l_{y}}{3}$ | $l_{v m}=\frac{3 a b c / 10}{a b+b c+c a}$ |

All variables are defined in Figs. 7, 8 and 9 . In the 5th column $a, b, c$ are spacings between small fractures in the $x, y, z$ directions, respectively
as stated. (The factor " $1 / 2$ " arises because $A$ and $B$ are interchangeable).

Using Theorem 3, the specific surface $S_{p}$ can be estimated by Monte Carlo (MC) as follows: Suppose the four corners of the rock image are, clockwise, at $(0, Y) ;(X, Y) ;(X, 0) ;(0,0)$; let $r_{\text {max }}$ be a small positive value. Select a large integer number $N$ ( 1000 or larger), this will be the number of experiments for a given AB distance $\overline{A B}=r \leq r_{\text {max }}$. If the subroutine RND returns at each subsequent call different and independent random numbers uniformly distributed in $[0,1)$, the MC algorithm proceeds as follows:

1. Select $r \in\left[0, r_{\max }\right)$ randomly as

$$
\begin{equation*}
r=\mathrm{RND} \cdot r_{\max } \tag{42}
\end{equation*}
$$

2. Define the four corner points $P_{1}\left(x_{1}, y_{1}\right), \ldots, P_{4}\left(x_{4}, y_{4}\right)$ which are placed by a distance $r$ inside from the image's boundary (for example: $P_{2}=(X-r, Y-r)$.
3. Place the point $A=\left(A_{x}, A_{y}\right)$ randomly inside the rectangle $P_{1} P_{2} P_{3} P_{4}$ as:
$A_{x}=x_{3}+\mathrm{RND} \cdot\left(x_{4}-x_{3}\right)$
$A_{y}=y_{3}+\operatorname{RND} \cdot\left(y_{1}-y_{3}\right)$
4. Place the point $B=\left(B_{x}, B_{y}\right)$ inside the larger rectangle $(0, Y) ;(X, Y) ;(X, 0) ;(0,0)$ at a distance $r$ from $A$ in a random direction from it, as:
$B_{x}=A_{x}+r \cos (\mathrm{RND} \cdot 2 \pi)$
$B_{y}=A_{y}+r \sin (\mathrm{RND} \cdot 2 \pi)$
(Note that the point $B=\left(B_{x}, B_{y}\right)$ will remain inside the image.)
5. The placement of points $A$ and $B$, that is the computation of Eqs. $(43,44)$ should be made with pixel precision.
6. Call the experiment "successful" if $A$ and $B$ do not lie in the same medium, that is if one of them is in grain, the other in pore.
7. Repeat the experiment (from steps 3 to 6) $N$ times for the same value of $r$ and count how many times have you got "success," that is A\&B were in different media.
8. Estimate the probability $\operatorname{Pr}\left(A \& B\right.$ are in different media) ${ }_{582}$ subject to the condition $\overline{A B}=r$ as
$\operatorname{Pr}(A \& B$ are different $\mid \overline{A B}=r)=\frac{N_{\text {success }}}{N}$
9. Repeat this (from Step 1 to 8 ) with about 10 different small $r$ values. Using the theoretical equation (41) one expects a linear relation
$\operatorname{Pr}(A \& B$ are in different medial $\overline{A B}=r)=S_{p} \frac{r}{2}$
that is, from the Probability versus $r$ plot the specific pore surface can be determined from the slope of this line.

### 4.2 How to Use Timur's Model?

For a review of Timur's equation $([2,3])$ see [48] (that also lists further similar equations such as Tixier [49], Wyllie and Rose [46] to estimate permeability from measured irreducible water saturation $S_{w i}$ or vice versa). In Timur's equation permeability $k$ and $S_{w i}$ are connected as $k=\frac{0.136 \Phi^{4.4}}{S_{w i}^{2}}$ (Eq. 35) where $k$ is in $\mathrm{md}, \Phi$ is in $\%, S_{w i}$ is irreducible water saturation in percentage of the pore volume. The main problem in applying this equation to a microscopic rock image is that $S_{w i}$ is not known. Physically, one can express $S_{w i}$ as $S_{w i}=100 \cdot \frac{P_{\mathrm{t}} \cdot\left(\mathrm{pix}_{\text {size }}\right) \cdot \delta}{A_{\mathrm{t}} \cdot\left(\text { pix }_{\text {size }}\right)^{2}}=100 \cdot \frac{P_{\mathrm{t}} \delta}{A_{\mathrm{t}} \mathrm{pix}_{\text {size }}}$ (Eq. 45), where $P_{\mathrm{t}}$ is total perimeter (of all types of void spaces on the image) in pixel-size unit, $A_{\mathrm{t}}$ is total area (of all types of void spaces on the image) in pixel-area unit, pix $_{\text {size }}$ is pixel size, $\delta$ is thickness of the non-removable water which is adsorbed on the grain surfaces. Of course, $\delta$ depends on grain surface roughness, on the wettability of the minerals and on the chemical composition of the water, and can range from the diameter of a single water molecule (2.75 $\AA \begin{aligned} & \text { A }\end{aligned}=0.275 \mathrm{~nm}$ ) to a few thousands of nanometers. A recent measured value for the thickness of nanoscale adsorbed brine film on silica surface ([52]) is reported between 249 and 265 nm . Taking the average value $\delta=257 \mathrm{~nm}$, and a pixel size pix $_{\text {size }}=20 \mu \mathrm{~m}=20,000 \mathrm{~nm}$, then-for a typ-
ical micrograph—we get $S_{w i}=100 \cdot \frac{P_{\mathrm{t}} \delta}{A_{\mathrm{t}} \mathrm{pix}_{\text {size }}}$. If the total porosity is $\Phi$, by Timur's Eq. (35): $k=\frac{0.136 \Phi^{4.4}}{S_{w i}^{2}}$.

Of course, we cannot know for sure that in the given rock one really has $\delta=257 \mathrm{~nm}=0.257 \mu \mathrm{~m}$, though the order of magnitude of this value seems reasonable because Adams et al. (Table 4 in [53]) reported similar RMS surface roughness for sand grains $(0.269 \mu \mathrm{~m})$ and the thickness of adsorbed water should be around the same as the RMS surface roughness (as noted in [52]). A more reasonable permeability is obtained if one assumes that the thickness of adsorbed water is the same as the peak-to-valley roughness of the grain contours, which was found experimentally ([53]) $1.89 \mu \mathrm{~m}=1890 \mathrm{~nm}$ for sand grains. Assuming for $\delta$ the value $\delta=2000 \mathrm{~nm}=2 \mu \mathrm{~m}$ we get $S_{w i}=100 \cdot \frac{P_{\mathrm{t}} \delta}{A_{\mathrm{t}} \mathrm{pix}_{\text {size }}}$; and using Timur's Eq. (35): $k=\frac{0.136 \Phi^{4.4}}{S_{w i}^{2}}$.

By SEM microscopy, the actual value of grain surface roughness can be estimated. If no measured $\delta$-value is known, I recommend to apply Timur's method with $\delta=2000 \mathrm{~nm}=$ $2 \mu \mathrm{~m}$ as default.

Another reasonable approach would be to consider $\delta$ as a fitting parameter, and determine it from an image where the permeability of the sample $k$ is already known from an independent laboratory measurement, using the equation
$k=0.136 \Phi^{4.4} /\left[100 \cdot \frac{P_{\mathrm{t}}}{A_{\mathrm{t}}} \frac{\delta}{\mathrm{pix}_{\text {size }}}\right]^{2}$.
Then for other images (of the same lithology) the $\delta$-value obtained from Eq. 46 could be used.

### 4.3 The Timur Equation Approach, Using BET Surface Areas

Timur's equation can be used to estimate permeability $k$ from measured irreducible water saturation $S_{w i}$ (or vice versa, to estimate $S_{w i}$ from $k$ ). In Timur's equation permeability $k$ and $S_{w i}$ are connected as $k=\frac{0.136 \Phi^{4.4}}{S_{w i}^{2}}(35)$, where $k$ is in $\mathrm{md}, \Phi$ is in $\%, S_{w i}$ is irreducible water saturation in $\%$ of the pore volume. The main problem in applying this equation is how to find $S_{w i}$. We can express $S_{w i}$ (in \%) as
$S_{w i}=100 \cdot S_{p} \cdot \delta$,
where $S_{p}$ is the specific surface per unit pore volume, and $\delta$ is thickness of the non-removable water adsorbed on the pore walls.

For the application of Eqs. (35) and (47), in addition to the value of $\delta$ and $\Phi$, we also need the value of $S_{p}$, that is the specific surface per pore volume. Suppose that according to the BET (Brunauer-Emmett-Teller, [54]) gas adsorption
measurement the specific grain surface is $S_{g}$ in $m^{2} / g$ units. Then by easy algebra, we can get $S_{p}$ (in $\mu \mathrm{m}^{-1}$ units) as:
$S_{p}=S_{g}\left(\frac{1-\Phi}{\Phi}\right) \rho_{g}$
(see [29]), where the grain density is $\rho_{g}=2.71 \mathrm{~g} / \mathrm{cm}^{3}$ for calcite, $\rho_{g}=2.62 \mathrm{~g} / \mathrm{cm}^{3}$ for quartz.

A different approach is also possible. That would be to consider the thickness $\delta$ in Eqs. $(35,47)$ as a fitting parameter, and determine it from cases where both the BET specific surface $S_{g}$ and the permeability of the sample $k$ are known from independent laboratory measurements. Then for other rock samples (of the same formation and lithology), this fitting $\delta$-value could be used in Eq. (47).

## 5 Some Aspects of Triple Porosity

In this section, I propose a new technique, based on microscopy, on how to estimate the transfer factors between pore-pore, pore-fracture, fracture-fracture, vug-fracture, etc. needed for the equations of hydraulic flow in triple-porosity carbonates. As a first step of an ongoing research to generalize the Lorenz curve and Lorenz coefficient (see, e.g., [80]) for heterogeneity estimation in triple-porosity rocks, in Sect. 5.5, I shall generalize the concept of storativity for triple-porosity carbonates.

### 5.1 Neighbor Statistics from Image

Denote by $P, F, V$ the respective sets of the three different types of void such as pore, fracture, and vug which can be distinguished on the microscopic image based on the object's eccentricity, aspect ratio or some other criteria. Define a threshold distance $k \geq 0$ in pixel units and call two objects $A$ and $B$ neighbors if their distance satisfies $\operatorname{dist}(A, B) \leq k$. Write a program to find the number of the following neighbors in the image (where \# means "number of")
$N_{p p}=\#\left\{p_{1} \in P, p_{2} \in P \mid \operatorname{dist}\left(p_{1}, p_{2}\right) \leq k\right\}$
$N_{v v}=\#\left\{v_{1} \in V, v_{2} \in V \mid \operatorname{dist}\left(v_{1}, v_{2}\right) \leq k\right\}$
$N_{f f}=\#\left\{f_{1} \in F, f_{2} \in F \mid \operatorname{dist}\left(f_{1}, f_{2}\right) \leq k\right\}$
$N_{p v}=\#\{p \in P, v \in V \mid \operatorname{dist}(p, v) \leq k\}$
$N_{p f}=\#\{p \in P, f \in F \mid \operatorname{dist}(p, f) \leq k\}$
$N_{v f}=\#\{v \in V, f \in F \mid \operatorname{dist}(v, f) \leq k\}$

Note the symmetry, e.g., $N_{p f}=N_{f p}$.
Let $N_{\text {neighbors }}=N_{p p}+N_{v v}+N_{f f}+N_{f v}+N_{p f}+N_{v f}$, then one can define the normalized fractions of different kinds of neighbors as


Fig. 7 Triple-porosity rock model where the vugs are connected to fractures through the rock matrix (from [56])


Fig. 8 Triple-porosity rock model where the vugs are connected to main fractures through smaller fractures (from [56])
$N_{f f}^{*}=\frac{N_{P P}}{N_{\text {neighbors }}}$
$N_{v f}^{*}=\frac{N_{V F}}{N_{\text {neighbors }}}$
(51 a-f)

If there are too many objects in the image then, by the De Lesse principle $[32,52$ ] and assuming isotropy, one can estimate the relative fractions of different kinds of neighbors
(instead of from the whole image) along a reasonable number, say 50 or 100 , of random horizontal or vertical lines.

### 5.2 The Transfer Factors $\lambda_{m f}, \lambda_{v f}, \lambda_{m v}$ in the Flow Equations

The following ideas of [56-59] can be used to generalize the Warren-Root [60] dual-porosity flow model to triple porosity. Letting the subscripts $f, v, m$ refer to fracture, vug and


Fig. 9 Triple-porosity rock model where some isolated vugs are connected to fractures through the rock matrix, some are intersected by fractures (from [56])
matrix, respectively, these models assume (1) radial flow into the reservoir of uniform thickness where only fractures feed the well; (2) spatially/temporally constant rock properties; (3) isothermal single-phase compressible fluid with constant viscosity.

The three basic Darcy equations for flow are, in cylindrical geometry:

Flow through the large fractures:

$$
\begin{equation*}
\frac{k_{f}}{\mu} \frac{1}{r}\left(r \frac{\partial P_{f}}{\partial r}\right)-\Phi_{m} C_{m} \frac{\partial P_{m}}{\partial t}-\Phi_{v} C_{V} \frac{\partial P_{v}}{\partial t}=\Phi_{f} C_{f} \frac{\partial P_{F}}{\partial t} \tag{52}
\end{equation*}
$$

Flow interacting with vugs:
$\Phi_{v} C_{V} \frac{\partial P_{v}}{\partial t}=\frac{\alpha_{f v} k_{v}}{\mu}\left(P_{f}-P_{v}\right)+\frac{\alpha_{v m} k_{m}}{\mu}\left(P_{m}-P_{v}\right)$

Flow interacting with matrix:
$\Phi_{m} C_{m} \frac{\partial P_{m}}{\partial t}=\frac{\alpha_{f m} k_{m}}{\mu}\left(P_{f}-P_{m}\right)+\frac{\alpha_{v m} k_{m}}{\mu}\left(P_{v}-P_{m}\right)$

In Eqs. (52-54), the coefficients $\alpha_{f v}, \alpha_{f m}, \alpha_{v m}$ are called interporosity flow shape factors, $k_{f}, k_{v}, k_{m}$ are the three different permeabilities (assuming isotropy and single-phase flow).

### 5.3 Interporosity Flow Shape Factors and Their Determination

Consider three distinct cases for the relative position of vugs and fractures (Figs. 7-9 and Table 4, from [56]).

Determination of the inter-porosity flow shape factors from the image:
$\alpha_{f m}=\frac{A_{f m}}{l_{f m}}$
where $A_{f m}$ is the total fracture/matrix connection area per unit volume of the rock $\left(\mathrm{m}^{2} / \mathrm{m}^{3}\right), l_{f m}$ is a characteristic distance (See Table 4). As always done in integral geometry and stereology, $A_{f m}$ is estimated from the 2D microscopic image as total length of the fracture/matrix common boundary per unit area of the rock $\left(\mathrm{m} / \mathrm{m}^{2}\right)$. The precision of measuring the "common boundary" on the image depends on the way of thresholding, on the pixel size, on the resolution of the microscope and even on the dye used, and apparently has not been studied as yet.

Similarly
$\alpha_{f v}=\frac{A_{f v}}{l_{f v}}$
where $A_{f v}$ is the total fracture/vug connection area per unit volume of the rock $\left(\mathrm{m}^{2} / \mathrm{m}^{3}\right), l_{f v}$ is a characteristic distance
(See Table 4)
$\alpha_{v m}=\frac{A_{v m}}{l_{v m}}$
where $A_{v m}$ is the vug/matrix connection area per unit volume of the rock $\left(\mathrm{m}^{2} / \mathrm{m}^{3}\right), l_{v m}$ is is a characteristic distance (see Table 4).

### 5.4 Flow Equations in Dimensionless Coordinates

Introducing dimensionless pressure, dimensionless radial distance and dimensionless time [59] as:

$$
\begin{align*}
& r_{D}=\frac{r}{r_{W}} ;  \tag{58}\\
& t_{D}=\frac{t}{\mu r_{w}^{2}\left(\Phi_{f} C_{f}+\Phi_{v} C_{v}+\Phi_{m} C_{m}\right) / k_{f}}  \tag{59}\\
& P_{D}\left(r_{D} ; t_{D}\right)=\frac{2 \pi k_{f} h}{\mu q}\left(P_{i}-P(r, t)\right) \tag{60}
\end{align*}
$$

(where $r_{w}$ is well radius; $h$ reservoir thickness; $q$ flow rate), the flow equations $(52-54)$ reduce to

$$
\begin{align*}
& \omega_{f} \frac{\partial P_{D f}}{\partial t_{D}}-\frac{1}{r_{D}} \frac{\partial}{\partial r_{D}}\left(r_{D} \frac{\partial P_{D f}}{\partial r_{D}}\right) \\
& -\lambda_{f v}\left(P_{D v}-P_{D f}\right)-\lambda_{f m}\left(P_{D m}-P_{D f}\right)=0 \\
& \omega_{v} \frac{\partial P_{D v}}{\partial t_{D}}+\lambda_{f v}\left(P_{D v}-P_{D f}\right)+\lambda_{v m}\left(P_{D v}-P_{D m}\right)=0  \tag{62}\\
& \omega_{m} \frac{\partial P_{D m}}{\partial t_{D}}+\lambda_{f m}\left(P_{D m}-P_{D f}\right)+\lambda_{v m}\left(P_{D m}-P_{D v}\right)=0 \tag{63}
\end{align*}
$$

The inter-porosity transfer parameters $\lambda_{f v}, \lambda_{f m}, \lambda_{v m}$ and the previously discussed inter-porosity flow shape factors $\alpha_{f v}, \alpha_{f m}, \alpha_{v m}$ are related as [59]:

$$
\begin{align*}
& \lambda_{f m}=\frac{\alpha_{f m} r_{w}^{2} k_{m}}{k_{f}}  \tag{64a}\\
& \lambda_{f v}=\frac{\alpha_{f v} r_{w}^{2} k_{v}}{k_{f}}  \tag{64b}\\
& \lambda_{v m}=\frac{\alpha_{v m} r_{w}^{2} k_{m}}{k_{f}} \tag{64c}
\end{align*}
$$

### 5.5 Storativity in Triple-Porosity Rocks

In the previous Eqs. (61-63), the coefficients $\omega$ are called storativities. (Recall, that in hydrogeology, storativity is the amount of water that an aquifer yields to wells due to the compression of the aquifer.) In triple-porosity rocks, three kinds of storativity should be defined, they add together to 1 :
$\omega_{f}=\frac{\Phi_{f} C_{f}}{\Phi_{m} C_{m}+\Phi_{f} C_{f}+\Phi_{v} C_{v}}$
$\omega_{v}=\frac{\Phi_{v} C_{v}}{\Phi_{m} C_{m}+\Phi_{f} C_{f}+\Phi_{v} C_{v}}$
$\omega_{m}=\frac{\Phi_{m} C_{m}}{\Phi_{m} C_{m}+\Phi_{f} C_{f}+\Phi_{v} C_{v}}$
where the indices $f, v, m$ refer to fracture, vug and matrix porosity. $C_{m}, C_{v}, C_{f}$ are the compressibilities of the formation containing only one special type of pore. Here
$\Phi_{m}, \Phi_{v}, \Phi_{f}$, with $\Phi_{m}+\Phi_{v}+\Phi_{f}=1$
are the three kind of porosities. By the De Lesse principle [32,52], the three porosities $\Phi_{m}, \Phi_{v}, \Phi_{f}$ can be estimated from microscopy if we have some tools of image processing distinguishing between these different objects (such as the eccentricity or aspect ratio of the pore shape, some other ideas are pursued in our recent study [21]). If the three compressibilities are known, then $\omega_{m}, \omega_{v}, \omega_{f}$ can be computed from $\Phi_{m}, \Phi_{v}, \Phi_{f}$ and $C_{m}, C_{v}, C_{f}$. If the compressibilities are not given, one has to assume $C_{m}=C_{v}=C_{f}$ and then storativities become the same as the porosities.

## 6 ACF (Autocorrelation Function)-Based Techniques for Permeability

### 6.1 ACF of a Binary Image

The binary image (what we get after thresholding) was represented earlier as
$F(x, y)= \begin{cases}1 & \text { if }(x, y) \in \Pi \\ 0 & \text { if }(x, y) \notin \Pi\end{cases}$
where $\Pi$ denotes the "foreground," i.e., the total set of pores in the microscopic image of the rock. In mathematical terms, $F(x, y)$ is the characteristic function of the pores. Assume that $F(x, y)$ is a translation invariant and isotropic random field $[69,70]$. Denoting by $\Phi$ the overall porosity, because of translation invariance a randomly selected point $(x, y)$ is with probability $\Phi$ in pore, with probability $1-\Phi$ in the rock matrix. Denoting with angular brackets $\langle\cdots\rangle$ expected values over different realizations of the random field, the mean and variance of $F(x, y)$ are

$$
\begin{align*}
& \langle F(x, y)\rangle=\Phi \cdot 1+(1-\Phi) \cdot 0=\Phi  \tag{68}\\
& \left\langle[F(x, y)-\Phi]^{2}\right\rangle=\left\langle F^{2}(x, y)-2 \Phi F(x, y)+\Phi^{2}\right\rangle \\
& \quad=\Phi-\Phi^{2}=\Phi(1-\Phi) \tag{69}
\end{align*}
$$

In case of translation and rotation invariance of $F(x, y)$, the normalized autocorrelation Function (ACF, first intro-
duced to Earth Sciences by Scheidegger $[61,62])$ of $F(x, y)$, defined as $\frac{\langle[F(x, y)-\Phi][F(x+\xi, y+\eta)-\Phi]\rangle}{\left\langle[F(x, y)-\Phi]^{2}\right\rangle}$, only depends on the distance between $(x, y)$ and $(x+\xi, y+\eta)$ that is on $\rho=$ $\sqrt{\xi^{2}+\eta^{2}}$, so that it can be written in the form

$$
\begin{align*}
& \frac{\langle[F(x, y)-\Phi] \cdot[F(x+\xi, y+\eta)-\Phi]\rangle}{\left\langle[F(x, y)-\Phi]^{2}\right\rangle} \\
& \quad=\frac{\langle[F(x, y)-\Phi] \cdot[F(x+\xi, y+\eta)-\Phi]\rangle}{\Phi(1-\Phi)} \\
& \quad=R_{F F}(\rho) . \tag{70}
\end{align*}
$$

Berryman and Blair [63] have made more precise the arguments of the classic paper of Debye et al. [51] (what we used previously to derive Eq. 41) and proved that the specific surface area of the pore boundaries can be estimated from the slope of the ACF at $\rho=0$ as
$S_{p}=-\left.4 \frac{\mathrm{~d}}{\mathrm{~d} \rho} R(\rho)\right|_{\rho=0}$,
an equation which, when substituted into the Kozeny-Carman Eq. (17) (and assuming some reasonable default values for shape factor $b$ and tortuosity $\tau$ ), can be used to predict permeability from the autocorrelation analysis of the microscopic image. Similarly, if we have already established a calibration $S_{w i}=\lambda S_{p}$, we can also use Timur's (or Timur-type) equations to predict permeability from the image's ACF.

If the characteristic function $F(x, y)$ of the pore space has an exponential ACF with correlation distance $\rho_{0}$, i.e., if
$R(\rho)=\exp \left[-\frac{\rho}{\rho_{0}}\right]$,
then Eq. 71 gives $S_{\text {spec }}=\frac{4}{\rho_{0}}$ and using this in the KC (Eq. 17) gives
$k=$ const $\cdot \Phi^{3} \rho_{0}^{2}$
which is not only dimensionally correct (because permeability has the dimension distance $^{2}$ ) but also seems physically reasonable, because on the right-hand side (RHS) the " $\rho_{0}$ " is of the order of pore size, i.e., it has a similarly huge dynamic range in sedimentary rocks as the permeability $k$ itself has.

Berryman and Blair's paper [63] has attracted many followups which attempted, with varying success, to predict permeability from microscopy. A notable, much cited paper on the tracks of [63] was Ioannidis et al. [64] and its very nice experimental verification 4 years later by a Colombian researcher [65].

Ioannidis et al. [64] observed that the exponential ACF, $R(\rho)=\exp \left[-\frac{\rho}{\rho_{0}}\right]$, though frequently reported for ordinary black-and-white photographs, is not applicable for microscopic images of sedimentary rock, where a stretched ex-
ponential function [66] better describes the experimentally obtained ACF. Using the notation of [64], this ACF is
$R(u)=\exp \left[-\left(\frac{u}{\lambda}\right)^{n}\right]$
where $\lambda$ is the correlation distance, $n$ is a positive real exponent.

The derivative of this ACF at $u=0$ is $\left.\frac{\mathrm{d}}{\mathrm{d} u} R(u)\right|_{u=0}=$ $-\left.\frac{n}{\lambda^{n}} u^{n-1}\right|_{u=0}$ which, except for $n=1$, cannot express the specific surface area by means of Eq. (71) because for $n<1$ the RHS is divergent, while for $n>1$ the RHS is zero. To avoid this difficulty, Ioannidis et al. [64] recommended to use an average correlation distance
$I_{S}=\int_{0}^{\infty} R(u) \mathrm{d} u=\int_{0}^{\infty} \exp \left[-\left(\frac{u}{\lambda}\right)^{n}\right] \mathrm{d} u$
With the substitution $x=\left(\frac{u}{\lambda}\right)^{n}$ and recalling the definition of the Gamma function $\Gamma(z)=\int_{0}^{\infty} t^{z-1} \mathrm{e}^{-t} \mathrm{~d} t$ we find

$$
\begin{equation*}
I_{S}=\int_{0}^{\infty} \exp \left[-\left(\frac{u}{\lambda}\right)^{n}\right] \mathrm{d} u=\frac{\lambda}{n} \Gamma\left(\frac{1}{n}\right) \tag{76}
\end{equation*}
$$

(tabulated integral 3.478 in [67]). If for a given rock type $n$ is not varying in a wide range, in Eq. (76) the changes in the expression $\frac{1}{n} \Gamma\left(\frac{1}{n}\right)$ are not too significant and the scaling rule $k=$ const $\cdot \Phi^{3} \rho_{0}^{2}$ (Eq. 73) that was valid for the exponential $\mathrm{ACF}, R(\rho)=\exp \left[-\frac{\rho}{\rho_{0}}\right]$, would be, more generally
$k \propto \Phi^{\alpha} I_{s}^{\beta}$
(see 64, Abstract), or:
$\ln k=a+b \ln \Phi+c \ln I_{S}$,

## (64, Eq. 6; or 65, Eq. 2.)

A similar empirical equation to connect permeability with image ACF was suggested by Coskun and Wardlaw [68], but instead of the average correlation distance $I_{S}$ they used the characteristic porel size (porel $=$ "porosity element").

Ioannidis et al. [64] used backscatter SEM images (about 60 images per sample) of thin sections from 15 Canadian rock samples of different lithology, and found $\lambda, n$ and $I_{S}$ and the following fitting parameters to Eq. (78): $a=9.3252$; $b=5.750 ; c=1.572$ (see Table 5). The only cases when the fit did not work satisfactorily were samples with low porosity but high permeability (see Table 5, Gilwood sandstone $\# 7, \Phi=0.134, k=412 \mathrm{mD}$, possible reason: existence of small fractures not affecting porosity), or samples with high porosity and low permeability (see Table 5, Viking sandstone

Table 5 Data from [64], fitting parameters to Eq. 78: $a=9.3252 ; b=5.750 ; c=1.572$

| Lithology | Sample | $\Phi$ (optical) | $\Phi$ (core) | $\mathrm{k}(\mathrm{mD})$ | $\lambda$ (micron) | n | $I_{S}($ micron $)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pekisko dolomite (256 images) | 58A | 0.204 | 0.197 | 728.0 | 49.36 | 0.734 | 59.85 |
|  | 45A | 0.149 | 0.153 | 25.9 | 18.11 | 0.681 | 23.55 |
|  | 45B | 0.130 | 0.129 | 28.0 | 23,30 | 0.704 | 29.34 |
|  | 35B | 0.109 | 0.101 | 3.5 | 24.81 | 0.556 | 41.54 |
| Montney dolomitic limestone (263 images) | 9B | 0.119 | 0.152 | 5.3 | 6.89 | 0.834 | 7.59 |
|  | 31B | 0.125 | 0.129 | 1.8 | 6.41 | 0.750 | 7.63 |
|  | 30B | 0.125 | 0.122 | 2.1 | 6.50 | 0.766 | 7.61 |
|  | 31A | 0.109 | 0.102 | 0.5 | 5.25 | 0.736 | 6.35 |
| Gilwood sandstone (227 images) | 16 | 0.192 | 0.202 | 646.0 | 40.19 | 0.801 | 45.49 |
|  | 15A | 0.168 | 0.173 | 114.0 | 28.49 | 0.689 | 36.62 |
|  | 7 | 0.129 | 0.134 | 412.0 | 38.69 | 0.840 | 42.41 |
|  | 4B | 0.113 | 0.069 | 1.7 | 44.32 | 0.635 | 62.18 |
| Viking sandstone (145 images) | 4A | 0.197 | 0.198 | 6.5 | 18.48 | 0.758 | 21.83 |
|  | 1 | 0.117 | 0.125 | 3.0 | 25.33 | 0.833 | 27.92 |
| Fahler sandstone (30 images) | 13F | 0.077 | 0.113 | 4.4 | 12.21 | 0.729 | 14.89 |

$\# 4 \mathrm{~A}, \Phi=0.197, k=6.5 \mathrm{mD}$, possible reason: diagenetic clay blocking the throats, see [14]).

### 6.2 Permeability from Unbinarized Rock Image?

To find the value of $I_{S}=\frac{\lambda}{n} \Gamma\left(\frac{1}{n}\right)$, one needs good estimates of the correlation distance $\lambda$ and of the stretching exponent " $n$ " in Eq. (74). To get $\lambda$ and $n$, a precise estimation of the $\mathrm{ACF}, \frac{\langle[F(x, y)-\Phi] \cdot[F(x+\xi, y+\eta)-\Phi]\rangle}{\Phi(1-\Phi)}=R(\rho)$ is needed. A careful reading of $[64,65]$ reveals that the biggest problem is the proper thresholding of the images, otherwise the small pore throats (which have an enormous significance in fluid flow) would be missed, and so could not contribute to the estimated ACF. As a final part of this Review, I propose a new way of using the original full-dynamic range image to compute the $A C F$. The estimation of porosity $\Phi$ is also not without problems, and strongly depends on thresholding, but it has smaller significance on the estimated $k$ than the errors in $n$ and $\lambda$ and consequently on the integral $I_{S}$. Comparing the 2 nd and 3rd columns of Table 5 (taken from [64]) shows that with careful measurements and good binarization, the optical porosity and core porosity do not deviate significantly.

### 6.2.1 Permeability from Rock Image Using Simulated Probing by EM Waves

To present the idea, we need to introduce the theory of fluctuations of waves propagating in isotropic, randomly heterogeneous media, and the (transverse) correlation of these fluctuations. We shall follow the classic treatment of Chernov [69].

### 6.2.1.1 Amplitude Fluctuations of Waves Propagating in Heterogeneous Media and their Transverse Correlation

Consider an acoustic or electromagnetic (EM) wave propagating in a randomly heterogeneous medium [69-71], assume that the propagation velocity in the medium is randomly fluctuating around a constant value $C_{0}$ as
$C(x, y)=\frac{C_{0}}{1+\delta(x, y)}$
where, in case of isotropy,

$$
\begin{align*}
\langle\delta(x, y)\rangle & =0 ;\left\langle\delta^{2}(x, y)\right\rangle=\delta^{2} \ll 1 \\
R_{C C}(r) & =\langle C(x, y) \cdot C(x+r \cos \varphi, y+r \sin \varphi)\rangle \\
& =\delta^{2} \exp \left(-r / r_{0}\right), \tag{80}
\end{align*}
$$

where $r_{0}$ is the correlation distance of inhomogeneities. Expected values are taken over all realizations of the random field $\delta(x, y)$. Then the mean transit time fluctuations $\left\langle(\Delta t)^{2}\right\rangle$ and ${ }_{943}$ mean logarithmic amplitude fluctuations $\left\langle\left(\Delta \ln \frac{|A|}{\left|A_{0}\right|}\right)^{2}\right\rangle$ grow with distance $L$ as

$$
\begin{gather*}
\left\langle(\Delta t)^{2}\right\rangle=\frac{L}{C_{0}^{2}}\left\langle\delta^{2}\right\rangle r_{0} \sqrt{\pi}  \tag{81}\\
\left\langle\left(\Delta \ln \frac{|A|}{\left|A_{0}\right|}\right)^{2}\right\rangle=g L \tag{82}
\end{gather*}
$$

It is assumed that the correlation length $r_{0}$ is much larger than the mean wavelength (case of geometrical optics). In Eq. (82) the factor $g$ is the so-called turbidity factor, and it has such a complicated dependence on wavelength and
on correlation length $r_{0}$ [71,72, fortheacousticcase] that it cannot be used for the estimation of $r_{0}$ from the measured amplitude fluctuations $\left\langle\left(\Delta \ln \frac{|A|}{\left|A_{0}\right|}\right)^{2}\right\rangle$. I propose an alternative way based on the important discovery of Chernov [69, pp.95-110], according to which the transverse (i.e., perpendicular to the direction of the wave propagation) ACF of the amplitudes (i.e., of the absolute amplitudes $|A|$, not logarithmic amplitudes as in Eq. 82) has the same correlation distance as the inhomogeneities of the medium where the wave propagates. As work hypothesis I assume that the amplitudes of simulated EM waves propagating through the optical image of the medium will have a similar ACF to that of the medium itself, so that its transverse ACF can be used as a proxy instead of the ACF of the image. The transmitted wave can be computed by any numerical solver of the EM wave propagation, for example by the MAXWELL program [73-75]. The physical property ("dielectric constant") controlling wave speed, reflection and transmission coefficients should be assigned to each pixel of the image, depending on the gray scale of the pixel values, using a linear or nonlinear (as e.g., "Pareto," i.e., power function like) correspondence between gray scales and dielectric constants.

### 6.3 Comparison of Two Approaches

The ACF of the microscopic image can be computed in two different ways (from binarized, or from the original images). From the ACF then one must find $\lambda$ and $n$, determine $I_{S}$ and find the fitting parameters $a, b, c$ to express the permeability $k$ measured on the given core, using Eq. (78). In the two approaches, the ACF is computed, in turn, (a) from the binary ( $1=$ pore, $0=$ rock matrix) image or (b) from the non-binarized full-dynamic range image. Computationally, the approach (b) is done by finding the correlation distance by transforming gray scales to dielectric constants, probing the image with simulated EM waves, and determining their transverse correlation. This is an ongoing research of the author, with no experimental evidence as yet.

## 7 Conclusions and Outlook

The motivation of this Review has been my firm belief that the recent DRP (Digital Rock Physics) revolution [4-9] promising to find macroscopic bulk properties from 3D microscanned images of small pieces of rock still has not made superfluous the search for simple rock models and techniques based on 2D rock images. In a sense, this Review is sequel to [76], where a simple geometric rock model connected transfer and elastic properties in sedimentary rocks. (When writing [76], I did all computations on a handheld calculator,
while DRP problems solved with Lattice Boltzman Models need high-performance computers, [77].) The search for rock models, started in [76], is still ongoing in the direction of triple porosity. Another novel technique, sliding-window entropy filtering [21], that has been briefly mentioned, seems to have exciting properties to discriminate between different pore types in triple-porosity rocks, so that it might help in finding the neighborhood probabilities and transfer factors described in Sect. 5. The powerful method of moments (Sect. 2.2) has only been referred to in connection with tortuosity (Sects. 3.3.2.1-3.3.2.3); I envisage it will also find future applications in triple-porosity studies because the eccentricity and aspect ratio computed from the moments can distinguish between different pore types. The tortuosity estimate, based on the method of moments and discussed in Sect. 3.3.2.1, leads to a direction-dependent (i.e., possibly anisotropic) permeability, as briefly mentioned (around the end of Sect. 3.3.2.2). Autocorrelation or the related semivariogram techniques have already been generalized to the anisotropic case both in random wave theory and geostatistics $[69,80]$, that is in principle they might be used to predict anisotropic permeability from an anisotropic image, but I could not find any published study on this. As discussed in

Section 6.1, there are cases both in sandstones and carbonates when permeability could not be predicted from microscopy in any routine way (existence of small fractures not affecting porosity but increasing permeability, or diagenetic clay blocking the throats, see samples 7 and \#4A in Table 5). In the most influential permeability study of the last two decades, Amaefule et al. [25] documented strong correlation between FZI (Flow Zone Indicator) and rock-textural properties such as specific surface area and grain size distribution. These ideas have not been followed up yet as much as they deserve, and I still envisage that-in light of the revival of the Flow Unit concept as "GHE" (Global Hydraulic Element, [26])—the image analysis of micrographs will be included again in the toolbox of petrophysicists.
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