Some embedded pairs for optimal implicit
strong stability preserving Runge—Kutta
methods

Imre Fekete and Akos Horvéth

Abstract We construct specific embedded pairs for second and third order
optimal strong stability preserving implicit RungeKutta methods with large
absolute stability regions. These pairs offer adaptive implementation possibil-
ity for strong stability preserving (SSP) methods and maintain their inherent
nonlinear stability properties, too.

1 Introduction and SSP Runge-Kutta methods

Let us consider an initial value problem (IVP)

y'(t) = ft,y@®),  y(to) = o (1)

The numerical solution of (1) at each time step with an implicit s-stage
Runge-Kutta (RK) method RK(A, bT) is given by

Ynt+1 = Yn + At Z bjf(tn + CjAta }/]) (2)

j=1

and the internal stages are computed as
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S
Vi =yn+ ALY aif(tn + ¢ ALY;),  i=1,...5 (3)

j=1

where y,, is an approximation to the solution of (1) at time ¢, = to + nAt,
A = (a;;) and bT = (b;) are the coefficient of the method. By using the
method-of-line approach, spatial discretization of hyperbolic partial differ-
ential equations (PDEs) lead to a large system of ordinary differential equa-
tions (ODEs)

up = F(u), (4)

where u is a vector of approximations to the exact solution of the PDE.
SSP time discretization methods were designed to ensure nonlinear stability
properties in (4). We assume that the semi-discretization (4) and a convex
functional || - || (or norm, semi-norm) are given, and that there exists a Atpg
such that the forward Euler condition

l|u+ AtF(w)]] < [Jul| for 0 < At < Atpg (5)

holds for all u. An implicit Runge-Kutta (IRK) method is called SSP if the
estimate
unal] < [Junll

holds for the numerical solution of (4), whenever (5) holds and At < CAtpg.
The constant C is called the SSP coefficient. For a complete introduction into
the SSP theory we recommend monograph [2]. Below we give the main results
which will be used in this paper.

Theorem 1 ([2], Theorem 3.2.). Let us consider the matric
A0
w= (i)

KI+rK)"'>0 (6a)
rK(I+rK) 'e<e. (6b)

and the SSP conditions

Then, the SSP coefficient of the IRK method is
C(A,b") =sup {r: (I +rK) 'ezists and conditions (6a)-(6b) hold} .

Theorem 2 ([2], Observation 5.2.). Consider an IRK method. If the
method has positive SSP coefficient C(A,bT), then A >0 and bT > 0.

It has been showed that IRK methods with positive C cannot exist for
p > 6 [1]. Therefore, we are interested in taking into account order conditions
up to order of six.
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By using embedded pairs we could allow adaptive step-size control based
on local truncation error estimation [3]. The general s-stage IRK pair
RK(A,bT,bT) of order p(p — 1) has the following extended Butcher tableau.

cl A

b
pT

As usual, ¢ = (¢, ¢2,...,¢5)T is given by ¢ = Ae with e = (1,...,1)T ¢
R*. The vectors b, b7 define the coefficients of the p-th and (p — 1)-th
order approximations, respectively. Motivation for providing embedded pairs
for SSP methods is that several optimal implicit SSP methods have useful
stability regions, small error coefficients, big absolute monotonicity radius
and are frequently used even when SSP theory cannot be applied. In the next
section, we give the analytical framework that enables us to construct the new
family of embedded pairs and construct the embedded pairs analytically and
numerically for second and third order optimal implicit SSP RK methods.

2 Embedded pairs for second and third order implicit
SSP RK methods

We introduce the notation SSPIRK(s, p) for optimal implicit SSP RK meth-
ods, where s and p refer to the number of stages and order, respectively. We
give below the desired properties for embedded pairs.

(i), The embedded method is order of p — 1.

(ii), The embedded method is non-defective, i.e. it violates all of the
p-th order conditions.

(iii), The embedded method has rational coefficients and simple struc-
ture.

(iv), The embedded method has maximum SSP coefficient C, where C

is the SSP coefficient of the the optimal SSPIRK method; if this is
not the case, then we are looking for embedded SSPIRK methods
with smaller SSP coefficient or simply embedded IRK methods.

Taking into account the desired properties (i)-(iv), we seek an embedded
pair b7, with the stage coefficient A from a SSPIRK method such that these
satisfy the following optimization problem

the appropriate order conditions and property (ii) are fulfilled,  (7)

COIICH) R



4 Imre Fekete and Akos Horvéth

e

where (8)-(9) are equivalent with (6a)-(6b) and || - || denotes the induced
matrix norm. Since we fix C therefore we have a simplified optimization prob-
lem (7)-(9). Due to Theorem 2 and the first order condition b”e = 1 we have
the componentwise condition 0 < bT < e. The newly constructed pairs should
satisfy desired properties (i)-(iv) and should have large absolute stability re-
gions.

<1 9)

oo

2.1 Embedded pairs for SSPIRK (s,2) methods

The s-stage second order characterization was given by Gottlieb, Ketche-
son and Macdonald [4]. The methods have C = 2s. The Butcher form of
SSPIRK(s,2) methods is given in Table 1. Taking into account desired prop-

Table 1 Butcher form of SSPIRK(s, 2) methods.

1 | L
2s 2s
3 1 1
s s 2s
5 |1 1 1
s s s 2s
2s—1|1 1 11
2s s s s 2s
11 11
s s s s

erties (i)-(iv) it turns out that for general s we cannot find embedded pairs
with maximal C.

Theorem 3. There is no first order embedded pair for SSPIRK(2,2) with
properties (i)-(iv).

Based on Theorem 3 and its generalization one can conclude that there
isn’t first order embedded pair with C = 2s for SSPIRK(s, 2). Therefore we
are interested in giving embedd pairs with smaller C. Namely we are looking
for C = s and our numerical search suggested the following pairs satisfying
the desired properties (i)-(iv).

T
;)
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ro (1118 10 10 157
s’ 871287 1257 1257 125
Based on absolute stability region measurements it is obvious that embedded

pair b1 is reccommended. Below we present a result for s = 4 on Fig. 1 but
as we are increasing the number of stages we can see similar results

Fig. 1 The left and right plots correspond to the absolute stability region of
SSPIRK(4,2) and its b embedded pair.
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2.2 Embedded pairs for SSPIRK((s,3) methods

The s-stage third order characterization was also given by Gottlieb, Ketche-
son and Macdonald [4]. The methods have C = s — 1+ v/s? — 1. The Butcher
form of SSPIRK(s, 3) methods is given in Table 2.

Table 2 Butcher form of SSPIRK(s, 3) methods.
B1 B1
261+ B2 [B1+B2 B
3B1+2B82  |B1+ B2 B+ B2 B

sB1+ (s—1)B2|B1+B2P1+PB2 ... B1+ B2 B

1 1 1 1
S S S S
where
1 s—1 1 s+1
-~ (1= d = — —-1]).
A 2( s+1> and £z 2( s—1 )

Similarly to the SSPIRK(s, 2) case after tedious calculations one can see
for lower stages that the desired properties (i)-(iv) cannot be satisfied with
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the maximal C coefficient. However, if we consider C = C/2 then we could
give general form for SSPIRK(s, 3) methods with desired properties (i)-(iv).
These pairs are

T_ 1 1 s—1—52/2 -1 3—8—!—;%\/52—1

N RV I /e | 2 2
and
T _ 1 1 21s+39—3vs? =1 35+ 12+3vs? =1 21s+39 —3Vs? — 1

s’ s’ 1652 + 34s ’ 852 4+ 17s ’ 1652 + 34s

Based on absolute stability region measurements we reccommend embedded
pair bl Here we present a result for s = 4 on Fig. 2. As we are increasing
the number of stages we can see similar results.

Fig. 2 The left and right plots correspond to the absolute stability region of
SSPIRK(4,3) and its b1 embedded pair.
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