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Abstract

Mauduit and Sárközy proved the following inequality between the

well-distribution measure and the correlation measure of order 2:

W (EN ) ≤ 3
√

NC2(EN ). This result has been generalized to inequal-

ities between the combined pseudorandom measures and correlation

measures of even order by the authors of the present paper. Here
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the multidimensional case is studied, and this inequality is extended

further to the case of binary lattices.

1 Introduction

In 1997 Mauduit and Sárközy [8] introduced new pseudorandom measures

of finite binary sequences in order to study the pseudorandom properties of

these sequences. These pseudorandom measures are the following: For a

binary sequence EN = (e1, . . . , eN) ∈ {−1,+1}N of length N , the well-

distribution measure of EN is defined as

W (En) = max
a,b,t

∣

∣U(EN , t, a, b)
∣

∣ = max
a,b,t

∣

∣

∣

∣

t−1
∑

j=0

ea+jb

∣

∣

∣

∣

,

where the maximum is taken over all a ∈ Z, b, t ∈ N such that 1 ≤ a ≤
a+ b(t− 1) ≤ N .

The correlation measure of order k of EN is defined as

Ck(EN) = max
M,D

∣

∣V (EN ,M,D)
∣

∣ = max
M,D

∣

∣

∣

∣

M
∑

n=1

en+d1en+d2 . . . en+dk

∣

∣

∣

∣

,

where the maximum is taken over all D = (d1, . . . , dk) with non-negative

integers d1 < · · · < dk and M ∈ N such that M + dk ≤ N .

Mauduit and Sárközy [8] showed that a finite binary sequence can be

considered as a good pseudorandom sequence if both the well-distribution

measure and the correlation measures are small. For more details see e.g.,

the survey paper [4].

The combined (well-distribution-correlation) pseudorandom measure of

order k of EN is defined as

Qk(EN) = max
a,b,t,D

∣

∣Z(a, b, t, D)
∣

∣

= max
a,b,t,D

∣

∣

∣

∣

t−1
∑

j=0

ea+jb+d1ea+jb+d2 . . . ea+jb+dk

∣

∣

∣

∣

,
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where the maximum is taken over all a, b, t, D = (d1, d2, . . . , dk) such that all

the subscripts a+ jb+ dℓ belong to {1, . . . , N}.
In [9] Mauduit and Sárközy proved a sharp inequality between the well-

distribution measure of EN and the correlation measure of order 2 of EN for

every EN ∈ {−1,+1}N .

Theorem A (Mauduit and Sárközy). For N ≥ 1 and EN = (e1, . . . , eN) ∈
{−1,+1}N we have

W (EN) ≤ 3
√

NC2(EN ). (1.1)

Later in [3] the first author of the present paper generalized Theorem A

to a similar inequality between W and C2k. In 2015 the second author of

the present paper generalized further this inequality, namely he proved the

following result:

Theorem B (Sebők). For N ≥ 1 and EN = (e1, . . . , eN) ∈ {−1,+1}N ,

k ∈ N and for 1 ≤ l ≤ k we have

Qk(EN) ≤ 2
√

N max
1≤l≤k

C2l(EN). (1.2)

Note that an important consequence of Theorems A and B is that if one

needs only nontrivial upper bounds for the measures W and Qk (but one

does not need possibly sharp upper bounds), then this sort of bounds can be

obtained by just estimating C2k (for k not very large), thus the computation

can be shortened considerably; besides, it often occurs that one can find esti-

mates in the literature for the corresponding “complete correlation” (see the

references in [10] for complete correlation estimates in both one dimensional

and multidimensional cases) and there is standard techniques to deduce the

“incomplete” correlation estimates used in the study of pseudorandom mea-

sures from the complete ones, which may reduce the computation further.

In [9] Mauduit and Sárközy also showed that their upper bound for

W (EN) in terms of C2(EN) is sharp, namely in the range

N3/4(logN)1/4 ≪ W (EN) ≤ N

(1.1) is best possible apart from a constant factor:
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Theorem C (Mauduit and Sárközy). If m,N ∈ N, N > N0 and

N3/4 ≪ m ≤ N,

then there is a sequence EN ∈ {−1,+1}N with

W (EN) ≥ m

and

C2(EN) ≤ 120max

{

m2

N
, (N logN)1/2

}

. (1.3)

Note that it follows from (1.3) that if m ≥ N3/4 (logN)1/4 then

m ≤ W (EN) ≤ 3(NC2(EN ))
1/2 < 33m

so that, indeed, the lower and upper bounds coincide apart from a constant

factor.

The generalization of inequality (1.2) to multidimensional binary lattices

is especially important. For lattices, the most frequently studied measures

are the Qk’s, however, sometimes we may only have a good estimate for

the correlation measures. One might like to generalize this inequality for

lattices. First, we will present the definitions of multidimensional measures.

The study of the multidimensional case was started by the work of Hubert,

Mauduit and Sárközy. In [7] they introduced the following definitions.

Denote by InN the set of n-dimensional vectors whose coordinates are

integers between 0 and N − 1:

InN = {x = (x1, . . . xn) : xi ∈ {0, 1, . . . , N − 1}}.

This set is called an n-dimensional N-lattice or briefly an N-lattice. Hubert,

Mauduit and Sárközy [7] extended the definition of binary sequences to more

dimensions by considering functions of type

η(x) : InN → {−1,+1},

called binary lattices.
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If x = (x1, . . . , xn) so that η(x) = η((x1, . . . , xn)) then we will simplify

the notation by writing η(x) = η(x1, . . . , xn).

Let u1,u2, . . . ,un be n linearly independent n-dimensional vectors over

the field of the real numbers such that the i-th coordinate of ui is a positive

integer and the other coordinates of ui are 0, so that, writing zi = |ui|, ui

is of the form (0, . . . , 0, zi, 0, . . . , 0) with zi ∈ N. Let t1, t2, . . . , tn be integers

with 0 ≤ t1, t2, . . . , tn < N . Then we call the set

Bn
N = {x = x1u1 + · · ·+ xnun : 0 ≤ xizi ≤ ti(< N) for i = 1, . . . , n} (1.4)

n-dimensional box N-lattice or briefly a box N-lattice.

Hubert, Mauduit and Sárközy [7] introduced the following measures of

pseudorandomness of binary lattices (here we present the definitions in a

slightly modified form as in [6] but equivalent with the ones in [7]). Let η be

a binary lattice

η(x) : InN → {−1,+1}.

Define the combined pseudorandom measure of order k of η by

Qk(η) = max
B,d1,d2,...,dk

∣

∣

∣

∣

∣

∑

x∈B

η(x+ d1) . . . η(x+ dk)

∣

∣

∣

∣

∣

,

where the maximum is taken over all distinct d1, . . . ,dk ∈ InN and all box

lattices B such that B + d1, . . . , B + dk ⊆ InN .

The combined measures of binary lattices are natural extensions of the

combined measures of binary sequences. In certain applications one may

also need the extension of the correlation measures for the multidimensional

theory. These new measures were introduced by Gyarmati, Mauduit and

Sárközy [5]. They introduced the following measure of pseudorandomness of

binary lattices: the correlation measure of order l of the lattice η : InN →
{−1,+1} is defined by

Cℓ(η) = max
B′,d1,...,dℓ

∣

∣

∣

∣

∣

∑

x∈B′

η(x+ d1) . . . η(x+ dℓ)

∣

∣

∣

∣

∣

,
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where the maximum is taken over all distinct d1, . . . ,dℓ ∈ InN and all box

lattices B′ of the special form

B′ = {x = (x1, . . . , xn) : 0 ≤ x1 ≤ t1(< N), . . . , 0 ≤ xn ≤ tn(< N)}

such that B′ + d1, . . . , B
′ + dℓ ⊆ InN .

In this paper, we will generalize Theorem B to n dimension.

Theorem 1. For 1 ≤ k, n,N ∈ N and binary lattice η : InN → {−1,+1} we

have

Qk(η) ≤
√

(2n + k2)NnC2k(η).

As in the case of sequences this result shows that in order to get a “good”

(but not necessary optimal) upper bound for the combined measure it is

enough to estimate the correlation measures.

We will also show that Theorem 1 is sharp, namely we will prove the

following result:

Theorem 2. For 1 ≤ k, n ∈ N and 3/4 < c ≤ 1 there are infinitely many

N ∈ N such that there exists a binary lattice η : InN → {−1,+1} for which

N cn ≫ Qk(η) ≫
√

NnC2k(η) ≫ N cn,

where the implied constant factors depend only on n and k. (Here ≫ is

Vinogradov’s notation so that e.g. f(N) ≫ g(N) means that there is a

positive constant C such that for all N we have |f(N)| ≥ C |g(N)|.)

2 Proof of Theorem 1

We will prove that for every box lattice B we have
∣

∣

∣

∣

∣

∑

x∈B

η(x+ d1) · · · η(x+ dk)

∣

∣

∣

∣

∣

≤
√

(2n + k2)NnC2k(η),

in other words, we will prove
∣

∣

∣

∣

∣

∑

x∈B

η(x+ d1) · · ·η(x+ dk)

∣

∣

∣

∣

∣

2

≤
(

2n + k2
)

NnC2k(η),
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from which the theorem follows.

Let

B = {x = x1u1 + · · ·+ xnun : 0 ≤ xizi ≤ ti(< N) for i = 1, . . . , n}

be a fixed box lattice. If x /∈ InN , then we define η(x) = 0. Now we define

the boxes A and C as

A = {x ∈ InN : 0 ≤ xi < zi(< N) for i = 1, . . . , n} (2.1)

and

C = {x = x1u1 + · · ·+ xnun : −ti ≤ xizi ≤ ti(< N) for i = 1, . . . , n}.

Then

|C| < 2n|B| ≤ 2nNn. (2.2)

We will use the notation of addition and subtraction of box lattices as the

usual set addition and subtraction, namely B1 + B2 = {b1 + b2 : b1 ∈
B1, b2 ∈ B2} and B1 −B2 = {b1 − b2 : b1 ∈ B1, b2 ∈ B2}. Note that

C = B − B

for the box lattices B and C defined above. It is also possible to consider

the difference of a box lattice B and a vector x:

B − x = {b− x : b ∈ B }.

Consider the sum

S =
∑

m∈A

(

∑

x∈B

η(x+ d1 +m) . . . η(x+ dk +m)

)2

.

It is clear that
∣

∣

∣

∣

∣

∑

x∈B

η(x+ d1) · · ·η(x+ dk)

∣

∣

∣

∣

∣

2

≤ S,
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thus in order to prove the theorem we need to prove that

S ≤
(

2n + k2
)

NnC2k(η).

Clearly,

S =
∑

m∈A

(

∑

x∈B

η(x+ d1 +m) . . . η(x+ dk +m)

)2

=
∑

m∈A

(

∑

x∈B

k
∏

i=1

η(x+ di +m)

)(

∑

y∈B

k
∏

j=1

η(y + dj +m)

)

=
∑

m∈A

∑

x,y∈B

k
∏

i=1

η(x+ di +m)
k
∏

j=1

η(y + dj +m) (2.3)

=
∑

m∈A







∑

x,y
x,y∈B

k
∏

i=1

η(x+ di +m)η(y + di +m)






.

Then

S =
∑

m∈A

∑

x∈B

(

k
∏

i=1

η(x+ di +m)

)2

+

+
∑

m∈A

∑

x∈B

∑

c∈B−x
c6=0

k
∏

i=1

η(x+ di +m)η(x+ c+ di +m)

=
∑

m∈A

∑

x∈B

(

k
∏

i=1

η(x+ di +m)

)2

+

+
∑

c∈C
c6=0

∑

x∈B∩(B−c)

∑

m∈A

k
∏

i=1

η(x+ di +m)η(x+ c+ di +m).

Notice that the set A+B is also a box-lattice, denote it by D ⊆ InN and

B ∩ (B − c) is a shifted version of a box lattice. The reason of this is that

B∩(B−c) is non-empty only if c is a vector whose i-th coordinate is divisible

by zi, so c is of the form c = (c1z1, c2z2, . . . , cnzn). Define si by

si =

{

0 if ci ≥ 0
−cizi if ci < 0



On an inequality between pseudorandom measures of lattices 9

and let s(c) be the vector s(c) = (s1, s2, . . . , sn). We define B(c) as the

following box lattice:

B(c) = {x = x1u1 + · · ·+ xnun : 0 ≤ xizi ≤ ti − cizi − sizi(< N)

for i = 1, . . . , n}.

After introducing these notation it is not very difficult to see that B∩(B−c)

is indeed a shifted box-lattice, namely

B ∩ (B − c) = s(c) +B(c).

Moreover A+B(c) is also a box-lattice, denote it by D(c). Using these new

notation we get

S =
∑

z∈D

(

k
∏

i=1

η(z+ di)

)2

+

+
∑

c∈C
c6=0

∑

z∈D(c)

k
∏

i=1

η(z+ s(c) + di)η(z+ s(c) + c+ di)

≤Nn +
∑

c∈C
c6=0

∣

∣

∣

∣

∣

∣

∑

z∈D(c)

k
∏

i=1

η(z+ s(c) + di)η(z+ s(c) + c+ di)

∣

∣

∣

∣

∣

∣

.

Next we estimate
∣

∣

∣

∑

z∈D(c)

∏k
i=1 η(z+ s(c) + di)η(z+ s(c) + c+ di)

∣

∣

∣ by

Q2k(η) if the vectors d1,d2, . . . ,dk, c+d1, c+d2, . . . , c+dk are all different.

In the other case, when there are i and j for which c + di = dj, we will use

the trivial estimate Nn. For every fixed i and j at most one c exists with

c+ di = dj, so we will use the trivial estimate only at most k(k − 1) times.

Thus

S ≤ Nn + |C|Q2k(η) + k(k − 1)Nn.

Since |C| ≤ 2nNn and k(k − 1) + 1 ≤ k2 we get

S ≤
(

2n + k2
)

Q2k(η)N
n,

which was to be proved.
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3 Proof of Theorem 2

In order to prove Theorem 2 we will give a construction for which

N cn ≫ Qk(η) ≫
√

NnC2k(η) ≫ N cn

holds. In our construction N will always be a prime, thus we change our

notation, and we write p in place of N (primes usually are denoted by p).

The construction will be based on finite fields and their generators. Namely,

let Fpn be a finite field with pn elements, and let g be a generator element of

F∗
pn(= Fpn \ {0}). Moreover, for a ∈ F∗

pn define ind a ∈ N by

gind a = a and 0 ≤ ind a < pn − 1.

Let v1, v2, . . . , vn be a basis of the vector space Fpn over Fp. We define the

binary lattice η : Inp → {−1,+1} by

η(x1, x2, . . . , xn) =







1 if 0 ≤ind (x1v1 + x2v2 + · · ·+ xnvn) ≤ L− 1
−1 if L ≤ind (x1v1 + x2v2 + · · ·+ xnvn) < pn − 1

or (x1, x2, . . . , xn) = (0, 0, . . . , 0),
(3.1)

where L is a positive integer with 1 ≤ L ≤ pn − 1. The exact value of L will

be defined later. We claim that for optimally chosen L we have

pcn ≫ Qk(η) ≫
√

pnC2k(η) ≫ pcn,

which proves the theorem. In order to estimate Qk(η) and C2k(η) we need

to prove the following lemma:

Lemma 3. Consider the binary lattice η defined by (3.1) where L is a positive

integer with 1 ≤ L ≤ pn − 1. Define S by S
def
= L − pn−1

2
. let B be a box

N-lattice. Then
∣

∣

∣

∣

∣

∑

x∈B

η(x+ d1)η(x+ d2) · · ·η(x+ dℓ)

∣

∣

∣

∣

∣

(3.2)

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+O

(

ℓ(4n)ℓ
√
pn(1 + log p)n+ℓ

)

.
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In order to handle the sum in (3.2) we will use characters over Fpn. First,

we express η(x) by character sums. We will use the formula

1

pn − 1

∑

χ

χ(a)χ(b) =

{

1 if a = b
0 if a 6= b

,

where the sum runs over all multiplicative characters χ over Fpn. By this

formula for x 6= 0 we have

η(x) = 2
∑

0≤j≤L−1
j=ind (x1v1+···+xnvn)

1− 1 =

=
2

pn − 1

∑

0≤j≤L−1

∑

χ

χ(x1v1 + · · ·+ xnvn)χ(g
j)− 1

=
2

pn − 1

∑

0≤j≤L−1

∑

χ 6=χ0

χ(x1v1 + · · ·+ xnvn)χ(g
j) +

2S

pn − 1

We would like to estimate sums of form
∣

∣

∑

x∈B η(x+ d1) · · ·η(x+ dℓ)
∣

∣.

Write di = (d
(1)
i , d

(2)
i , . . . , d

(n)
i ). Then for x 6= 0 we have

η(x + d1)η(x+ d2) · · ·η(x+ dℓ) =
2ℓ

(pn − 1)ℓ
·

·
ℓ
∏

i=1

(

L−1
∑

j=0

∑

χ 6=χ0

χ
(

v1

(

x1 + d
(1)
i

)

+ · · ·+ vn

(

xn + d
(n)
i

))

χ(gj) + S

)

=
2ℓ

(pn − 1)ℓ

∑

{i1,i2...,it}⊂{1,2,...,ℓ}

Sℓ−t
∑

χi1
6=χ0

· · ·
∑

χit
6=χ0

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

×
t
∏

j=1

(

L−1
∑

r=0

χij (g
r)

)

.

Here in the first sum of the right-hand side of the inequality we write the
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term t = 0 separately:

η(x + d1)η(x+ d2) · · ·η(x+ dℓ) =
2ℓ

(pn − 1)ℓ
Sℓ+

+
2ℓ

(pn − 1)ℓ

∑

{i1,i2...,it}⊂{1,2,...,ℓ}
1≤t≤ℓ

Sℓ−t
∑

χi1
6=χ0

· · ·
∑

χit
6=χ0

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

×
t
∏

j=1

(

L−1
∑

r=0

χij (g
r)

)

.

Next we consider the sum of those terms where x ∈ B:
∑

x∈B

η(x+ d1)η(x+ d2) · · ·η(x+ dℓ) =

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+ 2ℓ

(pn − 1)ℓ

∑

{i1,i2...,it}⊂{1,2,...,ℓ}
1≤t≤ℓ

Sℓ−t
∑

χi1
6=χ0

· · ·
∑

χit
6=χ0

(

∑

x∈B

χi1

(

v1

(

x1 + d
(1)
i

)

+ · · ·+ vn

(

xn + d
(n)
i

))

· · ·

χit

(

v1

(

x1 + d
(1)
i

)

+ · · ·+ vn

(

xn + d
(n)
i

))

)

×
t
∏

j=1

(

L−1
∑

r=0

χij (g
r)

)

.

Using the triangle inequality we get that there exists a −1 ≤ ε ≤ 1 such that
∑

x∈B

η(x+ d1)η(x+ d2) · · ·η(x+ dℓ) =

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+ ε

2ℓ

(pn − 1)ℓ

∑

{i1,i2...,it}⊂{1,2,...,ℓ}
1≤t≤ℓ

Sℓ−t
∑

χi1
6=χ0

· · ·
∑

χit
6=χ0

∣

∣

∣

∣

∣

∑

x∈B

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

∣

∣

∣

∣

∣

×
∣

∣

∣

∣

∣

t
∏

j=1

(

L−1
∑

r=0

χij (g
r)

) ∣

∣

∣

∣

∣

. (3.3)
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The characters over Fq form a cyclic group, whose generator element will be

denoted by χ1. Fix i1, i2, . . . , it and consider the sum

∣

∣

∣

∣

∣

∑

x∈B

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

∣

∣

∣

∣

∣

in (3.3). Here χij is in the form χij = χ
αj

1 where (q− 1) ∤ αj. Moreover write

g(x1v1 + · · ·+ xnvn)
def
=
(

x1v1 + · · ·+ xnvn + v1d
(1)
i1

+ . . . vnd
(n)
i1

)

·
(

x1v1 + · · ·+ xnvn + v1d
(1)
i2

+ . . . vnd
(n)
i2

)

...

·
(

x1v1 + · · ·+ xnvn + v1d
(1)
it

+ . . . vnd
(n)
it

)

Then

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

= χ1

(

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))α1

· · ·

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))αt

)

= χ1

(

(

x1v1 + · · ·+ xnvn + v1d
(1)
i1

+ . . . vnd
(n)
i1

)α1

· · ·

(

x1v1 + · · ·+ xnvn + v1d
(1)
it + . . . vnd

(n)
it

)αt

)

= χ1 (g(x1vx + · · ·+ xnvn)) .
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By this we get

∣

∣

∣

∣

∣

∑

x∈B

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∑

x∈B

χ1 (g(x1v1 + · · ·+ xnvn))

∣

∣

∣

∣

∣

. (3.4)

Winterhof proved in [13] the following lemma:

Lemma 4. Suppose that χ is a non-trivial multiplicative character of order d,

and f(x) is a polynomial which is not of the form cg(x)d, where g(x) ∈ Fq[x]

and f(x) has m distinct zeros in its splitting field Fq. Then for 1 ≤ ki ≤ p;

i = 1, . . . , n let

B = B(k1, k2, . . . , kn) = {x1v1 + · · ·+ xnvn : 0 ≤ xi < ki, i = 1, 2, . . . , n}.

Then for any 1 ≤ ki ≤ p; i = 1, 2, . . . , n we have

∣

∣

∣

∣

∣

∑

z∈B

χ(f(z))

∣

∣

∣

∣

∣

< mq1/2(1 + log p)n.

By Lemma 4 and (3.4) we get

∣

∣

∣

∣

∣

∑

x∈B

χi1

(

v1

(

x1 + d
(1)
i1

)

+ · · ·+ vn

(

xn + d
(n)
i1

))

· · ·

χit

(

v1

(

x1 + d
(1)
it

)

+ · · ·+ vn

(

xn + d
(n)
it

))

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∑

x∈B

χ1 (g(x1v1 + · · ·+ xnvn))

∣

∣

∣

∣

∣

≤ ℓ
√
pn(1 + log p)n.
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Thus

∑

x∈B

η(x+ d1)η(x+ d2) · · ·η(x+ dℓ) =

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+O

(

2ℓ

(pn − 1)ℓ

∑

{i1,i2...,it}⊂{1,2,...,ℓ}
1≤t≤ℓ

Sℓ−t
∑

χi1
6=χ0

· · ·
∑

χit
6=χ0

ℓ
√
pn(1 + log p)n ×

∣

∣

∣

∣

∣

t
∏

j=1

(

L−1
∑

r=0

χij (g
r)

) ∣

∣

∣

∣

∣

)

.

Here
∣

∣

∣

∑L−1
r=0 χij (g

r)
∣

∣

∣
=

|1−χij
(g)L|

|1−χij
(g)| ≤ 2

|1−χij
(g)| so

∑

x∈B

η(x+ d1)η(x+ d2) · · · η(x+ dℓ) =
2ℓ

(pn − 1)ℓ
Sℓ |B|+

+O

(

ℓ2ℓ
√
pn(1 + log p)n

(pn − 1)ℓ

∑

{i1,...,it}⊂{1,2,...,ℓ}
1≤t≤ℓ

Sℓ−t
∑

χi1
6=χ0

· · ·
∑

χit
6=χ0

t
∏

j=1

2
∣

∣1− χij(g)
∣

∣

)

.

Thus

∑

x∈B

η(x+ d1)η(x+ d2) · · ·η(x+ dℓ) =

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+O

(

ℓ2ℓ
√
pn(1 + log p)n

(pn − 1)ℓ

(

S +
∑

χ 6=χ0

2

|1− χ(g)|

)ℓ)

.

Now χ1 is a generator of the group of characters over Fq. More precisely, since
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g is a generator element of F∗
pn, we may define χ1 by χ1(g) = e2πi/(p

n−1). Then

∑

χ 6=χ0

1

|1− χ(g)| =
pn−2
∑

j=1

1

|1− χj(g)| =
pn−2
∑

j=1

1

|1− e2πij/(pn−1)|

≤ 1

4

pn−2
∑

j=1

1

||j/(pn − 1)|| ≤
1

2

(pn−1)/2
∑

j=1

1

||j/(pn − 1)||

=
1

2

(pn−1)/2
∑

j=1

pn − 1

j
<

1

2
(pn − 1)(1 + log(pn/2))

< n(pn − 1) log pn.

Thus

∑

x∈B

η(x+ d1)η(x+ d2) · · ·η(x+ dℓ) =

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+O

(

ℓ2ℓ
√
pn(1 + log p)n

(pn − 1)ℓ
(S + n(pn − 1) log p)ℓ

)

.

Now we fix the value of L as L = pn−1
2

+
[

p1−(1−c)/n
]

so that S =
[

p1−(1−c)/n
]

.

Then S < n(pn − 1) log p, thus

∑

x∈B

η(x+ d1)η(x+ d2) · · · η(x+ dℓ) =

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+O

(

ℓ2ℓ
√
pn(1 + log p)n

(pn − 1)ℓ
(2n(pn − 1) log p)ℓ

)

=
2ℓ

(pn − 1)ℓ
Sℓ |B|+O

(

ℓ(4n)ℓ
√
pn (1 + log p)n+ℓ

)

.

The maximum value of |B| is pn − 1, thus

Qk(η) =
2k

(pn − 1)k−1
Sk +O

(

k · (4n)k√pn (1 + log p)n+k
)

C2k(η) =
22k

(pn − 1)2k−1
S2k +O

(

2k · (4n)2k
√
pn (1 + log p)n+2k

)

.
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Using Sk

(pn−1)k
> O

(

k · (4n)k√pn(1 + log p)n+k
)

and S2k

(pn−1)2k
> O

(

2k · (4n)2k√pn(1 + log p)n+2k
)

if c > 3/4 and p is large

enough, we get

Qk(η) ≤
2k + 1

(pn − 1)k−1
Sk

C2k(η) ≥
22k − 1

(pn − 1)2k−1
S2k.

By S = [p1−(1−c)/k] we obtain

pcn ≫ Qk(η) ≫
√

pnC2k(η) ≫ pcn,

which was to be proved.
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