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#### Abstract

For a nonautonomous differential equation, we consider the almost reducibility property that corresponds to the reduction of the original equation to an autonomous equation via a coordinate change preserving the Lyapunov exponents. In particular, we characterize the class of equations to which a given equation is almost reducible. The proof is based on a characterization of the almost reducibility to an autonomous equation with a diagonal coefficient matrix. We also characterize the notion of almost reducibility for an equation $x^{\prime}=A(t, \theta) x$ depending continuously on a real parameter $\theta$. In particular, we show that the almost reducibility set is always an $F_{\sigma \delta}$-set and for any $F_{\sigma \delta}$-set containing zero we construct a differential equation with that set as its almost reducibility set.
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## 1 Introduction

We first describe the reducibility property and the type of problems considered in the paper. Let $A(t)$ and $B(t)$ be $q \times q$ matrices varying continuously with $t \geq 0$ and consider the linear equations

$$
\begin{equation*}
x^{\prime}=A(t) x \quad \text { and } \quad y^{\prime}=B(t) y . \tag{1.1}
\end{equation*}
$$

Let $T(t, s)$ and $S(t, s)$ be the corresponding evolution families such that

$$
T(t, s) x(s)=x(t) \quad \text { and } \quad S(t, s) y(s)=y(t)
$$

for any solutions $x$ and $y$ of the equations in (1.1) and for any $t, s \geq 0$. We say that the equations are equivalent via a coordinate change $U(t)$ given by invertible $q \times q$ matrices if

$$
\begin{equation*}
U(t)^{-1} T(t, s) U(s)=S(t, s) \quad \text { for all } t, s \geq 0 \tag{1.2}
\end{equation*}
$$

[^0]More generally, one can also consider piecewise continuous functions $A(t)$ and $B(t)$ (see Section 2), in which case the evolution families $T(t, s)$ and $S(t, s)$ are still continuous in $(t, s)$.

In this paper we consider the class of equations that are equivalent to an autonomous equation. Namely, we say that the equation $x^{\prime}=A(t) x$ is reducible via a coordinate change $U(t)$ if it is equivalent to some autonomous equation $y^{\prime}=B y$. Moreover, we say that the equation $x^{\prime}=A(t) x$ is almost reducible if it is equivalent to some autonomous equation via a Lyapunov coordinate change $U(t)$, that is, a coordinate change satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \log \|U(t)\|=\lim _{t \rightarrow \infty} \frac{1}{t} \log \left\|U(t)^{-1}\right\|=0 . \tag{1.3}
\end{equation*}
$$

The Lyapunov coordinate changes are the only coordinate changes that preserve simultaneously the Lyapunov exponents of all sequences of invertible matrices with a finite Lyapunov exponent. More precisely, for each $v \in \mathbb{R}^{q}$ let

$$
\lambda_{A}(v)=\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \|T(t, 0) v\|
$$

be the Lyapunov exponent associated with the equation $x^{\prime}=A(t) x$, with the convention that $\log 0=-\infty$. The Lyapunov exponent $\lambda_{B}(v)$ for the equation $y^{\prime}=B(t) y$ is defined similarly. The former statement on the preservation of the Lyapunov exponents means that a coordinate change $U(t)$ is a Lyapunov coordinate change if and only if the evolution families of any two equivalent equations as in (1.1) that satisfy (1.2) also satisfy

$$
\lambda_{A}(U(0) v)=\lambda_{B}(v) \quad \text { for all } v \in \mathbb{R}^{q} .
$$

This causes that the almost reducibility property occurs naturally whenever we want to reduce the original dynamics to a simpler one without changing the asymptotic behavior given by the Lyapunov exponents.

A first notion of reducibility is due to Lyapunov [5] (see [7] for an English translation). He considered instead bounded coordinate changes with bounded inverses, that is, transformations satisfying

$$
\begin{equation*}
\sup _{t \geq 0}\|U(t)\|<+\infty \quad \text { and } \quad \sup _{t \geq 0}\left\|U(t)^{-1}\right\|<+\infty . \tag{1.4}
\end{equation*}
$$

We refer the reader to $[4,6,8,9]$ and the references therein for some early results as well as to the book [3] for a global panorama of the area in 1980. While the coordinate changes satisfying (1.4) are appropriate to study uniform Lyapunov stability (because bounded coordinate changes preserve this type of stability), in order to study nonuniform Lyapunov stability it is crucial to consider Lyapunov coordinate changes as in (1.3).

We first give a characterization of the almost reducibility of an equation to an autonomous equation with a diagonal coefficient matrix (see Theorem 2.1).

Theorem 1.1. For an equation $x^{\prime}=A(t) x$ on $\mathbb{R}^{q}$ such that the Lyapunov exponent $\lambda_{A}$ is finite on $\mathbb{R}^{q} \backslash\{0\}$, we have

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{tr} A(s) d s=\inf \sum_{j=1}^{q} \lambda_{A}\left(v_{j}\right)
$$

with the infimum taken over all bases $v_{1}, \ldots, v_{q}$ for $\mathbb{R}^{q}$ if and only if the equation is almost reducible to an equation $y^{\prime}=B y$ with $B$ diagonal.

We shall use this result to characterize the autonomous equations to which a given equation is almost reducible (see Theorem 2.2).

Theorem 1.2. $x^{\prime}=A(t) x$ is almost reducible to $y^{\prime}=B y$ and $y^{\prime}=C y$ if and only if the eigenvalues of $B$ and $C$, counted with multiplicities and eventually up to a permutation, have the same real parts.

We also characterize completely the notion of almost reducibility for continuous 1-parameter families of linear differential equations. Namely, we consider equations $x^{\prime}=A(t, \theta) x$ depending continuously on a real parameter $\theta$. The almost reducibility set of this equation is the set of all $\theta \in \mathbb{R}$ for which the equation is almost reducible. We have the following result (see Theorem 3.1).

Theorem 1.3. The almost reducibility set of $x^{\prime}=A(t, \theta) x$ is an $F_{\sigma \delta}$-set.
Finally, we establish a partial converse of Theorem 1.3. Namely, we construct a differential equation with given $F_{\sigma \delta}$-set containing zero as its almost reducibility set (see Theorem 4.1).

Theorem 1.4. Given an integer $q \geq 2$ and an $F_{\sigma \delta}$-set $M$ containing zero, there exists an equation $x^{\prime}=$ $A(t, \theta) x$ whose almost reducibility set is equal to $M$. Moreover, given an unbounded nondecreasing function $\rho(t) \geq 0$, we may require that

$$
\|A(t, \theta)\| \leq \rho(t)(1+|\theta|) \quad \text { for all } t \geq 0 \text { and } \theta \in \mathbb{R} .
$$

The proof of Theorem 1.4 is partly inspired by arguments in [1].

## 2 The notion of almost reducibility

We introduce the notion of almost reducibility for the class of nonautonomous linear equations and we establish some of its basic properties. In particular, we characterize completely the class of autonomous equations to which a given nonautonomous equation is almost reducible.

Let $M_{q}$ be the set of all $q \times q$ matrices with real entries and let $G L_{q} \subset M_{q}$ be the subset of all invertible matrices. Consider a piecewise continuous function $A: \mathbb{R}_{0}^{+} \rightarrow M_{q}$. We say that the equation

$$
\begin{equation*}
x^{\prime}=A(t) x \tag{2.1}
\end{equation*}
$$

is almost reducible to an equation $x^{\prime}=B x$ for some matrix $B \in M_{q}$ if there exist matrices $U(t) \in G L_{q}$ for $t \geq 0$ satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \log \|U(t)\|=\lim _{t \rightarrow \infty} \frac{1}{t} \log \left\|U(t)^{-1}\right\|=0 \tag{2.2}
\end{equation*}
$$

such that

$$
\begin{equation*}
U(t)^{-1} T(t, s) U(s)=e^{B(t-s)} \quad \text { for } t, s \geq 0, \tag{2.3}
\end{equation*}
$$

where $T(t, s)$ is the evolution family associated with equation (2.1). This means that we have $T(t, s) x(s)=x(t)$ for any solution $x=x(t)$ of the equation $x^{\prime}=A(t) x$ and all $t, s \geq 0$. Then we also say that equation (2.1) is almost reducible. The family $(U(t))_{t \geq 0}$ is called a Lyapunov coordinate change.

We start by describing when a nonautonomous equation is almost reducible to an autonomous equation with a diagonal coefficient matrix. The Lyapunov exponent $\lambda: \mathbb{R}^{q} \rightarrow$ $[-\infty,+\infty]$ associated with equation (2.1) is defined by

$$
\lambda(v)=\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \|T(t, 0) v\|,
$$

with the convention that $\log 0=-\infty$. We shall always assume that $\lambda$ takes only finite values on $\mathbb{R}^{\boldsymbol{q}} \backslash\{0\}$. It follows from the theory of Lyapunov exponents that these finite values are say $\lambda_{1}<\cdots<\lambda_{p}$ for some positive integer $p \leq q$ and that the sets

$$
E_{i}=\left\{v \in \mathbb{R}^{q}: \lambda(v) \leq \lambda_{i}\right\}
$$

are linear subspaces for $i=1, \ldots, p$. A basis $v_{1}, \ldots, v_{q}$ for $\mathbb{R}^{q}$ is said to be normal (with respect to equation (2.1)) if for each $i=1, \ldots, p$ some elements of $\left\{v_{1}, \ldots, v_{q}\right\}$ form a basis for $E_{i}$.

Theorem 2.1. Let $x^{\prime}=A(t) x$ be an equation on $\mathbb{R}^{q}$ whose Lyapunov $\lambda$ takes only finite values on $\mathbb{R}^{q} \backslash\{0\}$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{tr} A(s) d s=\sum_{j=1}^{q} \lambda\left(v_{j}\right) \tag{2.4}
\end{equation*}
$$

for some normal basis $v_{1}, \ldots, v_{q}$ for $\mathbb{R}^{q}$ if and only if the equation $x^{\prime}=A(t) x$ is almost reducible to an autonomous equation with a diagonal coefficient matrix, whose entries on the diagonal are then necessarily $\lambda\left(v_{1}\right), \ldots, \lambda\left(v_{q}\right)$, up to a permutation.

Proof. Assume first that (2.4) holds for some normal basis $v_{1}, \ldots, v_{q}$ for $\mathbb{R}^{q}$. Let $U(0)$ be the matrix with columns $v_{1}, \ldots, v_{q}$ and for each $t>0$, let

$$
U(t)=T(t, 0) U(0) \operatorname{diag}\left(e^{-\lambda\left(v_{1}\right) t}, \ldots, e^{-\lambda\left(v_{q}\right) t}\right) .
$$

Then

$$
U(t)^{-1} T(t, s) U(s)=\operatorname{diag}\left(e^{\lambda\left(v_{1}\right)(t-s)}, \ldots, e^{\lambda\left(v_{q}\right)(t-s)}\right),
$$

that is, property (2.3) holds taking

$$
B=\operatorname{diag}\left(\lambda\left(v_{1}\right), \ldots, \lambda\left(v_{q}\right)\right) .
$$

In order to show that $(U(t))_{t \geq 0}$ is a Lyapunov coordinate change, notice that the columns of $U(t)$ are the vectors

$$
T(t, 0) v_{1} e^{-\lambda\left(v_{1}\right) t}, \ldots, T(t, 0) v_{q} e^{-\lambda\left(v_{q}\right) t} .
$$

Since

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left(\left\|T(t, 0) v_{i}\right\| e^{-\lambda\left(v_{i}\right) t}\right)=0 \tag{2.5}
\end{equation*}
$$

we obtain

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \|U(t)\| \leq 0 .
$$

Now we consider the matrices

$$
U(t)^{-1}=\operatorname{diag}\left(e^{\lambda\left(v_{1}\right) t}, \ldots, e^{\lambda\left(v_{q}\right) t}\right)(T(t, 0) U(0))^{-1} .
$$

We have

$$
(T(t, 0) U(0))^{-1}=C(t) / \operatorname{det}(T(t, 0) U(0))
$$

for some matrices $C(t)$ with $(i, j)$ entry given by $(-1)^{i+j} \Delta^{j i}(t)$, where $\Delta^{j i}(t)$ is the determinant of the matrix obtained from $T(t, 0) U(0)$ erasing its $j$ th line and $i$ th column. Then

$$
\begin{equation*}
U(t)^{-1}=D(t) \frac{\exp \sum_{j=1}^{q} \lambda\left(v_{j}\right) t}{\operatorname{det}(T(t, 0) U(0))^{\prime}} \tag{2.6}
\end{equation*}
$$

where

$$
D(t)=\operatorname{diag}\left(e^{-\sum_{j \neq 1} \lambda\left(v_{j}\right) t}, \ldots, e^{-\sum_{j \neq q} \lambda\left(v_{j}\right)(m-1)}\right) C(t) .
$$

By Liouville's theorem we have

$$
\begin{equation*}
\operatorname{det} T(t, 0)=\exp \int_{0}^{t} \operatorname{tr} A(s) d s \tag{2.7}
\end{equation*}
$$

and so it follows from (2.4) that

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log \operatorname{det} T(t, 0)=\sum_{j=1}^{q} \lambda\left(v_{j}\right) .
$$

Therefore,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \log \frac{\exp \sum_{j=1}^{q} \lambda\left(v_{j}\right) t}{|\operatorname{det}(T(t, 0) U(0))|}=0 . \tag{2.8}
\end{equation*}
$$

The $(i, j)$ entry of $D(t)$ is given by $(-1)^{i+j} \bar{j}^{j i}(t)$, where $\bar{\Delta}^{j i}(t)$ is the determinant of the matrix obtained from $T(t, 0) U(0)$ dividing each $k$ th column by $e^{\lambda\left(v_{k}\right) t}$ and then erasing the $j$ th line and the $i$ th column. It follows from (2.5) that

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left|\bar{\Delta}^{j i}(t)\right| \leq 0 \quad \text { and so } \quad \varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \|D(t)\| \leq 0 .
$$

Therefore, by (2.6) and (2.8), we obtain

$$
\varliminf_{t \rightarrow \infty} \frac{1}{t} \log \left(\left\|U(t)^{-1}\right\|^{-1}\right)=-\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left\|U(t)^{-1}\right\| \geq 0
$$

which shows that $(U(t))_{t \geq 0}$ is a Lyapunov coordinate change.
Now assume that the equation $x^{\prime}=A(t) x$ is almost reducible to an autonomous equation with a diagonal coefficient matrix, that is,

$$
\begin{equation*}
U(t)^{-1} T(t, s) U(s)=\operatorname{diag}\left(e^{a_{1}(t-s)}, \ldots, e^{a_{q}(t-s)}\right) \tag{2.9}
\end{equation*}
$$

for some matrices $U(t) \in G L_{q}$, for $t \geq 0$, satisfying (2.2) and some numbers $a_{1}, \ldots, a_{q} \in \mathbb{R}$. Let $v_{1}, \ldots, v_{q}$ be the columns of $U(0)$. Then

$$
\left\|U(t)^{-1} T(t, 0) v_{i}\right\|=e^{a_{i} t} .
$$

By (2.2), this implies that the basis $v_{1}, \ldots, v_{q}$ is normal with $\lambda\left(v_{i}\right)=a_{i}$ for $i=1, \ldots, q$. Moreover, again by (2.9), we have

$$
\begin{equation*}
\operatorname{det}\left(U(t)^{-1}\right) \operatorname{det} T(t, 0) \operatorname{det} U(0)=e^{\sum_{j=1}^{q} \lambda\left(v_{i}\right) t} . \tag{2.10}
\end{equation*}
$$

Since $\operatorname{det} U(t)$ is a sum of products of the entries of $U(t)$, by (2.2) we have

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log |\operatorname{det} U(t)|=0
$$

and so it follows from (2.7) and (2.10), that identity (2.4) holds.
We use Theorem 2.1 to characterize the class of autonomous equations to which an equation $x^{\prime}=A(t) x$ is almost reducible.

Theorem 2.2. Let $x^{\prime}=A(t) x$ be an equation on $\mathbb{R}^{q}$ that is almost reducible to an equation $x^{\prime}=B x$. Then the equation $x^{\prime}=A(t) x$ is almost reducible to an equation $x^{\prime}=C x$ if and only if the eigenvalues $\lambda_{i}(B)$ and $\lambda_{i}(C)$, respectively, of $B$ and $C$ counted with multiplicities, satisfy

$$
\operatorname{Re} \lambda_{i}(B)=\operatorname{Re} \lambda_{i}(C) \quad \text { for } i=1, \ldots, q \text {, }
$$

eventually up to a permutation.
Proof. First assume that the equation $x^{\prime}=A(t) x$ is almost reducible to both $x^{\prime}=B x$ and $x^{\prime}=C x$. Consider Lyapunov coordinate changes $(U(t))_{t \geq 0}$ and $(V(t))_{t \geq 0}$ such that

$$
U(t)^{-1} T(t, s) U(s)=e^{B(t-s)} \quad \text { and } \quad V(t)^{-1} T(t, s) V(s)=e^{\mathcal{C}(t-s)}
$$

for $t, s \geq 0$. Then

$$
W(t)^{-1} e^{B(t-s)} W(s)=e^{\mathcal{C}(t-s)}
$$

for $t, s \geq 0$, where the matrices $W(t)=U(t)^{-1} V(t)$ form again a Lyapunov coordinate change. It follows readily from the identity

$$
W(t)^{-1} e^{B t} W(0)=e^{C t}
$$

that the Lyapunov exponents $\lambda^{B}$ and $\lambda^{C}$ associated, respectively, with the equations $x^{\prime}=B x$ and $x^{\prime}=C x$ satisfy

$$
\begin{equation*}
\lambda^{B}(W(0) v)=\lambda^{C}(v) \quad \text { for all } v \in \mathbb{R}^{q} . \tag{2.11}
\end{equation*}
$$

The values of $\lambda^{B}$ and $\lambda^{C}$ are, respectively, $\operatorname{Re} \lambda_{i}(B)$ and $\operatorname{Re} \lambda_{i}(C)$ for $i=1, \ldots, q$, counted with their multiplicities and so it follows readily from (2.11) that

$$
\begin{equation*}
\operatorname{Re} \lambda_{i}(B)=\operatorname{Re} \lambda_{i}(C) \quad \text { for } i=1, \ldots, q, \tag{2.12}
\end{equation*}
$$

eventually up to a permutation.
Now assume that property (2.12) holds, eventually up to a permutation. Again, the values of the Lyapunov exponents $\lambda^{B}$ and $\lambda^{C}$ are, respectively, $\operatorname{Re} \lambda_{i}(B)$ and $\operatorname{Re} \lambda_{i}(C)$ for $i=1, \ldots, q$, counted with their multiplicities. Therefore, condition (2.4) holds for the differential equations $x^{\prime}=B x$ and $x^{\prime}=C x$. By Theorem 2.1, there exist Lyapunov coordinate changes $(\bar{U}(t))_{t \geq 0}$ and $(\bar{V}(t))_{t \geq 0}$ such that

$$
\bar{U}(t)^{-1} e^{B(t-s)} \bar{U}(s)=\operatorname{diag}\left(\operatorname{Re} \lambda_{1}(B), \ldots, \operatorname{Re} \lambda_{q}(B)\right)^{t-s}
$$

and

$$
\bar{V}(t)^{-1} e^{C(t-s)} \bar{V}(s)=\operatorname{diag}\left(\operatorname{Re} \lambda_{1}(C), \ldots, \operatorname{Re} \lambda_{q}(C)\right)^{t-s}
$$

for $t \geq 0$. By (2.12), we obtain

$$
\bar{U}(t)^{-1} e^{B(t-s)} \bar{U}(s)=\bar{V}(t)^{-1} e^{C(t-s)} \bar{V}(s)
$$

for $t \geq 0$ and so

$$
W(t)^{-1} T(t, s) W(s)=e^{\mathcal{C}(t-s)}
$$

for $t, s \geq 0$, where

$$
W(t)=U(t) \bar{U}(t) \bar{V}(t)^{-1}
$$

for each $t \geq 0$. Since $(W(t))_{t \geq 0}$ is a Lyapunov coordinate change, we conclude that $x^{\prime}=A(t) x$ is almost reducible to the equation $x^{\prime}=C x$.

## 3 Characterization of almost reducibility sets

In this section we give a characterization of the almost reducibility sets of a differential equation $x^{\prime}=A(t, \theta) x$ depending on a real parameter $\theta$. Namely, we show that any such set is an $F_{\sigma \delta}$-set. More precisely, let $\mathcal{M}$ be the set of all equations $x^{\prime}=A(t, \theta) x$ such that the map

$$
\mathbb{R}_{0}^{+} \times \mathbb{R} \ni(t, \theta) \mapsto A(t, \theta) \in M_{q}
$$

is piecewise continuous in $t$ and continuous in $\theta$. We denote by $T_{\theta}(t, s)$ the corresponding evolution family. The almost reducibility set of an equation $x^{\prime}=A(t, \theta) x$ is the set of all $\theta \in \mathbb{R}$ for which the equation is almost reducible.

Theorem 3.1. The almost reducibility set of any equation $x^{\prime}=A(t, \theta) x$ in $\mathcal{N}$ is an $F_{\sigma \delta}$-set.
Proof. Let $M$ be the almost reducibility set of the equation. For each $n \in \mathbb{N}$ and $\varepsilon>0$, we define a function $g_{n, \varepsilon}: M_{q} \times G L_{q} \times \mathbb{R} \rightarrow[0, n]$ by

$$
g_{n, \varepsilon}(B, C, \theta)=\sup _{t \geq 0} \min \left\{n, h_{t}(B, C, \theta)\right\},
$$

where

$$
f_{t}(B, C, \theta)=\max \left\{\left\|e^{B t} C T_{\theta}(0, t)\right\| e^{-\varepsilon t},\left\|T_{\theta}(t, 0) C^{-1} e^{-B t}\right\| e^{-\varepsilon t}\right\} .
$$

The function $g_{n, \varepsilon}$ is lower semicontinuous in $(B, C, \theta)$ since the functions

$$
\left\|e^{B t} C T_{\theta}(0, t)\right\| e^{-\varepsilon t} \quad \text { and } \quad\left\|T_{\theta}(t, 0) C^{-1} e^{-B t}\right\| e^{-\varepsilon t}
$$

are continuous (in view of the continuous dependence of a solution on a parameter) and the supremum of any number of continuous functions is lower semicontinuous. Therefore, the set

$$
D_{n, \varepsilon}=g_{n, \varepsilon}^{-1}(-\infty, n / 2]
$$

is closed for each $n \in \mathbb{N}$ and $\varepsilon>0$.
Lemma 3.2. The equation $x^{\prime}=A(t, \theta) x$ is almost reducible to the equation $x^{\prime}=B x$ if and only if there exists $C \in G L_{q}$ such that for each $\varepsilon>0$ we have

$$
\begin{equation*}
g_{n, \varepsilon}(B, C, \theta) \leq n / 2 \quad \text { for some } n \in \mathbb{N} . \tag{3.1}
\end{equation*}
$$

Proof of the lemma. First assume that the equation $x^{\prime}=A(t) x$ is almost reducible to the equation $x^{\prime}=B x$. Then there exists a Lyapunov coordinate change $(U(t))_{t \geq 0}$ satisfying (2.3). By property (2.2), for each $\varepsilon>0$ we have

$$
-\varepsilon<-\frac{1}{t} \log \left\|U(t)^{-1}\right\| \leq \frac{1}{t} \log \|U(t)\|<\varepsilon
$$

for any sufficiently large $t$ and so there exists $c=c(\varepsilon)>0$ such that

$$
\begin{equation*}
c^{-1} e^{-\varepsilon t}<\left\|U(t)^{-1}\right\|^{-1} \leq\|U(t)\|<c e^{\varepsilon t} \tag{3.2}
\end{equation*}
$$

for all $t \geq 0$. Now take $C=U(0)^{-1}$. By (2.3) with $s=0$ we have

$$
U(t)=T_{\theta}(t, 0) C^{-1} e^{-B t} \quad \text { and } \quad U(t)^{-1}=e^{B t} C T_{\theta}(0, t)
$$

Hence, it follows readily from (3.2) that

$$
\sup _{t \geq 0}\left(\left\|e^{B t} C T_{\theta}(0, t)\right\| e^{-\varepsilon t}+\left\|T_{\theta}(t, 0) C^{-1} e^{-B t}\right\| e^{-\varepsilon t}\right)<\infty
$$

and so property (3.1) holds.
Now assume that there exists $C \in G L_{q}$ satisfying (3.1) for each $\varepsilon>0$. Then there exists $n \in \mathbb{N}$ such that

$$
\max \left\{\left\|e^{B t} C T_{\theta}(0, t)\right\| e^{-\varepsilon t},\left\|T_{\theta}(t, 0) C^{-1} e^{-B t}\right\| e^{-\varepsilon t}\right\} \leq n / 2
$$

for all $t \geq 0$ and so

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left\|e^{B t} C T_{\theta}(0, t)\right\| \leq 0 \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left\|T_{\theta}(t, 0) C^{-1} e^{-B t}\right\| \leq 0 \tag{3.4}
\end{equation*}
$$

Finally, let

$$
U(t)=T_{\theta}(t, 0) C^{-1} e^{-B t} \quad \text { for } t \geq 0
$$

Note that $U(0)=C^{-1}$. Therefore,

$$
\begin{aligned}
e^{B(t-s)} & =e^{B t} e^{-B s} \\
& =U(t)^{-1} T_{\theta}(t, 0) U(0)\left(U(0)^{-1} T_{\theta}(0, s) U(s)\right) \\
& =U(t)^{-1} T_{\theta}(t, s) U(s) .
\end{aligned}
$$

Moreover, since

$$
U(t)^{-1}=e^{B t} C T_{\theta}(0, t),
$$

it follows readily from (3.3) and (3.4) that

$$
0 \leq \varliminf_{t \rightarrow \infty} \frac{1}{t} \log \left(\left\|U(t)^{-1}\right\|^{-1}\right) \leq \varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \|U(t)\| \leq 0
$$

and so condition (2.2) also holds.
By Lemma 3.2, the equation $x^{\prime}=A(t, \theta) x$ is almost reducible if and only if there exist $B \in M_{q}$ and $C \in G L_{q}$ such that

$$
(B, C, \theta) \in D_{\varepsilon}:=\bigcup_{n \in \mathbb{N}} D_{n, \varepsilon}
$$

for each $\varepsilon>0$. Therefore, the almost reducibility set is

$$
M=\bigcap_{\varepsilon>0} \pi\left(D_{\varepsilon}\right),
$$

where $\pi: M_{q} \times G L_{q} \times \mathbb{R} \rightarrow \mathbb{R}$ is the projection onto the third component. For $k \in \mathbb{N}$ let

$$
E_{k}=\left\{(B, C, \theta) \in M_{q} \times G L_{q} \times \mathbb{R}:\|B\| \leq k, k^{-1} \leq|\operatorname{det} C| \leq k,|\theta| \leq k\right\} .
$$

Then each set $D_{n, \varepsilon} \cap E_{k}$ is compact and

$$
D_{\varepsilon}=\bigcup_{n \in \mathbb{N}} D_{n, \varepsilon}=\bigcup_{n, k \in \mathbb{N}}\left(D_{n, \varepsilon} \cap E_{k}\right) .
$$

Therefore,

$$
M=\bigcap_{\varepsilon>0} \pi\left(D_{\varepsilon}\right)=\bigcap_{p \in \mathbb{N}} \bigcup_{n, k \in \mathbb{N}} \pi\left(D_{n, 1 / p} \cap E_{k}\right)
$$

and since the map $\pi$ is continuous, each set $\pi\left(D_{n, 1 / p} \cap E_{k}\right)$ is compact. This shows that the almost reducibility set $M$ is an $F_{\sigma \delta}$-set.

## 4 Construction of families of equations

We also construct (as explicitly as possible) a differential equation in $\mathcal{M}$ with a given $F_{\sigma \delta}$-set containing zero as its almost reducibility set.

Theorem 4.1. Given an integer $q \geq 2$ and an $F_{\sigma \delta}$-set $M$ containing zero, there exists an equation $x^{\prime}=A(t, \theta) x$ in $\mathcal{M}$ whose almost reducibility set is equal to $M$. Moreover, given an unbounded nondecreasing function $\rho(t) \geq 0$, we may require that

$$
\|A(t, \theta)\| \leq \rho(t)(1+|\theta|) \quad \text { for all } t \geq 0 \text { and } \theta \in \mathbb{R}
$$

Proof. We start by describing some auxiliary notions that will be used in the proof. Given $a, b, c, \theta \in \mathbb{R}$, we consider the $2 \times 2$ matrices

$$
B(u, \theta)=\left(\begin{array}{cc}
a \theta & c(1-\theta)+b \theta  \tag{4.1}\\
-c(1-\theta)-b \theta & -a \theta
\end{array}\right)
$$

where $u=(a, b, c)$ and

$$
\begin{equation*}
v=v(u, \theta)=\sqrt{\left(a^{2}-(b-c)^{2}\right) \theta^{2}-2 c(b-c) \theta-c^{2}} \tag{4.2}
\end{equation*}
$$

Then $B(u, \theta)$ has eigenvalues $\pm v$. Given $r, s \in \mathbb{R}$ with $r s>0$ and $d \in \mathbb{R}^{+}$, we define

$$
\begin{equation*}
a=d(s-r), \quad b=d(2 r s-r-s), \quad c=2 d r s \tag{4.3}
\end{equation*}
$$

Then

$$
a^{2}-(b-c)^{2}=-4 d^{2} r s<0
$$

and one can show that $\theta \in[r, s]$ if and only if

$$
\begin{equation*}
P(u, \theta):=\left(a^{2}-(b-c)^{2}\right) \theta^{2}-2 c(b-c) \theta-c^{2} \geq 0 . \tag{4.4}
\end{equation*}
$$

Since $M$ is an $F_{\sigma \delta}$-set containing zero, one can write

$$
\mathbb{R} \backslash M=\bigcup_{w \in \mathbb{N}} H^{w}, \quad \text { where } H^{w}=\bigcap_{i \in \mathbb{N}} U_{i}^{w}
$$

for some nonempty open sets $U_{i}^{w} \subset \mathbb{R} \backslash\{0\}$ satisfying $U_{i+1}^{w} \subset U_{i}^{w}$ for each $w, i \in \mathbb{N}$. Moreover, $U_{i}^{w}=\bigcup_{m \in \mathbb{N}} I_{i m}^{w}$ for some nonempty open finite intervals $I_{i m}^{w} \subset \mathbb{R} \backslash\{0\}$ with the property that each $\theta \in U_{i}^{w}$ belongs to at most two intervals $I_{i m}^{w}$ (for each $w, i \in \mathbb{N}$ ).

We still need an additional decomposition. For each interval $I_{i m}^{w}=(\alpha, \beta)$, we consider the sequence $\left(c_{l}\right)_{l \in \mathbb{Z}}$ defined recursively as follows. Take $c_{0}=(\alpha+\beta) / 2$. For each $l \in \mathbb{N}$, let

$$
c_{2 l}=\frac{c_{2 l-2}+\beta}{2}, \quad c_{-2 l}=\frac{c_{-2 l+2}+\alpha}{2}
$$

and

$$
c_{2 l-1}=\frac{c_{2 l-2}+c_{2 l}}{2}, \quad c_{-2 l+1}=\frac{c_{-2 l+2}+c_{-2 l}}{2} .
$$

We define $J_{i m l}^{w}=\left[c_{l}, c_{l+2}\right]$ for $l \in \mathbb{Z}$ and so

$$
I_{i m}^{w}=\bigcup_{l \in \mathbb{Z}} J_{i m l}^{w} .
$$

Note that each point $\theta \in U_{i}^{w}$ belongs to at most three intervals $J_{i m l}^{w}$ (for each $w, i, m \in \mathbb{N}$ ). Moreover, given $\theta \in I_{i m}^{w}$, there exists $l=l(\theta) \in \mathbb{Z}$ with $\theta \in J_{i m l}^{w}$ such that $\theta$ is at least at a distance $\left|J_{i m l}^{w}\right| / 6$ from each endpoint of $J_{i m l}^{w}$ (where $|I|$ denotes the length of the interval $I$ ).

Now let $\iota: \mathbb{N} \rightarrow \mathbb{N}^{3} \times \mathbb{Z}$ be a bijection. Writing $J_{i m l}^{w}=[r, s]$ and $\eta=\iota^{-1}(w, i, m, l)$, we consider the unique $d=d(\eta) \in \mathbb{R}^{+}$such that

$$
\begin{equation*}
\max _{\theta \in \mathbb{R}} P(u(\eta), \theta)=d^{2} r s(r-s)^{2}=\frac{1}{w^{\prime}}, \tag{4.5}
\end{equation*}
$$

with $u(\eta)=(a, b, c)$ given by (4.3). Then

$$
\begin{equation*}
P(u(\eta), \theta) \geq \frac{5}{9} d^{2} r s(r-s)^{2}=\frac{5}{9 w} \quad \text { for } \theta \in\left[r+\frac{s-r}{6}, s-\frac{s-r}{6}\right] . \tag{4.6}
\end{equation*}
$$

Consider the function $\sigma(t)=\min \{\rho(t), t\}$ for $t \geq 0$. Moreover, consider a strictly increasing sequence of positive integers $\left(\ell_{j}\right)_{j \in \mathbb{N}}$ such that $\ell_{1}=1$,

$$
\begin{equation*}
\frac{\ell_{3 j-2}}{\ell_{3 j-1}} \sum_{i=1}^{j-1} \sigma\left(\ell_{3 i-1}\right)<\frac{1}{j}, \quad \frac{\ell_{3 j-1}}{\ell_{3 j}}<\frac{1}{j}, \quad \ell_{3 j+1}=2 \ell_{3 j}-\ell_{3 j-1} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma\left(\ell_{3 j-1}\right) \geq 2 \kappa\|u(j)\| \tag{4.8}
\end{equation*}
$$

for all $j \in \mathbb{N}$, where $\kappa>0$ is fixed constant such that

$$
\left\|\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right\| \leq \kappa\|(a, b, c, d)\| \quad \text { for any } a, b, c, d \in \mathbb{R} .
$$

Finally, let $\Delta_{j}=\left[\ell_{j}, \ell_{j+1}\right)$ for each $j \in \mathbb{N}$ and define

$$
A(t, \theta)= \begin{cases}B(u(j), \theta) & \text { if } t \in \Delta_{3 j} \text { for some } j \in \mathbb{N}, \\ -B(u(j), \theta) & \text { if } t \in \Delta_{3 j-1} \text { for some } j \in \mathbb{N}, \\ \text { Id } & \text { if } t \in \Delta_{3 j-2} \text { for some } j \in \mathbb{N} .\end{cases}
$$

By (4.1) together with (4.8), we obtain

$$
\begin{aligned}
\|A(t, \theta)\| & \leq\|B(u(j), \theta)\| \leq \kappa\|u(j)\| \\
& \leq \sigma\left(\ell_{3 j-1}\right)(1+|\theta|) \\
& \leq \sigma(t)(1+|\theta|) \leq \rho(t)(1+|\theta|) .
\end{aligned}
$$

Lemma 4.2. $x^{\prime}=A(t, \theta) x$ is not almost irreducible for $\theta \in \mathbb{R} \backslash M$.
Proof of the lemma. Take $w \in \mathbb{N}$ such that $\theta \in U_{i}^{w}$ for all $i \in \mathbb{N}$. For each $i \in \mathbb{N}$ there exists $m \in \mathbb{N}$ such that $\theta \in I_{i m}^{w}$. Moreover, let $l=l(\theta) \in \mathbb{Z}$ be the integer introduced before (4.5) and write $\iota^{-1}(w, i, m, l)=r_{i}$. For each $j \in \Delta_{3 r_{i}-1} \cup \Delta_{3 r_{i}}$ the matrices $\pm B\left(u\left(3 r_{i}\right), \theta\right)$ have real eigenvalues. Denoting their (common) top eigenvalue by $v_{i}$, it follows readily from (4.2) and (4.4) together with (4.5) and (4.6) that

$$
\frac{1}{2 \sqrt{w}} \leq v_{i} \leq \frac{1}{\sqrt{w}}
$$

Denoting by $T_{\theta}(t, s)$ the evolution family associated with the equation $x^{\prime}=A(t, \theta) x$, we have $T_{\theta}\left(\ell_{3 r_{i}-1}, 0\right)=I d$ and so

$$
T_{\theta}\left(\ell_{3 r_{i}}, 0\right)=T_{\theta}\left(\ell_{3 r_{i}}, \ell_{3 r_{i}-1}\right)
$$

Therefore,

$$
\begin{aligned}
\left\|T_{\theta}\left(\ell_{3 r_{i}}, 0\right)\right\| & =\left\|T_{\theta}\left(\ell_{3 r_{i}}, \ell_{3 r_{i}-1}\right)\right\| \\
& =\left\|e^{\left(\ell_{3 r_{i}}-\ell_{3 r_{i}-1}\right) B\left(u\left(3 r_{i}\right), \theta\right)}\right\| \\
& \geq e^{v_{i}\left(\ell_{3 r_{i}}-\ell_{3 r_{i}-1}\right)} \\
& \geq \exp \left(\frac{\ell_{3 r_{i}}-\ell_{3 r_{i}-1}}{2 \sqrt{w}}\right)
\end{aligned}
$$

which in view of (4.7) gives

$$
\begin{equation*}
\varlimsup_{i \rightarrow \infty} \frac{1}{\ell_{3 r_{i}}} \log \left\|T_{\theta}\left(\ell_{3 r_{i}}, 0\right)\right\| \geq \varlimsup_{i \rightarrow \infty} \frac{1}{2 \sqrt{w}}\left(1-\frac{\ell_{3 r_{i}-1}}{\ell_{3 r_{i}}}\right)=\frac{1}{2 \sqrt{w}}>0 \tag{4.9}
\end{equation*}
$$

Now we assume that the equation $x^{\prime}=A(t, \theta) x$ is almost reducible to an equation $x^{\prime}=B x$. Then there exist matrices $U(t)$ satisfying (2.2) and (2.3). Since $T_{\theta}\left(\ell_{3 r_{i}-1}, 0\right)=\mathrm{Id}$, we have

$$
e^{B \ell_{3 r_{i}-1}}=U\left(\ell_{3 r_{i}-1}\right)^{-1} U(0)
$$

and

$$
e^{-B \ell_{3 r_{i}-1}}=U(0)^{-1} U\left(\ell_{3 r_{i}-1}\right)
$$

for all $i \in \mathbb{N}$. Therefore, for each $\varepsilon>0$ there exists $c_{0}=c_{0}(\varepsilon)>0$ such that

$$
\max \left\{\left\|e^{B \ell_{3 r_{i}-1}}\right\|,\left\|e^{-B \ell_{3 r_{i}-1}}\right\|\right\} \leq c_{0} e^{\varepsilon \ell_{3 r_{i}-1}}
$$

for all $i \in \mathbb{N}$. Since $\ell_{3 r_{i}-1} \rightarrow \infty$ when $i \rightarrow \infty$ and $\varepsilon$ is arbitrary, all eigenvalues of $B$ have real part equal to 0 and so

$$
\left\|e^{B t}\right\| \leq c_{1}(1+|t|) \quad \text { for some } c_{1}>0 \text { and any } t \geq 0
$$

On the other hand, by (2.3) we have

$$
T_{\theta}(t, 0)=U(t) e^{B t} U(0)^{-1}
$$

and so

$$
\begin{aligned}
\left\|T_{\theta}\left(\ell_{3 r_{i}}, 0\right)\right\| & \leq\left\|U(0)^{-1}\right\| \cdot\left\|U\left(\ell_{3 r_{i}}\right)\right\| \cdot\left\|e^{B \ell_{3 r_{i}}}\right\| \\
& \leq c_{1}\left(1+\left|\ell_{3 r_{i}}\right|\right)\left\|U(0)^{-1}\right\| \cdot\left\|U\left(\ell_{3 r_{i}}\right)\right\| .
\end{aligned}
$$

Finally, taking into account that $U(t)$ satisfies (2.2) we obtain

$$
\varlimsup_{i \rightarrow \infty} \frac{1}{\ell_{3 r_{i}}} \log \left\|T_{\theta}\left(\ell_{3 r_{i}}, 0\right)\right\| \leq 0
$$

which contradicts (4.9). This shows that the equation $x^{\prime}=A(t, \theta) x$ is not almost reducible.
Lemma 4.3. $x^{\prime}=A(t, \theta) x$ is almost reducible for $\theta \in M$.
Proof of the lemma. Since $\theta \notin H^{w}$ for every $w \in \mathbb{N}, \theta$ belongs to at most finitely many sets $U_{i}^{w}$, $i \in \mathbb{N}$ (because $U_{i+1}^{w} \subset U_{i}^{w}$ for each $w, i \in \mathbb{N}$ ) and since each element of $U_{i}^{w}$ belongs to at most two intervals $I_{i m}^{w}$ with $m \in \mathbb{N}$ and to at most three closed intervals $J_{i m l}^{w}$ with $l \in \mathbb{Z}$, we conclude that $\theta$ belongs to finitely many closed intervals $J_{i m l}^{w}$ with $i, m \in \mathbb{N}$ and $l \in \mathbb{Z}$ for each $w \in \mathbb{N}$. This implies that for each $w \in \mathbb{N}$ there exists $N=N_{w} \in \mathbb{N}$ such that for $\eta \geq N$
with $\iota(\eta)=\left(w_{\eta}, i_{\eta}, m_{\eta}, l_{\eta}\right)$ we have $\theta \notin J_{i_{\eta} m_{\eta} l_{\eta}}^{w_{\eta}}$ and so also $P(u(\eta), \theta)<0$ whenever $w_{\eta} \leq w$. In particular, for $\eta \geq N$ with $w_{\eta} \leq w$ we have $v=i \bar{v}$ with $\bar{v} \in \mathbb{R}$ and so

$$
\left\|e^{B(u(\eta), \theta) t}\right\| \leq 1+2\|B(u(\eta), \theta)\| \cdot|t|
$$

(see for example [2, p. 65]). For the values of $\eta \geq N$ with $w_{\eta}>w$, in view of (4.5) we have

$$
P(u(\eta), \theta) \leq \frac{1}{w_{\eta}} \leq \frac{1}{w+1} .
$$

Take $w \in \mathbb{N}$. If $\eta \geq N$, then

$$
\begin{align*}
\left\|T_{\theta}\left(t, \ell_{3 \eta-1}\right)\right\| & \leq\left\|e^{B(u(\eta), \theta)\left(t-\ell_{3 \eta-1}\right)}\right\| \\
& \leq\left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|)\left(t-\ell_{3 \eta-1}\right)\right) \exp \left(\frac{t-\ell_{3 \eta-1}}{\sqrt{w+1}}\right)  \tag{4.10}\\
& \leq\left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|) t\right) \exp \left(\frac{t-\ell_{3 \eta-1}}{\sqrt{w+1}}\right)
\end{align*}
$$

for $t \in \Delta_{3 \eta-1} \cup \Delta_{3 \eta}$. Now take

$$
t \in \Delta_{3 \eta-1} \cup \Delta_{3 \eta} \cup \Delta_{3 \eta+1} \quad \text { with } \eta \in \mathbb{N} \text {. }
$$

Since $A(t, \theta)=\operatorname{Id}$ for $t \in \Delta_{3 \eta-2}$ and

$$
T_{\theta}\left(t, \ell_{3 N-1}\right)=T_{\theta}\left(t, \ell_{3 \eta-1}\right) \prod_{i=N}^{\eta-1} T_{\theta}\left(\ell_{3 i+1}, \ell_{3 i-1}\right)
$$

using (4.10) we obtain

$$
\begin{aligned}
\left\|T_{\theta}\left(t, \ell_{3 N-1}\right)\right\| \leq & \left\|T_{\theta}\left(t, \ell_{3 \eta-1}\right)\right\| \prod_{i=N}^{\eta-1}\left\|T_{\theta}\left(\ell_{3 i+1}, \ell_{3 i-1}\right)\right\| \\
\leq & \left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|) t\right) \prod_{i=N}^{\eta-1}\left(1+2 \sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right) \\
& \times \exp \left(\frac{1}{\sqrt{w+1}}\left(\left(t-\ell_{3 \eta-1}\right)+\sum_{i=N}^{\eta-1}\left(\ell_{3 i+1}-\ell_{3 i-1}\right)\right)\right) \\
\leq & \left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|) t\right) \prod_{i=1}^{\eta-1}\left(1+2 \sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right) \\
& \times \exp \left(\frac{t-\ell_{3 \eta-1}+\ell_{3 \eta-2}-\ell_{3 N-1}}{\sqrt{w+1}}\right) \\
\leq & \left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|) t\right) \prod_{i=1}^{\eta-1}\left(1+2 \sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right) \exp \frac{t}{\sqrt{w+1}} .
\end{aligned}
$$

Then

$$
\begin{align*}
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left\|T_{\theta}\left(t, \ell_{3 N-1}\right)\right\| \leq & \frac{1}{\sqrt{w+1}}+\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|) t\right) \\
& +\varlimsup_{t \rightarrow \infty} \frac{1}{t} \sum_{i=1}^{\eta-1} \log \left(1+2 \sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right) \tag{4.11}
\end{align*}
$$

Since

$$
\sigma\left(\ell_{3 \eta-1}\right)=\min \left\{\rho\left(\ell_{3 \eta-1}\right), \ell_{3 \eta-1}\right\} \leq \ell_{3 \eta-1} \leq t
$$

we obtain

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left(1+2 \sigma\left(\ell_{3 \eta-1}\right)(1+|\theta|) t\right)=0 \tag{4.12}
\end{equation*}
$$

Moreover, since $\log (1+x) \leq x$ for all $x \geq 0$, it follows from (4.7) that

$$
\begin{aligned}
\frac{1}{t} \sum_{i=1}^{\eta-1} \log \left(1+2 \sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right) & \leq \frac{2}{\ell_{3 \eta-1}} \sum_{i=1}^{\eta-1}\left(\sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right) \\
& \leq \frac{2(1+|\theta|) \ell_{3 \eta-2}}{\ell_{3 \eta-1}} \sum_{i=1}^{\eta-1} \sigma\left(\ell_{3 i-1}\right) \\
& \leq \frac{2(1+|\theta|)}{\eta}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \sum_{i=1}^{\eta-1} \log \left(1+2 \sigma\left(\ell_{3 i-1}\right)(1+|\theta|) \ell_{3 i+1}\right)=0 \tag{4.13}
\end{equation*}
$$

since $\eta \rightarrow \infty$ when $t \rightarrow \infty$. By (4.12) and (4.13), it follows from (4.11) that

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left\|T_{\theta}\left(t, \ell_{3 N-1}\right)\right\| \leq \frac{1}{\sqrt{w+1}}
$$

for any $w \in \mathbb{N}$ and so

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{n} \log \left\|T_{\theta}(t, 0)\right\| \leq 0
$$

One can also show that

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{n} \log \left\|T_{\theta}(0, t)\right\| \leq 0
$$

interchanging $B(u, \theta)$ with $-B(u, \theta)$ in the definition of $A(t, \theta)$. This implies that

$$
\begin{aligned}
\varliminf_{t \rightarrow \infty} \frac{1}{t} \log \left\|T_{\theta}(t, 0)\right\| & \geq \varliminf_{t \rightarrow \infty} \frac{1}{t} \log \left(\left\|T_{\theta}(0, t)\right\|^{-1}\right) \\
& =-\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left\|T_{\theta}(0, t)\right\| \geq 0
\end{aligned}
$$

and so

$$
\varliminf_{t \rightarrow \infty} \frac{1}{t} \log \left\|T(t, 0)^{ \pm 1}\right\|=0
$$

For $U_{\theta}(t)=T_{\theta}(t, 0)$ we have

$$
U_{\theta}(t)^{-1} T_{\theta}(t, 0) U_{\theta}(t)=T_{\theta}(0, t) T_{\theta}(t, 0)=\mathrm{Id}
$$

So, identity (2.3) holds with $B=0$. This shows that the differential equation $x^{\prime}=A(t, \theta) x$ is almost reducible.

In order to construct an equation $x^{\prime}=\tilde{A}(t, \theta) x$ on $\mathbb{R}^{q}$ with almost reducibility set $M$ for $q>2$, it suffices to take

$$
\tilde{A}(t, \theta)=\operatorname{diag}(A(t, \theta), 0)
$$

This concludes the proof of the theorem.

## Acknowledgment

This research was partially supported by FCT/Portugal through UID/MAT/04459/2019.

## References

[1] E. A. Barabanov, On the improperness sets of families of linear differential systems, Differ. Equ. 45(2009), No. 8, 1087-1104. https://doi.org/10.1134/S0012266109080011; MR2599089; Zbl 1192.34061
[2] I. M. Gel'fand, G. E. Shilov, Generalized functions: theory of differential equations, Vol. 3, Academic Press, New York-London, 1967. MR0435833; Zbl 0355.46017
[3] C. J. Harris, J. F. Miles, Stability of linear systems: some aspects of kinematic similarity, Mathematics in Science and Engineering, Vol. 153, Academic Press, Inc., London-New York, 1980. MR662825; Zbl 0453.34005
[4] C. E. Langenhop, On bounded matrices and kinematic similarity, Trans. Amer. Math. Soc. 97(1960), 317-326. https://doi.org/10. 2307/1993304; MR114980; Zbl 0095.28703
[5] A. Liapounoff, Problème général de la stabilité du mouvement, Ann. Fac. Sci. Toulouse Sci. Math. Sci. Phys. (2) 9(1907), 203-474. MR0021186; Zbl 38.0738 .07
[6] J. C. Lillo, On almost periodic solutions of differential equations, Ann. of Math. (2) 69(1959), 467-485. https://doi.org/10.2307/1970195; MR101366; Zbl 0352.34001
[7] A. M. Lyapunov, The general problem of the stability of motion, Taylor \& Francis Group, London, 1992. MR1229075; Zbl 0786.70001
[8] L. Markus, Continuous matrices and the stability of differential systems, Math. Z. 62(1955), 310-319. https://doi.org/10.1007/BF01180637; MR70799; Zbl 0064.33801
[9] O. Perron, Über eine Matrixtransformation, Math. Z. 32(1930), No. 1, 465-473. https: //doi.org/10.1007/BF01194646; MR1545178; Zbl 56.0105.01


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: barreira@math.tecnico.ulisboa.pt

