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Abstract
Considering feedback of collective actions of cooperation on common resources has vital
importance to reach sustainability. But such efforts may have not immediate consequence on the
state of environment and it is unclear how they influence the strategic and environmental
dynamics with feedbacks. To address this issue, we construct a feedback-evolving game model in
which we consider the growth capacity of resources and the punishment efficiency on defectors
who do not provide returns to the environment. Importantly, we further assume a delay in
adopting the contribution of cooperative individuals to environmental change in our model. We
find that when this contribution amount from cooperators’ endowment is fixed, the time delay has
no particular consequence on the coevolutionary dynamics. However, when the return is
proportional to their endowment, then the time delay can induce periodic oscillatory dynamics of
cooperation level and environment. Our work reveals the potential effects of time delay of
cooperative actions on the coevolutionary dynamics in strategic interactions with environmental
feedback.

1. Introduction

The sustainable use of common-pool resources depends crucially on the interdependence of resource and
social dynamics [1–5]. Indeed, there is an environmental feedback between available resources and the
strategies of users: an individual’s payoff relies not exclusively on other’s action, but also on the actual state
of the resources. Furthermore, the latter is also influenced by the actions of individuals forming the
population. Because of its importance, the mentioned feedback becomes a decisive component of
environmental modeling for studying the governance of common-pool resources in recent years [6–14].

The subtle interdependence of resource and social dynamics can be grasped via feedback-evolving game
models, which have attracted intensive research activity in recent years [15–24]. For example, Weitz et al
observed oscillations of strategies and the environment in a feedback-evolving game model [17], and
similar periodic state was reported in asymmetric games due to environmental heterogeneity [21]. In the
framework of feedback-evolving game, some works have further demonstrated that the governance of the
commons can be controlled by institutions [25–28]. It is proved that introducing ostracism can maintain
cooperation in resource usage under variable social and environmental conditions [15]. Albeit delicately
adjusted punishment is fundamental, it is shown that the punishment effects on the governance of the
commons also depend on the growing capacity of renewable resources [19].

The mentioned coevolutionary models, however, have skipped an important feature of feedback
mechanisms, which is a potential time-delay of individual actions on the governance of the common
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resources. Notably, the latter could be a decisive feature in case of renewable resources, when it takes a while
to manifest improvements after a positive action. For example, the consequence of the changes of
fishermen’s attitude can be realized in the improvements of fisher stocks after a while [29]. In addition,
negative acts like polluting soil might have consequence only in the next year’s harvest. Accordingly, such
time-delay feature is different from the relative timescale of strategy and resource dynamics introduced in
previous works [17, 24], which characterizes the relative strength of strategic versus resource change. On the
other hand, we stress that delays in fitness adjustment have been already considered by Bauer and Frey who
observed a coexistence of two competing species in a metapopulation [30]. But studying the direct
consequence of time delay on a renewable environment which is subject to the battle of competing
consuming strategies remained unexplored.

To clarify the potential consequence of time delay on environmental change, here we propose a
feedback-evolving game where cooperators and defectors compete for common resources. While both
defectors and cooperators are allocated with the same amount from the common pool, but cooperators
reinvest a certain amount back to the environment to maintain sustainability. Defectors, who do nothing
for this purpose, are monitored and punished institutionally with a certain probability. The key question is
how to adopt the cooperators’ contributions to environmental change. Here we assume a certain time delay
in adopting the contribution of cooperators to environmental change. For a comprehensive understanding,
we consider two significantly different scenarios regarding how cooperators make contributions to the
common pool, which practically covers realistic options [19, 31–33]. In the first case, the contribution
amount from cooperators is fixed and independent of their endowment from the common resource. The
second option considers the fact how intensively the environment is utilized by the consumers. In this case,
the applied reinvestment is proportional to their dynamical endowment from the common resource.

By means of theoretical analysis and numerical calculations, we find that there is a conceptual difference
in the system’s behavior depending on how the reinvestment of cooperators is applied to environmental
recovery. When cooperators make a fixed contribution to the common pool, the evolutionary outcome is
insensitive to the applied time delay. On the other hand, when the amount of cooperators to the common
pool is proportional to their endowment, the introduction of time delay can induce periodic oscillations of
cooperation level and resources. More precisely, there exists a critical time delay at which a Hopf bifurcation
occurs. Furthermore, we can determine the direction of Hopf bifurcation and the stability of the bifurcating
periodic solutions by using normal form theory and center manifold theorem [34].

2. Model and methods

We consider a population of size N where two basic consuming strategies, i.e., cooperation and defection,
compete for common-pool resources. While the time-dependent resource amount y(t) is limited, but it is
partly renewable and its dynamics can be described by the well-known logistic population growth model
[35], given by ẏ(t) = ry(t)[1 − y(t)

Rm
], where r is the intrinsic growth rate and Rm is the carrying capacity of

resource pool. Meanwhile, each individual can receive an initial endowment from the common pool, which
represents the harvesting amount from the common pool and is given by y(t)

Rm
bm, where bm is the maximal

resource portion that each individual is capable to obtain per unit of time when the amount of the common
pool resource y(t) reaches the carrying capacity of resource pool Rm. To implement the difference in
consuming attitudes, we further assume that cooperators reinvest a certain amount back to the common
pool to prevent depletion. Defectors, however, do nothing for this purpose. Based on previous observations
[15, 36–39], we assume that consumers are monitored and defection is punished by a centrally organized
management. It is detected with a probability p (0 < p < 1) and the involved defector is punished with a
fine β (β > 0) which is deducted from the individual’s payoff.

The key elements of the proposed model are summarized in figure 1. Here green arrow showing up
represents the fact that the environment has an intrinsic dynamic feature with a renewable capacity.
Technically, this is described by the logistic population growth part. Consumers, independently whether
they are defectors or cooperators, enjoy the available resources which are signed by red arrows. Cooperators
are responsible for avoiding resource depletion, therefore they invest back an amount to the environment.
This act is marked by a blue arrow. It is important to stress, however, that the consequence of this
investment to the environment’s state can be realized only after a time delay τ . Last we note that defectors,
who do not bother with the state of the environment, may be punished and the fine is deducted from the
related payoff value.

We consider a finite, but large well-mixed population and use the replicator equation to describe the
time evolution of cooperation level [40–42]. Accordingly, we have

ẋ(t) = x(t)(1 − x(t))[PC(t) − PD(t)],
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Figure 1. Blueprint of coevolutionary dynamics of strategies and environment. The latter’s state would change via a logistic
growth of intrinsic dynamics, but both defectors and cooperators utilize resources. While defection may be identified and
punished, cooperators reinvest an amount to the common pool. Importantly, its consequence on the environment manifests only
after some delay. For the dynamical process the key point is whether this amount is fixed or proportional to the cooperator’s
endowment.

where x(t) is the fraction of cooperators in the population at time t, while PC(t) and PD(t) are the payoff
values of cooperators and defectors at time t, respectively. We emphasize that the replicator equation is often
used to study the strategic dynamics in infinite well-mixed populations [40], but the classical stability
theory of the replicator dynamics is still valid in the large finite population limit [43]. This is because for
large populations the fluctuations in the fraction of individuals of a given strategy induced by stochastic
noise become increasingly small compared to their actual value, and we can find that the ordinary
differential equation of the system neglecting the stochastic term are closely related to the replicator
equation [10].

In the first case, we assume that cooperators invest a fixed amount of g to the common pool, hence the
mentioned payoff values can be written as PC(t) = bmy(t)

Rm
− g for cooperators and PD(t) = bmy(t)

Rm
− pβ for

defectors. Importantly, the reinvestment to environment is considered with a time delay, hence the proper
equation system for cooperation level and environment is

⎧⎪⎪⎨
⎪⎪⎩

ẋ(t) = x(t)[1 − x(t)](pβ − g)

ẏ(t) = ry(t)

[
1 − y(t)

Rm

]
− N

y(t)

Rm
bm + gNx(t − τ).

(1)

By solving these equations, we find that the evolutionary outcome of the system behavior is irrelevant with
the time delay. There is no particular consequence of how long delay is applied, and the system states
including the actual cooperation level evolve practically onto the same stationary state, which only depends
on the other parameters of the model, such as r, p, or β. In appendix A, we provide theoretical analysis and
numerical results for this variant of the model.

In the other case, however, we assume that cooperators reinvest an α (0 < α � 1) portion of their
endowment to the environment, hence their new payoff value is PC(t) = bmy(t)(1−α)

Rm
, while a defector’s

payoff is not changed. Accordingly, the dynamical equations for the coupled resource-strategy system can be
written as ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ẋ(t) = x(t)[1 − x(t)]

[
pβ − αbmy(t)

Rm

]

ẏ(t) = ry(t)

[
1 − y(t)

Rm

]
− N

y(t)

Rm
bm +

αNbmx(t − τ)y(t − τ)

Rm
.

(2)

Let us note that the fixed points in the system depicted by equation (2) should be the same to those of
the equation system without time delay (i.e., τ = 0), therefore we can obtain that this equation system has
at most five fixed points which are (0, 0), (1, 0), (0, Rm − Nbm

r ), (1, Rm − Nbm(1−α)
r ), and (K , Rmpβ

αbm
),

respectively, where K = 1
α
− rRm

αbmN + pβRmr
Nα2b2

m
. For simplicity, we use F0, F1, F2, F3, and F4 to respectively

represent these five fixed points.
To study the stability of these fixed points, we use the method of characteristic roots of delay differential

equations [44, 45]. For convenience, we introduce the notations of eC = Nbm(1−α)
Rm

and eD = Nbm
Rm

to sign the
net income of cooperators and defectors in the population from the common resource, respectively [19]. In
the following, we present the corresponding results by distinguishing three substantially different parameter
regions where the distinction is based on the actual intrinsic growth rate value of the renewable common
pool resource.

3
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Figure 2. Coevolutionary dynamics for r < eC. Top panels show the time evolution of cooperation level and the status of
resource. Bottom panels show the related phase portraits on x–y/Rm plane. Filled (open) circle represents a stable (an unstable)
fixed point. Parameters are r = 0.1, α = 0.5, N = 1000, Rm = 1000, p = 0.5, β = 0.5, and bm = 0.5. There is no delay of
feedback in the left column, while it is τ = 100 in the right column. Independently of the time delay, the final destination to the
fixed point F1 is inevitable.

3. Results

3.1. Slowly growing resource pool
Here the environment recovers too slowly, hence 0 < r < eC < eD. In this situation, the system has only two
fixed points, which are F0 and F1, respectively. As it is discussed in appendix B, F0 is an unstable fixed point
for all τ � 0, while F1 is asymptotically stable. In the border case of r = eC, F1 becomes stable, but not
asymptotically stable for τ � 0. A representative time evolution of the cooperation level and the abundance
of common resource is plotted in figure 2, where we compare the cases of immediate and delayed feedbacks.
It shows that the system always converges toward the fixed point F1, no matter whether time delay is applied
or not. Even if the population is driven to the full cooperator state, the resource pool becomes fully
depleted, and the delayed feedback has no influence on avoiding this undesired destination.

3.2. Moderately growing resource pool
If the intrinsic growth rate of resources is moderate, which means eC < r < eD, the potential destinations
are more subtle. Here we can distinguish two main cases in dependence of the efficiency of inspection and
punishment. When the centralized institution is less effective, the term αbm(1 − eC

r ) exceeds pβ product. As
a result, the system has four fixed points, which are F0, F1, F3, and F4, respectively. Theoretical analysis,
discussed in appendix B, shows that the first three are unstable for τ � 0, while F4 is asymptotically stable
for τ < τ c and becomes unstable for τ > τ c. Here, we have τc =

θ1
ω+

, where ω2
± = 1

2 [H ±
√

H2 − 4(c2 − d2)] and H = b2 + 2c − a2, and θ1 satisfies

cos θ1 = − (ab2 − d)ω2
+

b2ω2
+ + d2

and sin θ1 = −ad2ω+ + bω3
+

b2ω2
+ + d2

,
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Figure 3. Coevolutionary dynamics for eC < r < eD and 0 < pβ < αbm(1 − eC
r ). As shown in figure 2, filled (open) circle

represents a stable (an unstable) fixed point. Parameters are r = 0.35, α = 0.5, N = 1000, Rm = 1000, p = 0.25, β = 0.125, and
bm = 0.5. In the left column the time delay τ = 50 < τ c = 58.2571 is applied and the system converges to the equilibrium point
(0.775, 125). Right column shows the case of τ = 59 > τ c where the system shows a persistent oscillation of cooperation and
resource.

with a = 2rpβ
αbm

+ eD − r, b = r − rpβ
αbm

− eD, c = 0, and d = NpβK(1 − K)αbm
Rm

. In particular, for τ = τ c there
exists a bifurcation point where the direction of the Hopf bifurcation and the stability of the bifurcating
periodic solutions can be determined.

In figure 3, we provide numerical examples to verify our theoretical analysis where τ c = 58.2571 for the
applied parameter values. The left column shows the case when τ = 50 < τ c and the system converges to
the fixed point F4, providing a stable coexistence of cooperators and defectors at a sustainable resource level
of environment. On the contrary, for τ = 59 > τ c shown in right panels of figure 3, the fixed point
becomes unstable and the system shows persistent oscillations of cooperation level and environmental
resources. This result suggests that the magnitude of time delay can affect the coevolutionary dynamics
significantly. Furthermore, as discussed in appendix B, the Hopf bifurcation occurring at τ c is supercritical
and a stable bifurcating periodic solution emerges as τ exceeds τ c.

The remaining case is when the environment management is effective enough, which means
pβ > αbm(1 − eC

r ). In this situation, the equation system has three fixed points which are F0, F1, and F3,
respectively. As we discuss in appendix B, the first two fixed points F0 and F1 are unstable, while F3 is
asymptotically stable for τ � 0.

A representative example of the coevolutionary dynamics for this case is illustrated in figure 4. We can
see that no matter whether τ is 0 (figures 4(a) and (b)) or 100 (figures 4(c) and (d)), the system always
converges to the fixed point F3, which is consistent with our theoretical results. This means that the stability
of the equilibrium points is independent of the time delay and different from the results for slowly growing
resource pool. In other words, the centralized institution has a decisive role in a sustainable resource level
when the intrinsic dynamics of environment provides a necessary growth. We note that further theoretical
analysis for the special border cases of pβ = αbm(1 − eC

r ) and r = eD is presented in appendix B.

5
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Figure 4. Coevolutionary dynamics for eC < r < eD and pβ > αbm(1 − eC
r ). Notations are similar as for previous plots.

Parameters are r = 0.35, α = 0.5, N = 1000, Rm = 1000, p = 0.5, β = 0.5, and bm = 0.5. In the left column there is no time
delay, while in the right column τ = 100 is applied. Here the system converges to the fixed point (1, 285.7143) independently of
the value of τ .

3.3. Rapidly growing resource pool
To explore the complete parameter space, we finally discuss the case when the intrinsic growth rate of
resource is large enough to exceed eD. According to the efficiency of inspection and punishment, we can
distinguish three sub-cases here. When this institution is effective and pβ exceeds αbm(1 − eC

r ), then we
have four fixed points, which are F0, F1, F2, and F3, respectively. Here F0, F1, and F2 are unstable, while F3 is
asymptotically stable for any τ � 0 (see appendix B). The representative trajectory of evolution in this
sub-case is conceptually similar to the one shown in figure 4. It practically means that a full cooperative
state can always be reached at a sustainable level of environmental resources independently of time
delay.

If the above mentioned institution is less powerful, then the product pβ is less than αbm(1 − eC
r ), but

exceeds αbm(1 − eD
r ). Consequently, the equation system has five fixed points which are F0, F1, F2, F3, and

F4, respectively. As proved in appendix B, the first four fixed points are unstable for any τ � 0, while F4 is
asymptotically stable for τ < τ c and unstable for τ > τ c. For τ = τ c, there is a Hopf bifurcation point.
Appendix B contains details of the direction and stability of bifurcation. Here the trajectories of
representative evolutionary processes in this sub-case illustrate conceptually similar behavior we presented
in figure 3. More precisely, if the time delay is less than a critical value τ c, then the system terminates onto
the stable fixed point F4 where cooperators and defectors coexist at a sustainable resource level. But if the
time delay exceeds this critical value, then the equilibrium point F4 becomes unstable and the system
displays a persistent oscillatory state where the time average of cooperation level and resources are equal to
the values obtained for smaller decay values. The Hopf bifurcation at τ c is supercritical and the bifurcating
periodic solution exists when τ exceeds τ c. Furthermore, the bifurcating periodic solution is stable. These
results illustrate that the magnitude of time delay can affect the system dynamics, which are consistent with
analytical predictions presented in appendix B. We can thus conclude that the mentioned institution is less
powerful in this case, but it still has the ability to maintain the resource by reducing defectors for τ < τ c.
Their fractions depend principally on the difference between resource contributions of strategies which is
characterized by the parameter α. However, for τ > τ c the outcome of the coevolutionary dynamics
converges to persistent oscillations of strategies and resource state.

6
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Figure 5. Evolutionary trajectories for r > eD and pβ < αbm(1 − eD
r ) when τ = 0 (left column) and τ = 100 (right column) are

applied, respectively. Independently of the time delay, the system terminates onto the fixed point (0, 375). Parameters are r = 0.8,
α = 0.5, N = 1000, Rm = 1000, p = 0.125, β = 0.125, and bm = 0.5.

When the institution is too weak and the pβ product cannot exceed αbm(1 − eD
r ), the system has four

fixed points which are F0, F1, F2, and F3, respectively. Here only F2 is asymptotically stable for any τ � 0,
while the rest are unstable for any τ � 0 (see appendix B for details). These results are illustrated in figure 5
where we respectively consider τ = 0 (figures 5(a) and (b)) and τ = 100 (figures 5(c) and (d)). It suggests
that independently of the value of τ the system terminates into the fixed point F2. At this stable fixed point,
defectors can prevail, but the strong growing capacity of environment is still capable to maintain a
sustainable state.

4. Discussion

To investigate the long-term consequences of collective actions on the governance of common resources
requires the application of feedback-evolving game models, where both individual activities and the actual
state of environment coevolve in a strongly interdependent way [17]. Several pioneering works have realized
this fact and pointed out different aspects which could be vital to control and influence the mentioned
coevolution in a desired direction [19, 21, 24]. There is no doubt that responsible environmental
management is related with personal reinvestment into our environment. However, just a very few studies
have considered the delaying effects of individual actions on the environmental change, despite of the fact
that such delay is evident especially for renewable resources. In this study, we have considered such a delay
factor explicitly into a feedback-evolving game model where we have also assumed a potential renewal of
common resources. To distinguish personal activities, we have applied two main strategies, cooperation and
defection, and assumed that cooperators are responsible for the environment and reinvest a certain portion
of their endowment. This latter act is proved to be a decisive factor that may determine the coevolutionary
dynamics fundamentally. More precisely, we have explored two main cases, one where the amount is fixed,
the other where it is proportional to the personal harvesting amount obtained from the common pool.
While the former has no particular consequence on the evolution of a delayed-feedback framework, the
latter can induce significantly different system behavior.

7
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We have shown that proportional reinvestment of individual endowment to the common resource
causes the system to behave differently, in dependence on the magnitude of feedback’s time delay. When the
natural intrinsic growth rate of resources is not too slow and the enforcement strength is not too effective,
then a Hopf bifurcation emerges as the magnitude of time delay exceeds a critical value. Beyond this, there
is a persistent oscillation of cooperation and resource. Similar oscillation has been already reported by
earlier works [17, 22, 46, 47], but in our model there was no need to assume a two-state model to observe it.
Instead, the way of cooperator’s reinvestment and the magnitude of time delay are identified as the crucial
factors. We note that such a high magnitude oscillation could be dangerous especially in a small system,
because in the presence of noise it can easily result in an extinction [48–51].

Our results highlight that there is a subtle interdependence among the internal growing capacity of
renewable resource, the time delay of feedback, and the environment management. They altogether
determine the evolutionary outcome of such coupled strategy-resource system, and this observation should
make us careful when designing any human intervention for a sustainable environment.
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Appendix A. Feedback-evolving game with time delay by using fixed contribution

We first consider the case where cooperators contribute a fixed endowment g to the common pool.
Correspondingly, the payoff of a cooperator and a defector can be directly written as PC(t) = bmy

Rm
− g and

PD(t) = bmy
Rm

− pβ, respectively. Accordingly, we can obtain the equation system with time delay as

⎧⎪⎨
⎪⎩

ẋ = x(1 − x)(pβ − g)

ẏ = ry

(
1 − y

Rm

)
− N

y

Rm
bm + gNx(t − τ).

(A.1)

In the following, we study the possible equilibrium points and their stabilities of the above coupled
equation system. This equation system has at most three meaningful fixed points when pβ �= g which are

(0, 0), (0, Rm − Nbm
r ), and (1, Rmr−Nbm+

√
G

2r ), where G = (Rmr − Nbm)2 + 4rRmgN. We respective use F0, F1,
and F2 to represent these three fixed points. In the special case of pβ = g, we find that the fixed point in the

system depending on the initial conditions is (x0, Rmr−Nbm+
√

Gx0
2r ) denoted by F3 where the initial conditions

and history functions for equation (A.1) are assumed to be

x(ξ) = x0, y(ξ) = y0

x0 � 0, y0 � 0, ξ ∈ [−τ , 0],
(A.2)

where (x0, y0) ∈ [0, 1] × [0, Rm].
Next we use the method of characteristic roots of delay differential equations to study stabilities of these

fixed points and obtain the following theorem.

Theorem 1. Suppose that the fixed point of equation (A.1) is (x∗, y∗).

(1) The stability of the fixed point (x∗, y∗) is irrelevant with time delay.

(2) The characteristic roots of equation (A.1) are λ1 = r − 2ry∗

Rm
− Nbm

Rm
and λ2 = (1 − 2x∗)(pβ − g),

respectively.

Proof. (1) The linearized equation of equation (A.1) at a fixed point defined by (x∗, y∗) is

⎧⎪⎨
⎪⎩

ẋ = x(1 − 2x∗)(pβ − g)

ẏ = y

(
r − 2ry∗

Rm
− Nbm

Rm

)
+ gNx(t − τ).

(A.3)

8
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Accordingly, the characteristic equation of equation (A.3) can be written as

λ2 + aλ+ bλ e−λτ + c + d e−λτ = 0, (A.4)

where a = −[r − 2ry∗

Rm
− Nbm

Rm
+ (1 − 2x∗)(pβ − g)], b = 0, c = (1 − 2x∗)(pβ − g)(r − 2ry∗

Rm
− Nbm

Rm
), and

d = 0. Since b2 + 2c − a2 < 0 and c2 − d2 > 0, there does not exist the purely imaginary solution and there
are no stability switches for any τ � 0 [44]. Therefore, the stability of the fixed point (x∗, y∗) for τ > 0 is the
same with τ = 0, and the stability of the fixed point (x∗, y∗) is irrelevant with time delay. Accordingly, by
means of the Hartman–Grobman theorem [52], the stability of these fixed points in equation (A.1) is
irrelevant with time delay, which indicates that the evolutionary outcome of the system is irrelevant with
time delay.

(2) Since the characteristic equation is a usual quadratic equation, it has two roots at most, independent
of time delay, which are λ1 = r − 2ry∗

Rm
− Nbm

Rm
and λ2 = (1 − 2x∗)(pβ − g), respectively.

In the following, we distinguish two substantially different parameter regions where the distinction is
based on the actual intrinsic growth rate value of the renewable common pool resource.

A1. Slowly growing resource pool
First, we consider the case in which the resource pool is recovering slowly due to small intrinsic growth rate,
which assumes that 0 < r � Nbm

Rm
. In this situation, the system has only two fixed points in the parameter

space of 0 � x � 1 and y � 0. They are F0 and F2, respectively. In dependence of the efficiency of inspection
and punishment, we can distinguish two main cases. Note that the combined effect of these institutions can
be characterized by the product of p and β parameters. The first case is when they are efficient, hence pβ
exceeds g. According to theorem 1, we know that the stability of these two fixed points is irrelevant with
time delay. Therefore, the stability of these two fixed points for τ > 0 is the same with τ = 0. Moreover,
these eigenvalues of the fixed point F2 for τ = 0 are negative, whereas the largest eigenvalue of the fixed
point F0 is positive. Consequently, the fixed point F0 is unstable, while the fixed point F2 is asymptotically
stable. Therefore, the fixed point F2 is asymptotically stable for τ � 0.

The coevolutionary dynamics for 0 < r < Nbm
Rm

and pβ > g are plotted in figure A1. We can see that
when the product of pβ exceeds g, no matter whether τ is 0 or 100, the system will eventually reach the
same F2 state, which means that the evolutionary outcome of the system is irrelevant with time delay. As
time increases, cooperators become more and more until they dominate the population. At the same time,
the resource value is positive, which ensures sustainability.

The second case is when the inspection-punishment institutions are less effective and the term g exceeds
pβ products. In this case, the system described by equation (A.1) also has the same two fixed points, which
are F0 and F2. According to theorem 1, we know that the stability of these two fixed points is irrelevant with
time delay. Therefore, the stability of these two fixed points for τ > 0 is the same with τ = 0. Moreover,
these eigenvalues of the fixed point F2 for τ = 0 are positive, whereas the largest eigenvalue of the fixed
point F0 is negative. Consequently, F2 is unstable, while F0 is asymptotically stable for all τ � 0.

The coevolutionary dynamics for 0 < r < Nbm
Rm

and 0 < pβ < g are plotted in figure A2. We can see that
no matter whether τ is 0 or 100, the system converges to the fixed point F0, which means that the
evolutionary outcome of the system is irrelevant with time delay. This suggests that resources become less
and less until they are exhausted, but first cooperators become extinct. That is to say, when the
inspection-punishment institutions are less effective, defectors dominate leading to the depletion of
common resources.

In the special case of pβ = g, we have ẋ = 0. Accordingly, the equation system becomes⎧⎪⎨
⎪⎩

ẋ = 0

ẏ = ry

(
1 − y

Rm

)
− N

y

Rm
bm + gNx(t − τ).

(A.5)

Here the fixed point in the system depends on its initial conditions, which is F3(x0, Rmr−Nbm+
√

Gx0
2r ). The

corresponding characteristic equation for the eigenvalues λ is

λ2 −
(

r − 2ry∗

Rm
− Nbm

Rm

)
λ = 0. (A.6)

According to theorem 1, the stability of fixed points is irrelevant with time delay, therefore the stability of
related fixed points for τ > 0 is the same with τ = 0. Since λ(τ) = 0 is always a root of equation (A.6) for
τ = 0, the fixed point F3 is stable, but not asymptotically stable [44].

9
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Figure A1. Coevolutionary dynamics for r < Nbm
Rm

and pβ > g. Top panels show the time evolution of the fraction of cooperators
and the resource ratio. Bottom panels show the related phase portrait on x–y/Rm plane. Filled (open) circle represents a stable
(unstable) fixed point. Parameters are r = 0.1, N = 1000, g = 0.1, Rm = 1000, p = 0.5, β = 0.5, and bm = 0.5. The applied
time delay in the left column is τ = 0, while in the right column is τ = 100.

Furthermore, we provide the theoretical analysis of the equilibrium points for the special case of
r = Nbm

Rm
. In dependence of the efficiency of inspection and punishment, we can further distinguish three

following sub-cases.
In the first case of pβ > g, the equation system becomes

⎧⎪⎪⎨
⎪⎪⎩

ẋ = x(1 − x)(pβ − g)

ẏ = −Nbmy2

R2
m

+ gNx(t − τ).

(A.7)

The corresponding characteristic equation for the eigenvalues λ at the fixed point (x∗, y∗) is

λ2 +

[
2Nbmy∗

R2
m

+ (1 − 2x∗)(pβ − g)

]
λ+

2Nbmy∗

R2
m

(1 − 2x∗)(pβ − g) = 0. (A.8)

Then the equation system has two fixed points which are F0 and F2, respectively. According to theorem
1, we know that the stability of these two fixed points is irrelevant with time delay. Therefore, the stability of
these two fixed points for τ > 0 is the same with τ = 0. Moreover, these eigenvalues of the fixed point F2

for τ = 0 are negative, whereas the largest eigenvalue of the fixed point F0 is positive. Consequently, the
fixed point F0 is unstable, while the fixed point F2 is asymptotically stable for τ � 0.

In the second case of pβ < g, the equation system can also be depicted by equation (A.7) and
accordingly has two fixed points, which are F0 and F2, respectively. According to theorem 1, the stability of
these two fixed points for τ > 0 is the same with τ = 0. Here the largest eigenvalue of the fixed point F2 is
positive, therefore it is unstable. Regarding F0, since λ(τ) = 0 is always a root of equation (A.8), the fixed
point F0 is stable, but not asymptotically stable [44].

10
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Figure A2. Coevolutionary dynamics for r < Nbm
Rm

and pβ < g. Notations and the applied time delay values are the same as for
figure A1. Parameters are r = 0.1, N = 1000, g = 0.5, Rm = 1000, p = 0.5, β = 0.5, and bm = 0.5.

In the third case of pβ = g, we have ẋ = 0 and the equation system becomes⎧⎪⎨
⎪⎩

ẋ = 0

ẏ = −Nbmy2

R2
m

+ gNx(t − τ).
(A.9)

Here the fixed point is F3, which depends on its initial conditions. The corresponding characteristic
equation for the eigenvalues λ is

λ2 +
2Nbmy∗

R2
m

λ = 0. (A.10)

Based on theorem 1 we need to study the stability of fixed point at τ = 0. Since λ(τ ) = 0 is always a root of
equation (A.10) for τ = 0, F3 is stable, but not asymptotically stable for τ � 0 [44].

A2. Rapidly growing resource pool
If the intrinsic growth rate of resource pool becomes faster, meaning r > Nbm

Rm
, then the conclusion is more

subtle. In this situation, the system described by equation (A.1) has three fixed points, which are F0, F1, and
F2, respectively. As previously, we study the stability of fixed point at τ = 0. According to the sign of the
largest eigenvalue, F0 is unstable for τ � 0. For the remaining two fixed points F1 and F2, their stabilities
depend on the efficiency of inspection and punishment. When they are effective and the product of pβ
exceeds g, the fixed point F2 is asymptotically stable for τ � 0, while F1 is unstable.

The coevolutionary dynamics for r > Nbm
Rm

and pβ > g are plotted in figure A3. It demonstrates that
independently of the value of τ , the system converges to the F2 fixed point, signaling that time delayed
feedback has no impact on the evolutionary outcome and the system terminates onto a sustainable state.

If the above mentioned institutions are less powerful, then the product pβ is less than the g value. The
results are opposite, which means that the fixed point F1 is asymptotically stable for τ � 0, while F2 is
unstable. The trajectories of related dynamics are plotted in figure A4. We can see that no matter whether τ
is 0 or 100, the system converges to the fixed point F1, which means that the evolutionary outcome is
irrelevant of time delay. This suggests that the system will reach a full defection state. Still, the latter is a

11
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Figure A3. Coevolutionary dynamics for r > Nbm
Rm

and pβ > g. Notations and the applied time delay values are the same as
earlier. Parameters are r = 0.8, N = 1000, g = 0.1, Rm = 1000, p = 0.5, β = 0.5, and bm = 0.5.

Figure A4. Coevolutionary dynamics for r > Nbm
Rm

and pβ < g. Notations and applied τ values are the same as previously.
Parameters are r = 0.8, N = 1000, g = 0.5, Rm = 1000, p = 0.5, β = 0.5, and bm = 0.5.
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sustainable state because the strong growing capacity of resource is capable to compensate to greediness of
defective players.

In the special case when pβ = g, we have ẋ = 0, yielding a fixed point F3. The corresponding
characteristic equation for the eigenvalue λ is

λ2 −
(

r − 2ry∗

Rm
− Nbm

Rm

)
λ = 0. (A.11)

According to the sign of the largest eigenvalue, F0 is unstable for τ � 0. Furthermore, since λ(τ) = 0 is
always a root of equation (A.11) for τ = 0, F3 is stable, but not asymptotically stable for τ � 0 [44].

Appendix B. Feedback-evolving game with time delay by using proportional
contribution

In the remaining main section, we assume that cooperators’ contribution to the common pool is
proportional to their endowment. Accordingly, the dynamical equations of the coupled resource-strategy
system are ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ẋ = x(1 − x)

(
pβ − αbmy

Rm

)

ẏ = ry

(
1 − y

Rm

)
− N

y

Rm
bm +

αNbmx(t − τ)y(t − τ)

Rm
.

(B.1)

This equation system has at most five fixed points, which are (0, 0), (1, 0), (0, Rm − Nbm
r ),

(1, Rm − Nbm(1−α)
r ), and (K , Rmpβ

αbm
), respectively, where K = 1

α
− rRm

αbmN + pβRmr
Nα2b2

m
. We use F0, F1, F2, F3, and F4

to represent these five fixed points, respectively.
The linearized equation of equation (B.1) at a fixed point defined by (x∗, y∗) is

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ẋ = x(1 − 2x∗)

(
pβ − αbmy∗

Rm

)
+ x∗(x∗ − 1)

αbmy

Rm

ẏ = y

(
r − 2ry∗

Rm
− Nbm

Rm

)
+

αNbmy∗x(t − τ)

Rm
+

αNbmx∗y(t − τ)

Rm
.

(B.2)

Accordingly, the characteristic equation of equation (B.2) can be written as

λ2 + aλ+ bλ e−λτ + c + d e−λτ = 0, (B.3)

where a = −[r − 2ry∗

Rm
− Nbm

Rm
+ (1 − 2x∗)(pβ − αbmy∗

Rm
)], b = −Nαbmx∗

Rm
,

c = (1 − 2x∗)(pβ − αbmy∗

Rm
)(r − 2ry∗

Rm
− Nbm

Rm
), and d = (1 − 2x∗)(pβ − αbmy∗

Rm
) Nαbmx∗

Rm
− Nα2b2

m
R2

m
y∗x∗(x∗ − 1).

Since it contains the term e−λτ for d �= 0, it is a transcendental equation which has infinite roots. Note that
stability changes of the fixed point (x∗, y∗) can only occur for λ = iω. By substituting λ = iω into
equation (B.3) and by extracting the real and imaginary parts, we get the following equations

c − ω2 + bω sin ωτ + d cos ωτ = 0 (B.4)

and
aω + bω cos ωτ − d sin ωτ = 0. (B.5)

Thus, we have
ω4 − Hω2 + c2 − d2 = 0, (B.6)

where H = b2 + 2c − a2. Its roots are

ω2
± =

1

2

[
H ± (H2 − 4(c2 − d2))

1
2

]
. (B.7)

We can then obtain the existence condition of the imaginary root λ = iω with ω > 0, which can be written
in the following proposition.

13
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Proposition 1. There is only one imaginary solution λ = iω+ with ω+ > 0, if one of the following three
conditions holds: (1) c2 < d2; (2) c2 = d2 and H > 0; (3) H2 − 4(c2 − d2) = 0 and H > 0. There are two
imaginary solutions, λ± = iω±, with ω+ > ω− > 0, if c2 > d2, H > 0, and H2 − 4(c2 − d2) > 0. Otherwise,
there are no imaginary solutions.

Proof. In equation (B.7), if c2 < d2, then H2 − 4(c2 − d2) > H2. Accordingly, H + (H2 − 4(c2 − d2))
1
2 > 0

and H − (H2 − 4(c2 − d2))
1
2 < 0, therefore there is only one imaginary solution λ = iω+ with

ω+ = 1
2 [H + (H2 − 4(c2 − d2))

1
2 ]

1
2 .

If c2 = d2 and H > 0, then H + (H2 − 4(c2 − d2))
1
2 = 2H and H − (H2 − 4(c2 − d2))

1
2 = 0. Based on

the condition ω > 0, H − (H2 − 4(c2 − d2))
1
2 = 0 is not satisfied. Accordingly, ω+ =

√
2H, and there is

only one imaginary solution, namely λ = iω+ with ω+ =
√

2H.
If H2 − 4(c2 − d2) = 0 and H > 0, then H + (H2 − 4(c2 − d2))

1
2 = H − (H2 − 4(c2 − d2))

1
2 = H.

Accordingly, ω+ =
√

H. Hence there is only one imaginary solution, which is λ = iω+ with ω+ =
√

H.
If c2 > d2, H > 0, and H2 − 4(c2 − d2) > 0, then H2 − 4(c2 − d2) < H2. Accordingly,

H + (H2 − 4(c2 − d2))
1
2 > 0 and H − (H2 − 4(c2 − d2))

1
2 > 0. Therefore, there are two imaginary

solutions λ± = iω± with ω± = 1
2 [H ± (H2 − 4(c2 − d2))

1
2 ]

1
2 .

The proof for the case of no imaginary solutions is similar, which can be found in reference [53]. For
further analysis of our equation system with time delay, let us denote eC = Nbm(1−α)

Rm
and eD = Nbm

Rm
,

respectively, representing the gain rates of cooperators and defectors in a population from the common
resource [19]. It also involves that we have 0 � eC � eD � 1. In the following, we distinguish three
significantly different parameter regions where the distinction is based on the actual intrinsic growth rate
value of the renewable common pool resource.

B1. Slowly growing resource pool
In the case of 0 < r < eC < eD, the equation system has just two fixed points which are F0 and F1,
respectively. The characteristic equation of equation (B.2) at the fixed point F0 can be written as

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.8)

Since H < 0 and c2 − d2 > 0, there is no purely imaginary solution and the stability of the fixed point F0 for
τ > 0 is the same with τ = 0 according to proposition 1. Moreover, these eigenvalues of the fixed point F0

for τ = 0 are λ1 = r − eD < 0 and λ2 = pβ > 0, respectively, which means that F0 is unstable for τ = 0.
Therefore, F0 is unstable for τ � 0 [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.9)

Since H < 0, c2 − d2 > 0, and these eigenvalues of the fixed point F1 for τ = 0 are λ1 = −pβ < 0 and
λ2 = r − eC < 0, respectively, F1 is asymptotically stable for τ > 0 according to proposition 1 and
reference [44].

For the special case of r = eC, we have r = Nbm(1−α)
Rm

. Then the equation system has two fixed points in
the parameter space, which are F0 and F1, respectively. The characteristic equation of equation (B.2) at the
fixed point F0 can be written as

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.10)

Since H < 0, c2 − d2 > 0, and the eigenvalues of the fixed point F0 for τ = 0 are λ1 = r − eD < 0 and
λ2 = pβ > 0, F0 is unstable for τ � 0 according to proposition 1 and reference [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.11)

In this situation, a = pβ − r + eD > 0, b = −αeD, c = −pβ(r − eD) > 0, and d = −pβαeD e−λτ . Since
c + d = 0, c = −pβ(r − eD) > 0, and a2 − b2 = (pβ − r + eC)(pβ + eD(1 + α) − r) > 0, we obtain that F1

is stable, but not asymptotically stable [44].

B2. Moderately growing resource pool
In the case of eC < r < eD and αbm(1 − eC

r ) > pβ, the equation system has four fixed points, which are F0,
F1, F3, and F4, respectively. The characteristic equation of equation (B.2) at the fixed point F0 is

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.12)
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Since H < 0, c2 − d2 > 0, and the eigenvalues of the fixed point for τ = 0 are λ1 = r − eD < 0 and
λ2 = pβ > 0, F0 is unstable for τ � 0 according to proposition 1 and reference [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.13)

The corresponding eigenvalues are λ1 = −pβ < 0 and λ2 = r − eC > 0, yielding that the fixed point F1 for
τ = 0 is unstable. We can further obtain d(Reλ)

dτ |λ=iω+ > 0. Therefore, according to reference [44], F1

remains unstable for τ � 0.
The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0, (B.14)

where L = eD − r − 2αeD and M = αbm(1 − eC
r ) − pβ. Since H < 0 and c2 − d2 > 0, and the eigenvalues

for τ = 0 are λ1 = αbm(1 − eC
r ) − pβ > 0 and λ2 = eC − r < 0, according to proposition 1 and reference

[44], F3 is unstable for τ � 0.
For the fixed point F4 the characteristic equation is

λ2 +

(
2rpβ

αbm
+ eD − r

)
λ+

(
r − rpβ

αbm
− eD

)
λ e−λτ + NpβK(1 − K)

αbm

Rm
e−λτ = 0, (B.15)

where K = 1
α
− rRm

αbmN + pβrRm
Nα2b2

m
. Since these eigenvalues for τ = 0 satisfy λ1 + λ2 < 0 and λ1λ2 > 0, F4 is

asymptotically stable for τ = 0. Moreover, since c2 < d2, according to proposition 1 there is only one pair of
purely imaginary solutions and λ = ±iω+ with ω+ > 0, where

ω2
+ =

1

2

[
Q +

(
Q2 + 4NpβK(1 − K)

αbm

Rm

) 1
2

]
, (B.16)

with Q = rpβ
αbm

(2r − 3rpβ
αbm

− 2eD). According to reference [44], there exists a critical time delay τc =
θ1
ω+

,

where θ1 satisfies

cos θ1 = − (ab2 − d)ω2
+

b2ω2
+ + d2

and sin θ1 = −ad2ω+ + bω3
+

b2ω2
+ + d2

. (B.17)

Hence F4 is asymptotically stable for τ < τ c and unstable for τ > τ c. For τ = τ c, there exists a Hopf
bifurcation and the direction and the stability of the bifurcating periodic solutions can be determined
according to the following calculations.

We first do some transformation for the equation system as

x1 = x − x∗, x2 = y − y∗, t =
t

τ
, and τ = τc + μ.

Accordingly, the equation system can be then written as the following form in C = C([−1, 0], R2)

ẋ(t) = Lμ(xt) + f (μ, xt), (B.18)

where x(t) = (x1(t), x2(t)) ∈ R2 and Lμ : C → R2. And we have

Lμ(φ) = (τc + μ)

[
a11 a12

0 a22

] [
φ1(0)
φ2(0)

]
+ (τc + μ)

[
0 0

b21 b22

] [
φ1(−1)
φ2(−1)

]
,

where a11 = (pβ − αbmy∗

Rm
)(1 − 2x∗), a12 =

x∗(x∗−1)αbm
Rm

, a22 = r − 2ry∗

Rm
− Nbm

Rm
, b21 =

Nαbmy∗

Rm
, b22 =

Nαbmx∗
Rm

,

and f : R × C → R2, f (μ,φ) = (τc + μ)

[
f1

f2

]
, with f1 =

−αbm(1−2x∗)
Rm

φ1(0)φ2(0) − (pβ − αbmy∗

Rm
)(φ1(0))2 +

αbm
Rm

(φ1(0))2φ2(0) and f2 =
−r
Rm

(φ2(0))2 + Nαbm
Rm

φ1(−1)φ2(−1), where φ = (φ1,φ2) ∈ C. By using Riesz
representation theorem [44], there exists a function η(θ, μ) of bounded variation for θ ∈ [−1, 0], such that

Lμ(φ) =

∫ 0

−1
dη(θ, 0)φ(θ) for φ ∈ C.
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In fact, we can take

Lμ(φ) = (τc + μ)

[
a11 a12

0 a22

]
δ(θ) + (τc + μ)

[
0 0

b21 b22

]
δ(θ + 1),

where δ is the Dirac delta function defined as

δ(θ) =

{
0, θ �= 0,

1, θ = 0.

For φ ∈ C1([−1, 0], R2), we respectively define

A(μ)φ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

dφ(θ)

dθ
, θ ∈ [−1, 0),

∫ 0

−1
dη(μ, θ)φ(θ), θ = 0,

and

R(μ)φ =

{
0, θ ∈ [−1, 0),

f (μ,φ), θ = 0.

Then the system described by equation (B.1) is equivalent to

ẋt = A(μ)xt + R(μ)xt , (B.19)

where xt(θ) = x(t + θ) for θ ∈ [−1, 0).
For ψ ∈ C1([0, 1], (R2)∗), we respectively define

A∗ψ(s) =

⎧⎪⎪⎨
⎪⎪⎩
−dψ(s)

ds
, s ∈ (0, 1],∫ 0

−1
dηT(t, 0)ψ(−t), s = 0,

and a bilinear inner product

〈ψ(s),φ(θ)〉 = ψ̄(0)φ(0) −
∫ 0

−1

∫ θ

ζ=0
ψ̄(ζ − θ)dη(θ)φ(ζ)dζ, (B.20)

where η(θ) = η(θ, 0). Then A(0) and A∗ are adjoint operators. Suppose that q(θ) and q∗(s) are eigenvectors
of A and A∗ corresponding to iωτ c and −iωτ c, respectively. Then q(θ) = (1, q1)Texp(iωτcθ) is the
eigenvector of A(0) corresponding to iωτ c, and A(0)q(θ) = iωτ cq(θ). It follows from the definitions of
A(0), Lμφ, and η(θ, μ) that

τc

[
iω0 − a11 −a12

−b21 e−iωτc iω0 − a22 − b22 e−iωτc

] [
1
q1

]
=

[
0
0

]
.

Thus we can easily get q(θ) = (1, q1)Teiωτcθ, where q1 =
iω−a11

a12
.

Similarly, let q∗(s) = D(1, q2)exp(iωτ cs) be the eigenvector of A∗ corresponding to −iωτ c. Based on A∗,
we can obtain q2 = − a12

iω+a22+b22 exp(iωτc) .

To satisfy that 〈q∗(s), q(θ)〉 = 1, we need to evaluate the value of D. From the definition of the bilinear
inner product

〈q∗(s), q(θ)〉 = D̄(1, q̄2)(1, q1)T −
∫ 0

−1

∫ θ

ζ=0
D̄(1, q̄2)exp(−iωτc(ζ − θ))dη(θ)(1, q1)T exp(iωτcζ)dζ

= D̄

[
1 + q̄2q1 −

∫ 0

−1
(1, q̄2)θ exp(−iωτc)dη(θ)(1, q1)T

]

= D̄[1 + q̄2q1 + τc(b21q̄2 + b22q1q̄2)exp(−iωτc)].
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We can thus choose D as

D =
1

1 + q2q̄1 + τc(b21q2 + b22q̄1q2)exp(iωτc)
,

such that 〈q∗(s), q̄(θ)〉 = 0.
In the following, we use the theorem by Hassard et al [34] to compute the coordinates describing center

manifold C0 at μ = 0. We then define

z(t) = 〈q∗, xt〉 and W(t, θ) = xt(θ) − 2 Re[z(t)q(θ)]. (B.21)

On the center manifold, we have

W(t, θ) = W(z(t), z̄(t), θ)

= W20(θ)
z2

2
+ W11(θ)zz̄ + W02(θ)

z̄2

2
+ . . . ,

where z and z̄ are local coordinates for center manifold C0 in the direction of q and q̄∗. Note that W is real if
xt is real. We then only consider real solutions. For the solution xt ∈ C0, since μ = 0, based on
equation (B.18) we have

ż = iωτcz + 〈q∗(θ), f (0, W(z, z̄, θ) + 2 Re[zq(θ)])〉

= iωτcz + q̄∗(0) f (0, W(z, z̄, 0) + 2 Re[zq(0)])

= iωτcz + q̄∗(0) f0(z, z̄) = iωτcz + g(z, z̄),

where

g(z, z̄) = q̄∗(0)f0(z, z̄) = g20(θ)
z2

2
+ g11(θ)zz̄ + g02(θ)

z̄2

2
+ g21(θ)

z̄2z̄

2
+ . . . . (B.22)

By using equation (B.21), we have xt(x1t(θ), x2t(θ)) = W(t, θ) + zq(θ) + z̄q(θ) and
q(θ) = (1, q1)Texp(iωτcθ), and then

x1t(0) = z + z̄ + W (1)
20 (0)

z2

2
+ W (1)

11 (0)zz̄ + W (1)
02 (0)

z̄2

2
+ O(|(z, z̄)|3),

x2t(0) = zq1 + z̄q̄1 + W (2)
20 (0)

z2

2
+ W (2)

11 (0)zz̄ + W (2)
02 (0)

z̄2

2
+ O(|(z, z̄)|3),

x1t(−1) = z exp(−iωτc) + z̄ exp(iωτc) + W (1)
20 (−1)

z2

2
+ W (1)

11 (−1)zz̄ + W (1)
02 (−1)

z̄2

2
+ O(|(z, z̄)|3),

x2t(−1) = zq1 exp(−iωτc) + z̄q̄1 exp(iωτc) + W (2)
20 (−1)

z2

2
+ W (2)

11 (−1)zz̄ + W (2)
02 (−1)

z̄2

2
+ O(|(z, z̄)|3).

Based on the definition of f(μ, xt), we have

g(z, z̄) = q̄∗(0) f0(z, z̄) = D̄τc(1, q̄2)

[
f 0
1

f 0
2

]
, (B.23)

where f 0
1 = −αbm(1−2x∗)

Rm
x1t(0)x2t(0) − (pβ − αbmy∗

Rm
)(x1t(0))2 + αbm

Rm
(x1t(0))2x2t(0) and

f 0
2 = −r

Rm
(x2t(0))2 + Nαbm

Rm
x1t(−1)x2t(−1).

Thus,

g(z, z̄) = D̄τc

{
−αbm(1 − 2x∗)

Rm

(
z + z̄ + W (1)

20 (0)
z2

2
+ W (1)

11 (0)zz̄ + W (1)
02 (0)

z̄2

2
+ O(|(z, z̄)|3)

)

×
(

zq1 + z̄q̄1 + W (2)
20 (0)

z2

2
+ W (2)

11 (0)zz̄ + W (2)
02 (0)

z̄2

2
+ O(|(z, z̄)|3)

)

−
(

pβ − αbmy∗

Rm

)(
z + z̄ + W (1)

20 (0)
z2

2
+ W (1)

11 (0)zz̄ + W (1)
02 (0)

z̄2

2
+ O(|(z, z̄)|3)2

)

+
αbm

Rm

(
z + z̄ + W (1)

20 (0)
z2

2
+ W (1)

11 (0)zz̄ + W (1)
02 (0)

z̄2

2
+ O(|(z, z̄)|3)2

)

×
(

zq1 + z̄q̄1 + W (2)
20 (0)

z2

2
+ W (2)

11 (0)zz̄ + W (2)
02 (0)

z̄2

2
+ O(|(z, z̄)|3)

)}
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+ D̄τcq̄2

{
−r

Rm

(
zq1 + z̄q̄1 + W (2)

20 (0)
z2

2
+ W (2)

11 (0)zz̄ + W (2)
02 (0)

z̄2

2
+ O(|(z, z̄)|3)

)2

+
Nαbm

Rm

(
z exp(−iωτc) + z̄ exp(iωτc) + W (1)

20 (−1)
z2

2
+ W (1)

11 (−1)zz̄ + W (1)
02 (−1)

z̄2

2

+ O(|(z, z̄)|3)
)
×
(

zq1 exp(−iωτc) + z̄q̄1 exp(iωτc) + W (2)
20 (−1)

z2

2
+ W (2)

11 (−1)zz̄

+ W (2)
02 (−1)

z̄2

2
+ O(|(z, z̄)|3)

)}
,

By comparing the coefficients with equation (B.22), we obtain

g20 = 2D̄τc

[
−αbm(1 − 2x∗)

Rm
q1 −

(
pβ − αbmy∗

Rm

)
− r

Rm
q̄2q2

1 +
Nαbm

Rm
q̄2q1 exp(−2iωτc)

]
,

g11 = D̄τc

[
−αbm(1 − 2x∗)

Rm
(q1 + q̄1) +

Nαbm

Rm
q̄2(q1 + q̄1) − 2

(
pβ − αbmy∗

Rm

)
− 2r

Rm
q̄2q1q̄1

]
,

g02 = 2D̄τc

[
−αbm(1 − 2x∗)

Rm
q̄1 +

Nαbm

Rm
q̄2q̄1 exp(2iωτc) −

(
pβ − αbmy∗

Rm

)
− r

Rm
q̄2q̄2

1

]
,

and

g21 = 2D̄τc

[
−αbm(1 − 2x∗)

Rm

(
W (2)

11 (0) +
W (2)

20 (0)

2
+ q̄1

W (1)
20 (0)

2
+ q1W (1)

11 (0)

)

− 2

(
pβ − αbmy∗

Rm

)(
W (1)

20 (0)

2
+ W (1)

11 (0)

)
+

αbm

Rm
(q̄1 + 2q1)

− r

Rm
q̄2(q̄1W (2)

20 (0) + 2q1W (2)
11 (0)) +

Nαbm

Rm
q̄2

(
W (2)

11 (−1)exp(−iωτc)

+
W (2)

20 (−1)

2
exp(iωτc) + q̄1

W (1)
20 (−1)

2
exp(iωτc) + q1W (1)

11 (−1) exp(−iωτc)

)]
.

To determine g21, we need to compute W20(θ) and W11(θ). Based on equations (B.19) and (B.22), we have

Ẇ = ẋt − żq1 + ˙̄zq1

= AW + H(z, z̄, θ), (B.24)

where

H(z, z̄, θ) = H20(θ)
z2

2
+ H11(θ)zz̄ + H02(θ)

z̄2

2
+ . . . . (B.25)

Note that on the center manifold C0 near to the origin, we have

Ẇ = Wzż + Wz̄ ˙̄z. (B.26)

Thus, we obtain
(A − 2iωτc)W20(θ) = −H20(θ) (B.27)

and
AW11(θ) = −H11(θ). (B.28)

By using equation (B.24), for θ ∈ [−1, 0) we have

H(z, z̄, θ) = −q̄∗f0q(θ) − q∗f0(0)q̄(θ) = −gq(θ) − ḡq̄(θ). (B.29)

Comparing the coefficients with equation (B.25), we obtain

H20(θ) = −g20q(θ) − ḡ02q̄(θ) (B.30)
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and
H11(θ) = −g11q(θ) − ḡ11q̄(θ). (B.31)

From equations (B.27), (B.28), (B.30) and (B.31), and the definition of A, we get

Ẇ20(θ) = 2iωτcW20(θ) + g20q(θ) + ḡ02q̄(θ).

Noticing q(θ) = q(0)exp(iωτ cθ), we have

W20(θ) =
ig20q(0)exp(iωτcθ)

ωτc
+

iḡ02q̄(0)exp(−iωτcθ)

3ωτc
+ E1 exp(2iωτcθ), (B.32)

where E1 = (E1
1, E2

1) ∈ R2 is a constant vector. Similarly, we have

W11(θ) = − ig11q(0)exp(iωτcθ)

ωτc
+

iḡ11q̄(0)exp(−iωτcθ)

ωτc
+ E2, (B.33)

where E2 = (E1
2, E2

2) ∈ R2 is a constant vector. Now we will try to find E1 and E2. From the definition of A,
equations (B.27) and (B.28), we obtain

∫ 0

−1
dη(θ)W20(θ) = 2iωτcW20(0) − H20(0) (B.34)

and ∫ 0

−1
dη(θ)W11(θ) = −H11(0), (B.35)

where dη(θ) = η(θ, 0).
Based on equations (B.24) and (B.25), we have

H20(0) = −g20q(0) − ḡ02q̄(0) + 2τc

⎡
⎢⎣
−αbm(1 − 2x∗)

Rm
q1 −

(
pβ − αbmy∗

Rm

)
− r

Rm
q2

1 +
Nαbm

Rm
q1 exp(−2iωτcθ)

⎤
⎥⎦ (B.36)

and

H11(0) = −g11q(0) − ḡ11q̄(0) + τc

⎡
⎢⎣
−αbm(1 − 2x∗)

Rm
(q1 + q̄1) − 2

(
pβ − αbmy∗

Rm

)
− 2r

Rm
q1q̄1 +

Nαbm

Rm
(q1 + q̄1)

⎤
⎥⎦ . (B.37)

Substituting equations (B.34) and (B.36) into equation (B.32) and noticing that

(iωτcI −
∫ 0

−1
exp(iωτcθ)dη(θ))q(0) = 0

and

(−iωτcI −
∫ 0

−1
exp(−iωτcθ)dη(θ))q̄(0) = 0,

we obtain

(2iωτcI −
∫ 0

−1
exp(2iωτcθ)dη(θ))E1 = 2τc

⎡
⎢⎣
−αbm(1 − 2x∗)

Rm
q1 −

(
pβ − αbmy∗

Rm

)
− r

Rm
q2

1 +
Nαbm

Rm
q1 exp(−2iωτc)

⎤
⎥⎦ ,

which is

[
2iω − a11 −a12

−b21 exp(−2iωτc) 2iω − a22 − b22 exp(−2iωτc)

]
E1 = 2

⎡
⎢⎣
−αbm(1 − 2x∗)

Rm
q1 −

(
pβ − αbmy∗

Rm

)
− r

Rm
q2

1 +
Nαbm

Rm
q1 exp(−2iωτc)

⎤
⎥⎦ .
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We further get

E1
1 =

2

A1

∣∣∣∣∣∣∣
−αbm(1 − 2x∗)q1

Rm
− pβ +

αbmy∗

Rm
−a12

− rq2
1

Rm
+

Nαbmq1

Rm
exp(−2iωτc) 2iω − a22 − b22 exp(−2iωτc)

∣∣∣∣∣∣∣
and

E2
1 =

2

A1

∣∣∣∣∣∣∣
2iω − a11

−αbm(1 − 2x∗)

Rm
q1 −

(
pβ − αbmy∗

Rm

)
−b21 exp(−2iωτc) − r

Rm
q2

1 +
Nαbm

Rm
q1 exp(−2iωτc)

∣∣∣∣∣∣∣ ,

where

A1 =

∣∣∣∣ 2iω − a11 −a12

−b21 exp(−2iωτc) 2iω − a22 − b22 exp(−2iωτc)

∣∣∣∣ .
Similarly, substituting equations (B.35) and (B.37) into (B.33), we obtain

[
a11 a12

b21 a22 + b22

]
E2 =

⎡
⎢⎣
αbm(1 − 2x∗)

Rm
(q1 + q̄1) + 2

(
pβ − αbmy∗

Rm

)
2r

Rm
q1q̄1 −

Nαbm

Rm
(q1 + q̄1)

⎤
⎥⎦ .

Therefore we can obtain

E1
2 =

1

A2

∣∣∣∣∣∣∣
αbm(1 − 2x∗)

Rm
(q1 + q̄1) + 2

(
pβ − αbmy∗

Rm

)
a12

2r

Rm
q1q̄1 −

Nαbm

Rm
(q1 + q̄1) a22 + b22

∣∣∣∣∣∣∣
and

E2
2 =

1

A2

∣∣∣∣∣∣∣
a11

αbm(1 − 2x∗)

Rm
(q1 + q̄1) + 2

(
pβ − αbmy∗

Rm

)
b21

2r

Rm
q1q̄1 −

Nαbm

Rm
(q1 + q̄1)

∣∣∣∣∣∣∣ ,

where

A2 =

∣∣∣∣a11 a12

b21 a22 + b22

∣∣∣∣ .
Thus, we can compute W20(θ) and W11(θ) from equations (B.32) and (B.33) and determine the

following values to investigate the qualities of bifurcation periodic solution in the center manifold at the
critical value τ c. And then we can evaluate the following values

c1(0) =
i
(

g20g11 − 2|g11|2 − |g02|2
3

)
2ωτc

+
g21

2
,

μ2 = − Re c1(0)

Reλ′(τc)
, (B.38)

and
β2 = 2 Re c1(0), (B.39)

which are the quantities for determining of bifurcating periodic solutions in the center manifold at τ c.
Specifically, μ2 determines the direction of Hopf bifurcation: if μ2 > 0, then the Hopf bifurcation is
supercritical and the bifurcating periodic solution exists for τ > τ c; if μ2 < 0, then the Hopf bifurcation is
subcritical and the bifurcating periodic solution exists for τ < τ c. The parameter β2 determines the stability
of the bifurcating periodic solution: bifurcating periodic solutions are stable if β2 < 0 and unstable if
β2 > 0.

In the case of eC < r < eD and αbm(1 − eC
r ) < pβ, the equation system has three fixed points in the

parameter space of 0 � x � 1 and y � 0. They are F0, F1, and F3, respectively. We know that the
characteristic equation of equation (B.2) at the fixed point F0, which can be written as

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.40)

Since H < 0, c2 − d2 > 0, and the eigenvalues for τ = 0 are λ1 = r − eD < 0 and λ2 = pβ > 0, respectively,
F0 is unstable for τ � 0 according to proposition 1 and reference [44].
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The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.41)

The eigenvalues for τ = 0 are λ1 = −pβ < 0 and λ2 = r − eC > 0, respectively, which means that the fixed
point F1 for τ = 0 is unstable. Moreover, since c2 − d2 < 0, according to proposition 1 we know that there
exist a pair of purely imaginary solutions which are λ = ±iω+ with ω+ > 0 and d(Reλ)

dτ |λ=iω+ > 0.
Therefore, according to reference [44], the unstable fixed point F1 for τ = 0 never becomes stable for τ > 0,
that is to say, F1 remains unstable for τ � 0.

The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ e−λτ + ML + MαeD e−λτ = 0, (B.42)

where L = eD − r − 2αeD and M = αbm(1 − eC
r ) − pβ. Since H < 0 and c2 − d2 > 0, and the eigenvalues

for τ = 0 are λ1 = αbm(1 − eC
r ) − pβ < 0 and λ2 = eC − r < 0, respectively, F3 is asymptotically stable

τ � 0 according to proposition 1 and reference [44].
In the special case of pβ = αbm(1 − eC

r ), we find that there are three fixed points, which are F0, F1 and
F3, respectively. The characteristic equation of equation (B.2) at the fixed point F0 can be written as

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.43)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = r − eD < 0 and λ2 = pβ > 0, according to
proposition 1 and reference [44] F0 is unstable for τ � 0.

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.44)

The eigenvalues for τ = 0 are λ1 = −pβ < 0 and λ2 = r − eC > 0, meaning that the fixed point F1 for
τ = 0 is unstable. Moreover, since c2 − d2 < 0, and there exists a pair of purely imaginary solutions which
are λ = ±iω+ with ω+ > 0. We further obtain d(Reλ)

dτ |λ=iω+ > 0, hence F1 remains unstable for τ � 0 [44].
The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0, (B.45)

where a = r − eD(1 − 2α) > 0, b = −αeD, c = 0, and d = 0. Since c + d = 0 and
a2 − b2 = (r − eC)(r − eD(1 − 3α)) > 0, F3 is stable, but not asymptotically stable for τ � 0 [44].

Next, we provide the theoretical analysis of the equilibrium points for the special case of r = eD. In this
case, we have Rm − Nbm

r = 0. In dependence of the efficiency of inspection and punishment, we can further
distinguish three following sub-cases. Firstly, if the product of pβ exceeds bm(1 − eC

r ), we then have K > 1.
As a result, the equation system has three fixed points in the parameter space. They are F0, F1, and F3,
respectively. The characteristic equation of equation (B.2) at the fixed point F0, which can be written as

λ2 − pβλ = 0. (B.46)

Since H < 0, c2 − d2 > 0, and the eigenvalues for τ = 0 are λ1 = 0 and λ2 = pβ > 0, according to
proposition 1 and reference [44] F0 is unstable for τ � 0.

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 + pβλ − αeDλ e−λτ − pβαeD e−λτ = 0. (B.47)

The eigenvalues for τ = 0 are λ1 = −pβ < 0 and λ2 = r − eC > 0, hence F1 for τ = 0 is unstable.
Moreover, since c2 − d2 < 0, the pair of purely imaginary solutions are λ = ±iω+ with ω+ > 0. We further
obtain d(Reλ)

dτ |λ=iω+ > 0, hence F1 remains unstable for τ � 0 [44].
The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0, (B.48)

where L = eD − r − 2αeD and M = αbm(1 − eC
r ) − pβ. Since H < 0 and c2 − d2 > 0, there does not exist a

purely imaginary solution and stability does not change for any τ � 0. Moreover, the eigenvalues for τ = 0
are λ1 = αbm(1 − eC

r ) − pβ < 0 and λ2 = eC − r < 0, hence F3 is asymptotically stable for τ � 0 [44].
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Secondly, when the above mentioned institutions are less effective, the term αbm(1 − eC
r ) exceeds pβ. We

then have K > 1. As a result, the equation system has four fixed points, which are F0, F1, F3, and F4. The
characteristic equation of equation (B.2) at the fixed point F0 is

λ2 − pβλ = 0. (B.49)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = 0 and λ2 = pβ > 0, F0 is unstable for τ � 0
according to proposition 1 and reference [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 + pβλ − αeDλ e−λτ − pβαeD e−λτ = 0. (B.50)

These eigenvalues of the fixed point F1 for τ = 0 are λ1 = −pβ < 0 and λ2 = r − eC > 0, respectively,
which means that the fixed point F1 for τ = 0 is unstable. Moreover, since c2 − d2 < 0, according to
proposition 1 we know that there exist a pair of purely imaginary solutions which are λ = ±iω+ with
ω+ > 0. We further obtain d(Reλ)

dτ |λ=iω+ > 0, therefore F1 remains unstable for τ � 0 [44].
The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0, (B.51)

where L = eD − r − 2αeD and M = αbm(1 − eC
r ) − pβ. Since H < 0 and c2 − d2 > 0, and the eigenvalues

are λ1 = αbm(1 − eC
r ) − pβ > 0 and λ2 = eC − r < 0, F3 is unstable τ � 0 according to proposition 1 and

reference [44].
For the fixed point F4 the characteristic equation can be written as

λ2 +
2Npβ

αRm
λ− Npβ

αRm
λ e−λτ + NpβK(1 − K)

αbm

Rm
e−λτ = 0, (B.52)

where K = 1
α − rRm

αbmN + pβrRm
Nα2b2

m
= pβ

α2bm
. Since these eigenvalues of the fixed point F4 for τ = 0 satisfies

λ1 + λ2 < 0 and λ1λ2 > 0, F4 is asymptotically stable for τ = 0. Moreover, since c2 < d2, equation (B.7)
has only one pair of purely imaginary solutions and λ = ±iω+ with ω+ > 0, where

ω2
+ =

1

2

⎡
⎣−3N2p2β2

α2R2
m

+

√(
3N2p2β2

α2R2
m

)2

+ 4NpβK(1 − K)
αbm

Rm

⎤
⎦ . (B.53)

According to reference [44] there exists a critical time delay τc =
θ1
ω+

, where θ1 satisfies

cos θ1 = − (ab2 − d)ω2
+

b2ω2
+ + d2

and sin θ1 = −ad2ω+ + bω3
+

b2ω2
+ + d2

. (B.54)

Hence F4 is asymptotically stable for τ < τ c and unstable for τ > τ c. For τ = τ c, there exists a Hopf
bifurcation in the system. Furthermore, we can determine the direction of Hopf bifurcation and the stability
of the bifurcating periodic solutions by the analysis mentioned before.

Thirdly, for pβ = αbm(1 − eC
r ), we have K = 1 and Rm − Nbm(1−α)

r = pβRm
αbm

. As a result, the system has
three fixed points in the parameter space: F0, F1, and F3. The characteristic equation of equation (B.2) at the
fixed point F0 is

λ2 − pβλ = 0. (B.55)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = 0 and λ2 = pβ > 0, according to proposition 1 and
reference [44] F0 is unstable for τ � 0.

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 + pβλ − αeDλ e−λτ − pβαeD e−λτ = 0. (B.56)

The eigenvalues are λ1 = −pβ < 0 and λ2 = r − eC > 0, yielding F1 is unstable for τ = 0. Moreover, since
c2 − d2 < 0, there exist a pair of purely imaginary solutions which are λ = ±iω+ with ω+ > 0. We further
obtain d(Reλ)

dτ |λ=iω+ > 0. Therefore, F1 remains unstable for τ � 0 [44].
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The characteristic equation of the system at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0, (B.57)

where a = αeD > 0, b = −αeD, c = 0, and d = 0. Since c + d = 0 and a2 − b2 = 3(r − eC)eDα > 0, F3 is
stable, but not asymptotically stable [44].

B3. Rapidly growing resource pool
In the case of r > eD and pβ > αbm(1 − eC

r ), the equation system has four fixed points which are F0, F1, F2,
and F3, respectively. The characteristic equation of equation (B.2) at the fixed point F0 is

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.58)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = r − eD > 0 and λ2 = pβ > 0, F0 is unstable for
τ � 0 according to proposition 1 and reference [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.59)

The related eigenvalues are λ1 = −pβ < 0 and λ2 = r − eC > 0, hence F1 is unstable for τ = 0. Moreover,
since c2 < d2 for eD < r < eD(1 + α), there exist a pair of purely imaginary solutions which are λ = ±iω+

with ω+ > 0 according to proposition 1. We further obtain d(Reλ)
dτ |λ=iω+ > 0, therefore F1 remains unstable

for τ � 0 [44]. While for r > eD(1 + α), since H < 0 and c2 > d2, there does not exist a pair of purely
imaginary solutions and there are no stability switches for τ � 0 according to proposition 1. Therefore, the
stability of the fixed point F1 for τ > 0 is the same with τ = 0, and F1 remains unstable for any τ � 0 [44].

The characteristic equation of equation (B.2) at the fixed point F2 is

λ2 − (eD − r + pβ − αbm + αbmeD)λ+ (pβ − αbm + αbmeD)(r − eD) = 0. (B.60)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = pβ − αbm + αbm
eD
r > 0 and λ2 = eD − r < 0,

according to proposition 1 and reference [44] F2 is unstable for τ � 0.
The characteristic equation of the system at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0. (B.61)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = αbm(1 − eC
r ) − pβ < 0 and λ2 = eC − r < 0, F3 is

asymptotically stable for τ � 0 according to proposition 1 and reference [44].
For r > eD and αbm(1 − eD

r ) < pβ < αbm(1 − eC
r ), the equation system has five fixed points, which are

F0, F1, F2, F3 and F4, respectively. The characteristic equation of equation (B.2) at the fixed point F0 is

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.62)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = r − eD > 0 and λ2 = pβ > 0, according to
proposition 1 and reference [44] F0 is unstable for τ � 0.

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.63)

The related eigenvalues are λ1 = −pβ < 0 and λ2 = r − eC > 0, yielding that F1 is unstable for τ = 0.
Moreover, since c2 < d2 for eD < r < eD(1 + α), there exist a pair of purely imaginary solutions, which are
λ = ±iω+ with ω+ > 0. We further obtain d(Reλ)

dτ |λ=iω+ > 0, therefore F1 remains unstable for τ � 0 [44].

While for r > eD(1 + α), since H < 0 and c2 > d2, there do not exist a pair of purely imaginary solutions
and there are no stability switches for any τ � 0 according to proposition 1. Therefore, the stability of the
fixed point F1 for τ > 0 is the same with τ = 0, and F1 remains unstable for τ � 0 [44].

The characteristic equation of equation (B.2) at the fixed point F2 is

λ2 − (eD − r + pβ − αbm + αbmeD)λ+ (pβ − αbm + αbmeD)(r − eD) = 0. (B.64)

23



New J. Phys. 23 (2021) 053017 F Yan et al

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = pβ − αbm + αbm
eD
r > 0 and λ2 = eD − r < 0, F2 is

unstable for τ � 0 according to proposition 1 and reference [44].
The characteristic equation of the system at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0. (B.65)

Since H < 0, and c2 − d2 > 0, and the eigenvalues are λ1 = αbm(1 − eC
r ) − pβ > 0 and λ2 = eC − r < 0,

according to proposition 1 and reference [44] F3 is unstable for τ � 0.
The characteristic equation for the fixed point F4 is

λ2 +

(
2rpβ

αbm
+ eD − r

)
λ+

(
r − rpβ

αbm
− eD

)
λ e−λτ + NpβK(1 − K)

αbm

Rm
e−λτ = 0, (B.66)

where K = 1
α
− rRm

αbmN + pβrRm
Nα2b2

m
. Since these eigenvalues of the fixed point F4 for τ = 0 satisfies λ1 + λ2 < 0

and λ1λ2 > 0, we know that F4 is asymptotically stable for τ = 0. Moreover, since c2 < d2, there is only one
pair of purely imaginary solutions and λ = ±iω+ with ω+ > 0, where

ω2
+ =

1

2

[
Q +

(
Q2 + 4NpβK(1 − K)

αbm

Rm

) 1
2

]
(B.67)

and Q = rpβ
αbm

(2r − 3rpβ
αbm

− 2eD). According to reference [44] we know that there exists a critical time delay

τc =
θ1
ω+

, where θ1 satisfies

cos θ1 = − (ab2 − d)ω2
+

b2ω2
+ + d2

and sin θ1 = −ad2ω+ + bω3
+

b2ω2
+ + d2

. (B.68)

Hence F4 is asymptotically stable for τ < τ c and unstable for τ > τ c, and there exists a Hopf bifurcation for
τ = τ c. Furthermore, we can determine the direction of Hopf bifurcation and the stability of the
bifurcation periodic solutions by the analysis mentioned before.

In the case of r > eD and αbm(1 − eD
r ) > pβ, the equation system has four fixed points which are F0, F1,

F2, and F3, respectively. The characteristic equation of equation (B.2) at the fixed point F0 is

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.69)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = r − eD > 0 and λ2 = pβ > 0, F0 is unstable for
τ � 0 according to proposition 1 and reference [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.70)

These eigenvalues of the fixed point F1 for τ = 0 are λ1 = −pβ < 0 and λ2 = r − eC > 0, respectively.
Therefore, F1 is unstable for τ = 0. Moreover, for eD < r < eD(1 + α), since c2 < d2, there exist a pair of
purely imaginary solutions, which are λ = ±iω+ with ω+ > 0. We further obtain d(Reλ)

dτ |λ=iω+ > 0,

therefore F1 remains unstable for τ � 0 [44]. While for r > eD(1 + α), since H < 0 and c2 > d2, there do
not exist a pair of purely imaginary solutions and there are no stability switches for any τ � 0 according to
proposition 1. Therefore, the stability of the fixed point F1 for τ > 0 is the same with τ = 0, and F1 remains
unstable for τ � 0 [44].

The characteristic equation of equation (B.2) at the fixed point F2 is

λ2 − (eD − r + pβ − αbm + αbmeD)λ+ (pβ − αbm + αbmeD)(r − eD) = 0. (B.71)

Since H < 0, and c2 − d2 > 0, and the eigenvalues are λ1 = pβ − αbm + αbm
eD
r < 0 and λ2 = eD − r < 0,

according to proposition 1 and reference [44] F2 is asymptotically stable for τ � 0.
The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0. (B.72)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = αbm(1 − eC
r ) − pβ > 0 and λ2 = eC − r < 0, F3

remains unstable for τ � 0 according to proposition 1 and reference [44].
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Finally, we note that there exist two special cases of pβ = αbm(1 − eC
r ) and pβ = αbm(1 − eD

r ) for
rapidly growing resource pool. We now provide theoretical analysis for the equilibrium points in these
special cases.

In the first case of pβ = αbm(1 − eD
r ), we then have K = 1 and Rm − Nbm

r = pβRm
αbm

. As a result, the
equation system has four fixed points which are F0, F1, F2, and F3. The characteristic equation of
equation (B.2) at the fixed point F0 is

λ2 − [r − eD + pβ]λ+ pβ(r − eD) = 0. (B.73)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = r − eD > 0 and λ2 = pβ > 0, F0 is unstable for
τ � 0 according to proposition 1 and reference [44].

The characteristic equation of equation(B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.74)

These eigenvalues of the fixed point F1 for τ = 0 are λ1 = −pβ < 0 and λ2 = r − eC > 0, respectively.
Therefore, F1 is unstable for τ = 0. Moreover, for eD < r < eD(1 + α), since c2 < d2, there exist a pair of
purely imaginary solutions which are λ = ±iω+ with ω+ > 0. We further obtain d(Reλ)

dτ |λ=iω+ > 0,

therefore F1 remains unstable for τ � 0 [44]. While for r > eD(1 + α), since H < 0 and c2 > d2, there do
not exist a pair of purely imaginary solutions and there are no stability switches for any τ � 0 according to
proposition 1. Therefore, the stability of the fixed point F1 for τ > 0 is the same with τ = 0, and F1 remains
unstable for τ � 0 [44].

The characteristic equation of equation (B.2) at the fixed point F2 is

λ2 −
(

eD − r + pβ − αbm +
αbmeD

r

)
λ+

(
pβ − αbm +

αbmeD

r

)
(r − eD) = 0. (B.75)

In this situation, we have a = r − eD > 0, b = 0, c = 0, and d = 0. Since a = r − eD > 0 and
a2 − b2 = (r − eD)2 > 0, F2 is stable, but not asymptotically stable [44].

The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0. (B.76)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = αbm(1 − eC
r ) − pβ > 0 and λ2 = eC − r < 0,

according to proposition 1 and reference [44] F3 remains unstable for τ � 0.
In the second case of pβ = αbm(1 − eC

r ), we then have K = 1 and Rm − Nbm(1−α)
r = pβRm

αbm
. As a result,

the equation system has four fixed points, which are F0, F1, F2, and F3, respectively. The characteristic
equation of equation (B.2) at the fixed point F0 is

λ2 − (r − eD + pβ)λ+ pβ(r − eD) = 0. (B.77)

Since H < 0, c2 − d2 > 0 and the eigenvalues are λ1 = r − eD > 0 and λ2 = pβ > 0, F0 is unstable for
τ � 0 according to proposition 1 and reference [44].

The characteristic equation of equation (B.2) at the fixed point F1 is

λ2 − (r − eD − pβ)λ− αeDλ e−λτ − pβ(r − eD) − pβαeD e−λτ = 0. (B.78)

These eigenvalues are λ1 = −pβ < 0 and λ2 = r − eC > 0, therefore F1 is unstable for τ = 0. Moreover, for
eD < r < eD(1 + α), since c2 < d2, there exist a pair of purely imaginary solutions which are λ = ±iω+

with ω+ > 0. We further obtain d(Reλ)
dτ |λ=iω+ > 0, therefore F1 remains unstable for τ � 0 [44]. While for

r > eD(1 + α), since H < 0 and c2 > d2, according to proposition 1 there do not exist a pair of purely
imaginary solutions and there are no stability switches for any τ � 0. Therefore, the stability of the fixed
point F1 for τ > 0 is the same with τ = 0, and F1 remains unstable for τ � 0 [44].

The characteristic equation of equation (B.2) at the fixed point F2 is

λ2 −
(

eD − r + pβ − αbm +
αbmeD

r

)
λ+

(
pβ − αbm +

αbmeD

r

)
(r − eD) = 0. (B.79)

Since H < 0, c2 − d2 > 0, and the eigenvalues are λ1 = pβ − αbm + αbmeD
r > 0 and λ2 = eD − r < 0, F2 is

unstable for τ � 0 according to proposition 1 and reference [44].
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The characteristic equation of equation (B.2) at the fixed point F3 is

λ2 − (L + M)λ− αeDλ e−λτ + ML + MαeD e−λτ = 0. (B.80)

In this situation, we have a = r − eC > 0, b = 0, c = 0, and d = 0. Since a = r − eC > 0 and
a2 − b2 = (r − eC)(eD(1 − 3α) − r) > 0, according to reference [44] we know that F3 is stable, but not
asymptotically stable.
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