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#### Abstract

We consider bijective maps $\phi$ on the full operator algebra $\mathcal{B}(\mathcal{H})$ of an infinite dimensional Hilbert space with the property that, for every $A, B, X \in \mathcal{B}(\mathcal{H}), X$ is the Douglas solution of the equation $A=B X$ if and only if $Y=\phi(X)$ is the Douglas solution of the equation $\phi(A)=\phi(B) Y$. We prove that those maps are implemented by a unitary or anti-unitary map $U$, i.e., $\phi(A)=U A U^{*}$.


## 1. Introduction

Operator equations of the form

$$
\begin{equation*}
B X=A \tag{1.1}
\end{equation*}
$$

arise in many problems in engineering, physics, and statistics. In [3] R. G. Douglas considered the problem in the context of Hilbert space operators. He established the following characterisation of solvability:

Douglas' Factorization Theorem. Let $\mathcal{H}$ be a Hilbert space and let $A, B \in \mathcal{B}(\mathcal{H})$. Then the following statements are equivalent:
(i) the operator equation $B X=A$ has a solution $X \in \mathcal{B}(\mathcal{H})$,
(ii) there exists $\lambda>0$ s.t. $\left\|A^{*} x\right\| \leq \lambda\left\|B^{*} x\right\|$ for all $x \in \mathcal{H}$,
(iii) we have the range inclusion $\operatorname{ran} A \subseteq \operatorname{ran} B$.

In any case, there is a unique operator $X=D$ such that
(D1) $\operatorname{ran} D \subseteq[\operatorname{ker} B]^{\perp}$,
(D2) $\operatorname{ker} D=\operatorname{ker} A$,
(D3) $\|D\|=\inf \left\{\lambda>0:\left\|A^{*} x\right\| \leq \lambda\left\|B^{*} x\right\| \quad(\forall x \in \mathcal{H})\right\}$.
In fact, condition $(D 1)$ automatically implies both $(D 2)$ and $(D 3)$. The unique operator $D$ satisfying conditions ( $D 1$ )-(D3) is called the Douglas solution (or reduced solution) of (1.1).

Generalizations of Douglas' factorization theorem to Banach spaces [1, 4], locally convex spaces [15], Hilbert $C^{*}$-modules [9] and unbounded operators and relations $[8,14]$ are also available.

[^0]There are many important objects in operator theory which can be defined as the Douglas solution of a suitably posed operator equation. These include, but not are limited to, the Moore-Penrose pseudoinverse and the polar decomposition [2], the parallel sum [7] and the Schur complement [16]. A number of preserver issues have recently been examined in relation to these operators, see e.g. [10, 12, 13, 17, 18].

In this paper we consider the following nonlinear preserver problem: Let $\phi$ : $\mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ be a bijective map with the property that, for every triple $A, B, X$ of bounded operators in $\mathcal{B}(\mathcal{H}), X$ is the Douglas solution of the equation $A=$ $B X$ if and only if $Y=\phi(X)$ is the Douglas solution of the equation $\phi(A)=$ $\phi(B) Y$. (Shortly, we say in that case that $\phi$ preserves the Douglas solution in both directions.) In this note we describe the form all such transformation $\phi$. Our result shows that the structure of those mappings is quite rigid, namely, every Douglas solution preserving map $\phi$ is of the form

$$
\phi(A)=U A U^{*}, \quad A \in \mathcal{B}(\mathcal{H})
$$

for a fixed unitary or anti-unitary map $U$. We stress that the only constraint concerns the dimension of the underlying Hilbert space, and no algebraic or topological assumptions like linearity or continuity on $\phi$ are imposed. On the contrary: these properties follow from the intrinsic structure of such a transformation.

The result may find possible applications in preserver problems related to operators that arise as a Douglas solution to (1.1) for some suitable $A, B$. As already mentioned, so is e.g. the Moore-Penrose inverse of a closed range operator $A$. (The Moore-Penrose inverse $A^{\dagger}$ of a $A$ is the Douglas solution of the equation $A X=P$, where $P$ is the orthogonal projection onto the range space of $A$, see [2].) MoorePenrose inverse preserving transformations have been studied in $[17,18]$ on finite dimensional vector spaces, however, the author is not aware of such results on infinite dimensional spaces. In addition, in the mentioned articles an extra linearity condition is required for the transformation to be characterized, while in the main result of the present article no such additional condition is imposed.

## 2. The main theorem

Before we state and prove our main result, let us fix some notation. Throughout, $\mathcal{H}$ denotes an infinite dimensional complex Hilbert space, and $\mathcal{B}(\mathcal{H})$ stands for the $C^{*}$-algebra of all bounded, linear operators $A: \mathcal{H} \rightarrow \mathcal{H}$. The kernel and range spaces of an operator $A \in \mathcal{B}(\mathcal{H})$ are denoted by $\operatorname{ker} A$ and $\operatorname{ran} A$, respectively. The collection of the ranges of all bounded operators is denoted by $\operatorname{Lat}(\mathcal{H})$, that is,

$$
\operatorname{Lat}(\mathcal{H}):=\{\operatorname{ran} A: A \in \mathcal{B}(\mathcal{H})\} .
$$

Note that $\operatorname{Lat}(\mathcal{H})$ is not identical with the class of all linear submanifolds of $\mathcal{H}$ (cf. [7]). For the set of one-dimensional subspaces of $\mathcal{H}$ we use the symbol $\operatorname{Lat}_{1}(\mathcal{H})$ :

$$
\operatorname{Lat}_{1}(\mathcal{H}):=\{\mathbb{C} e: e \in \mathcal{H}, e \neq 0\}
$$

For given two vectors $e, f \in \mathcal{H}$, we define the one-rank operator $e \otimes f$ by

$$
(e \otimes f)(x):=\langle x, f\rangle e, \quad x \in \mathcal{H}
$$

If $\mathcal{M} \in \operatorname{Lat}(\mathcal{H})$ is a closed subspace of $\mathcal{H}$ then we denote by $P_{\mathcal{M}}$ the orthogonal projection onto $\mathcal{M}$. If $\mathcal{M}$ is of the form $\mathcal{M}=\mathbb{C} e$ for some $e \in \mathcal{H}$ then we set $P_{e}:=P_{\mathcal{M}}$. Finally, the set of invertible operators (that is, of those operators which do not have 0 in their spectrum) is denoted by $\operatorname{GL}(\mathcal{H})$.

Theorem. Let $\mathcal{H}$ be an infinite dimensional Hilbert space. A bijective map $\phi$ : $\mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ preserves the Douglas solution in both directions if and only if there exists a unitary or anti-unitary operator $U: \mathcal{H} \rightarrow \mathcal{H}$ such that

$$
\begin{equation*}
\phi(A)=U A U^{*}, \quad A \in \mathcal{B}(\mathcal{H}) \tag{2.1}
\end{equation*}
$$

Proof. We start by observing that the bijective map $\phi: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ preserves the Douglas solution in both directions if and only if

$$
\left.\begin{array}{c}
A=B X  \tag{2.2}\\
\operatorname{ran} X \subseteq[\operatorname{ker} B]^{\perp}
\end{array}\right\} \Longleftrightarrow\left\{\begin{array}{c}
\phi(A)=\phi(B) \phi(X) \\
\operatorname{ran} \phi(X) \subseteq[\operatorname{ker} \phi(B)]^{\perp}
\end{array}\right.
$$

for all $A, B, X \in \mathcal{B}(\mathcal{H})$. Indeed, the left hand side of (2.2) means that $X \in \mathcal{B}(\mathcal{H})$ is the Douglas solution of the equation $A=B X$ while the left hand side of (2.2) means that $Y=\phi(X)$ is the Douglas solution of the equation $\phi(A)=\phi(B) Y$. From (2.2) we infer that $\phi$ satisfies

$$
\begin{equation*}
\phi(B D)=\phi(B) \phi(D), \quad \forall B, D \in \mathcal{B}(\mathcal{H}), \operatorname{ran} D \subseteq[\operatorname{ker} B]^{\perp} \tag{2.3}
\end{equation*}
$$

Claim 1. $\operatorname{ran}(B)=\mathcal{H} \Longleftrightarrow \operatorname{ran}(\phi(B))=\mathcal{H}, \quad(B \in \mathcal{B}(\mathcal{H}))$
Indeed, if $\operatorname{ran} B=\mathcal{H}$ then equation (1.1) is solvable for every $A \in \mathcal{B}(\mathcal{H})$, and therefore the same is true for equation $\phi(B) Y=\phi(A)$. Since $\phi$ is bijective, this implies $\operatorname{ran} \phi(B)=\mathcal{H}$. The converse direction is proved similarly.

Claim 2. $\operatorname{ker} B=\{0\} \Longleftrightarrow \operatorname{ker} \phi(B)=\{0\}, \quad(B \in \mathcal{B}(\mathcal{H}))$.
For if ker $B=\{0\}$, then the Douglas solution of $B X=B$ is $X=I$, so by (2.2) we get

$$
\phi(B)=\phi(B) \phi(I), \quad \text { and } \quad \operatorname{ran} \phi(I) \subseteq[\operatorname{ker} \phi(B)]^{\perp}
$$

Since $\phi(I)$ is surjective, we infer that $\operatorname{ker} \phi(B)=\{0\}$. This proves Claim 2.
We see from Claims $1 \& 2$ and equation (2.3) that the restriction $\left.\phi\right|_{\mathrm{GL}(\mathcal{H})}$ of $\phi$ onto the group of invertible elements $\mathrm{GL}(\mathcal{H})$ is in fact an automorphism of $\mathrm{GL}(\mathcal{H})$. Hence, by [11, Theorem 3.1], there exists a linear or conjugate linear topological isomorphism $S: \mathcal{H} \rightarrow \mathcal{H}$ such that either

$$
\begin{equation*}
\phi(X)=S X S^{-1}, \quad \forall X \in \mathrm{GL}(\mathcal{H}) \tag{2.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi(X)=\left(S X^{-1} S^{-1}\right)^{*}, \quad \forall X \in \operatorname{GL}(\mathcal{H}) \tag{2.5}
\end{equation*}
$$

In Claim 4 we shall demonstrate that (2.5) may not happen. To do so we first need the following.

Claim 3. $\phi$ maps orthogonal projections into orthogonal projections.
Indeed, if $P=P^{2}=P^{*}$ then $\operatorname{ran} P=[\operatorname{ker} P]^{\perp}$ and therefore (2.3) implies

$$
\phi(P)=\phi(P \cdot P)=\phi(P) \phi(P)
$$

hence $\phi(P)$ is an idempotent. Furthermore, the Douglas solution of the equation $P=P X$ is just $X=P$, hence the Douglas solution of $\phi(P)=\phi(P) Y$ is $Y=$ $\phi(P)$, which in turn implies $\operatorname{ran} \phi(P) \subseteq[\operatorname{ker} \phi(P)]^{\perp}$. Thus $\phi(P)$ is an orthogonal projection.

Claim 4. (2.5) cannot hold.

For assume towards a contradiction that it does. Let $\left(e_{n}\right)_{n \in \mathbb{N}}$ be an orthonormal sequence in $\mathcal{H}$, and take a self-adjoint operator $A \in \mathcal{B}(\mathcal{H})$ such that $A e_{n}=\frac{1}{n} e_{n}$. Let us denote by $P_{n}:=e_{n} \otimes e_{n}$ the orthogonal projection onto $\mathbb{C} e_{n}$. Then we have $A P_{n}=\frac{1}{n} P_{n}$ and $\operatorname{ran} P_{n} \subseteq[\operatorname{ker} A]^{\perp}$. From (2.3) and (2.5) we thus obtain

$$
\phi(A) \phi\left(P_{n}\right)=\phi\left(A P_{n}\right)=\phi\left(\frac{1}{n} I P_{n}\right)=\phi\left(\frac{1}{n} I\right) \phi\left(P_{n}\right)=n \phi\left(P_{n}\right) .
$$

Since $\phi\left(P_{n}\right)$ is a non-zero orthogonal projection, this means that every integer $n$ is an eigenvalue of $\phi(A)$, that is impossible. This proves Claim 4.

So we see now that $\phi$ acts on $\operatorname{GL}(\mathcal{H})$ by (2.4). Next we observe that $\phi$ preserves range inclusion in both directions, i.e.,

$$
\operatorname{ran} A \subseteq \operatorname{ran} B \quad \Longleftrightarrow \quad \operatorname{ran} \phi(A) \subseteq \operatorname{ran} \phi(B), \quad A, B \in \mathcal{B}(\mathcal{H})
$$

which is obvious by the very definition of Douglas solution preserving maps. Hence $\phi$ induces a bijective map $\Phi: \operatorname{Lat}(\mathcal{H}) \rightarrow \operatorname{Lat}(\mathcal{H})$ on the set of operator ranges by the correspondence

$$
\Phi(\operatorname{ran} A):=\operatorname{ran} \phi(A), \quad A \in \mathcal{B}(\mathcal{H}) .
$$

Claim 5. The restriction $\left.\Phi\right|_{\text {Lat }_{1}(\mathcal{H})}$ of $\Phi$ onto $\operatorname{Lat}_{1}(\mathcal{H})$ is a bijection of $\operatorname{Lat}_{1}(\mathcal{H})$.
Let $B \in \mathcal{B}(\mathcal{H})$ be a rank one operator and take two non-zero vectors $e_{1}, e_{2} \in$ $\operatorname{ran} \Phi(B)$. Let $E_{1}, E_{2} \in \mathcal{B}(\mathcal{H})$ be rank one operators such that ran $E_{i}=e_{i}$, then the equations $\Phi(B) Y=E_{i}, i=1,2$, are both solvable and therefore, setting $C_{i}:=$ $\phi^{-1}\left(E_{i}\right)$, equations $B X=C_{i}$ are solvable too. Since $B$ has rank one, it follows that $\operatorname{ran} C_{1}=\operatorname{ran} C_{2}=\operatorname{ran} B$ and therefore $\operatorname{ran} E_{1}=\operatorname{ran} E_{2}$, hence $e_{1}$ and $e_{2}$ are linearly dependent. A similar argument applied to $\phi^{-1}$ shows that $\Phi: \operatorname{Lat}_{1}(\mathcal{H}) \rightarrow \operatorname{Lat}_{1}(\mathcal{H})$ is a bijection. This proves Claim 5.

It is clear that for all non-zero vectors $e, f, g \in \mathcal{H}$ one has

$$
\mathbb{C} g \subseteq \mathbb{C} e+\mathbb{C} f \quad \Longleftrightarrow \quad \Phi(\mathbb{C} g) \subseteq \Phi(\mathbb{C} e)+\Phi(\mathbb{C} f)
$$

hence $\Phi$ is a projectivity in the sense of [5]. The fundamental theorem of projective geometry (see e.g. [5]) implies that $\Phi$ is implemented by a semi-linear bijection $T: \mathcal{H} \rightarrow \mathcal{H}$ in the sense that

$$
\Phi(\mathbb{C} e)=\mathbb{C} \cdot T e, \quad e \in \mathcal{H}, e \neq 0
$$

Moreover, $T$ is unique up to a scalar multiplier. Take now an $\mathcal{M} \in \operatorname{Lat}(\mathcal{H})$, then

$$
\Phi(\mathcal{M})=\Phi\left(\bigcup_{e \in \mathcal{M}} \mathbb{C} e\right)=\bigcup_{e \in \mathcal{M}} \Phi(\mathbb{C} e)=\bigcup_{e \in \mathcal{M}} \mathbb{C} \cdot T e=T(\mathcal{M})
$$

whence it follows that

$$
\begin{equation*}
\operatorname{ran} \phi(A)=\operatorname{ran} T A, \quad A \in \mathcal{B}(\mathcal{H}) \tag{2.6}
\end{equation*}
$$

By [6, Theorem 1] we infer that $T: \mathcal{H} \rightarrow \mathcal{H}$ is either a linear or a conjugate linear topological isomorphism.

Claim 6. We claim that $S=\lambda T$ for some non-zero scalar $\lambda$.

Let us assume first that both $S, T$ are linear. In this case, $\phi(\lambda A)=\lambda \phi(A)$ for every $A \in \mathcal{B}(\mathcal{H})$ and $\lambda \in \mathbb{C}$. By (2.6),

$$
\phi\left(P_{x}\right)=P_{T x}, \quad x \in \mathcal{H}
$$

where $P_{x}$ denotes the orthogonal projection onto $\mathbb{C} x$. Hence

$$
\phi\left(X P_{x}\right)=\phi(X) \phi\left(P_{x}\right)=S X S^{-1} P_{T x}, \quad X \in \mathrm{GL}(\mathcal{H}), x \in \mathcal{H}
$$

Consequently, for every fixed $X \in \mathrm{GL}(\mathcal{H})$,

$$
\mathbb{C} \cdot T X x=\operatorname{ran}\left(T X P_{x}\right)=\operatorname{ran} \phi\left(X P_{x}\right)=\mathbb{C} \cdot S X S^{-1} T x, \quad \forall x \in \mathcal{H}
$$

The uniqueness part of the fundamental theorem of projective geometry implies

$$
T X=\lambda_{X} S X S^{-1} T, \quad X \in \mathrm{GL}(\mathcal{H})
$$

where $\lambda_{X} \in \mathbb{C}$ is a scalar depending on $X$. After rearranging this yields $S^{-1} T X=$ $\lambda_{X} X S^{-1} T$, whence, by setting $R:=S^{-1} T$, we obtain that

$$
\begin{equation*}
R X=\lambda_{X} X R, \quad \forall X \in \mathrm{GL}(\mathcal{H}) \tag{2.7}
\end{equation*}
$$

It is easy to check that the map $X \mapsto \lambda_{X}$ is continuous with $\lambda_{I}=1, \lambda_{X Y}=\lambda_{X} \lambda_{Y}$ and $\lambda_{\alpha X}=\lambda_{X},(0 \neq \alpha \in \mathbb{C})$. If $X, Y, X+Y \in \mathrm{GL}(\mathcal{H})$ then also

$$
\lambda_{X+Y}(X+Y)=\lambda_{X} X+\lambda_{Y} Y
$$

whence we obtain

$$
\left[\lambda_{X+Y}-\lambda_{X}\right] I=\left[\lambda_{Y}-\lambda_{X+Y}\right] Y X^{-1}
$$

Therefore, if $Y X^{-1} \notin \mathbb{C} I$, then $\lambda(X)=\lambda(X+Y)=\lambda(Y)$. For every $X \in \operatorname{GL}(\mathcal{H})$ with $|\alpha|<\|X\|^{-1}$ we have $I+\alpha X \in \mathrm{GL}(\mathcal{H})$ and so

$$
\lambda_{X}=\lambda_{\alpha X}=\lambda_{I+\alpha X}=\lambda_{I}=1
$$

According to (2.7) this means that $R$ commutes with every $X \in \mathrm{GL}(\mathcal{H})$ and therefore $R \in \mathbb{C} I$. Consequently, $S=\alpha T$ for some (non-zero) $\alpha$.

The same argument applies when $S$ and $T$ are both conjugate linear.
Assume now that $S$ is linear and $T$ is conjugate linear, or conversely, that $S$ is conjugate linear and $T$ is linear. Just like above we conclude that (2.7) holds true with the conjugate linear operator $R=S^{-1} T$. Then we have the following identities on the spectra:

$$
\sigma\left(X^{*}\right)=\sigma\left(R X R^{-1}\right)=\lambda_{X} \cdot \sigma(X), \quad \forall X \in \mathrm{GL}(\mathcal{H})
$$

But this cannot hold for every $X \in \mathrm{GL}(\mathcal{H})$ (take e.g. an $X$ with spectrum $\sigma(X)=$ $\{1, i,-2 i\})$, so this is a contradiction. The proof of Claim 6 is therefore complete.

We may and we will therefore assume that $S=T$.
Claim 7. T is unitary or anti-unitary
Let $P$ be an orthogonal projection, then $2 P-I$ is unitary such that $(2 P-I) P=$ $P$. Hence

$$
\phi(P)=\phi(2 P-I) \phi(P)=\left(2 T P T^{-1}-I\right) \phi(P)
$$

whence we get

$$
\begin{equation*}
\phi(P)=T P T^{-1} \tag{2.8}
\end{equation*}
$$

In particular, for $e \in \mathcal{H},\|e\|=1$, we have

$$
\begin{equation*}
\phi(e \otimes e)=T e \otimes\left(T^{-1}\right)^{*} e \tag{2.9}
\end{equation*}
$$

Furthermore,

$$
\phi(e \otimes e)=\phi\left(P_{e}\right)=P_{T e}=\frac{1}{\|T e\|^{2}} T e \otimes T e
$$

whence $\left(T^{-1}\right)^{*} e=\frac{1}{\|T e\|^{2}} T e$, and therefore

$$
T x=\frac{\|T x\|^{2}}{\|x\|^{2}}\left(T^{-1}\right)^{*} x, \quad x \in \mathcal{H}, x \neq 0 .
$$

This yields that $x \perp y$ implies $T x \perp T y$ for every pair of non-zero vectors $x, y \in \mathcal{H}$. An easy calculation shows that $\|T e\|^{2}=\|T f\|^{2}=: \alpha$ for every unit vectors $e, f \in \mathcal{H}$, $e \perp f$. It follows therefore that $U:=\alpha^{-1} T$ is either a unitary or an anti-unitary operator.

We may therefore assume that $U=T$. Then

$$
\begin{equation*}
\phi(e \otimes e)=U e \otimes U e, \quad e \in \mathcal{H},\|e\|=1 \tag{2.10}
\end{equation*}
$$

Let now $e, f \in \mathcal{H}$ be unit vectors, then $\phi(e \otimes f)$ is of rank one, namely, $\operatorname{ran} \phi(e \otimes f)=$ $\mathbb{C} \cdot U e$. Consequently, $\phi(e \otimes f)=U e \otimes u_{e, f}$ for some $u_{e, f} \in \mathcal{H}$ (depending on the vectors $e, f)$. Since we have

$$
e \otimes e=(e \otimes f)(f \otimes e), \quad \operatorname{ran}(f \otimes e) \subseteq[\operatorname{ker}(e \otimes f)]^{\perp}
$$

from (2.3) it follows that

$$
U e \otimes U e=\left(U e \otimes u_{e, f}\right)\left(U f \otimes u_{f, e}\right)=\left\langle U f, u_{e, f}\right\rangle \cdot\left(U e \otimes u_{f, e}\right)
$$

consequently $u_{f, e} \in \mathbb{C} \cdot U e$. In particular,

$$
\phi(e \otimes f)=\lambda_{e, f} \cdot U e \otimes U f
$$

for some $\lambda_{e, f} \in \mathbb{C}$. Consider now a unitary operator $V \in \mathcal{B}(\mathcal{H})$ such that $V e=f$. Then $f \otimes f=V(e \otimes f)$, whence it follows that

$$
U f \otimes U f=\phi(V) \phi(e \otimes f)=U V U^{-1}\left(\lambda_{e, f} U e \otimes U f\right)=\lambda_{e, f} \cdot U f \otimes U f
$$

and therefore $\lambda_{e, f}=1$. Consequently, $\phi(e \otimes f)=U e \otimes U f$ for every pair of unit vectors $e, f \in \mathcal{H}$. This implies

$$
\begin{equation*}
\phi(x \otimes y)=U x \otimes U y, \quad x, y \in \mathcal{H} \tag{2.11}
\end{equation*}
$$

To conclude the proof, consider an arbitrary operator $A \in \mathcal{B}(\mathcal{H})$. Take first a unit vector $e \in[\operatorname{ker} A]^{\perp}$ then the identities $\phi(A e \otimes e)=\phi(A) \otimes \phi(e \otimes e)$ and (2.11) imply

$$
U A e \otimes U e=\phi(A) U e \otimes U e
$$

Hence $U A e=\phi(A) U e$. This proves that

$$
\begin{equation*}
\phi(A) U x=U A x, \quad \forall x \in[\operatorname{ker} A]^{\perp} \tag{2.12}
\end{equation*}
$$

Denote by $P$ the orthogonal projection onto $[\operatorname{ker} A]^{\perp}$. Since the Douglas solution of $A=A X$ is $X=P$, the Douglas solution of $\phi(A)=\phi(A) Y$ is in turn $Y=$ $\phi(P)$. Here, $\phi(P)$ coincides with the orthogonal projection onto $U\left(\operatorname{ker} A^{\perp}\right)$. Thus we conclude that

$$
\operatorname{ker} \phi(A)=\operatorname{ker} \phi(P)=\left[U\left(\operatorname{ker} A^{\perp}\right)\right]^{\perp}=U(\operatorname{ker} A)
$$

In particular,

$$
\begin{equation*}
0=\phi(A) U x=U A x, \quad \forall x \in \operatorname{ker} A . \tag{2.13}
\end{equation*}
$$

From identities (2.12) and (2.13) it follows that $\phi$ satisfies (2.1).

Remark. The above proof relies on tools which depend on the infinite-dimensionality of $\mathcal{H}$. It remains an intriguing open question whether the statement of the Theorem remains true in the finite dimensional case.
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