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Mass extinctions are defined by extinction rates significantly above back-

ground levels and have had substantial consequences for the evolution of

life. Geographically selective extinctions, subsequent originations and species

redistributions may have changed global biogeographical structure, but

quantification of this change is lacking. In order to assess quantitatively the bio-

geographical impact of mass extinctions, we outline time-traceable bioregions

for benthic marine species across the Phanerozoic using a compositional net-

work. Mass extinction events are visually recognizable in the geographical

depiction of bioregions. The end-Permian extinction stands out with a severe

reduction of provinciality. Time series of biogeographical turnover represent

a novel aspect of the analysis of mass extinctions, confirming concentration

of changes in the geographical distribution of benthic marine life.

1. Introduction
Mass extinctions, defined as extinction rates significantly above background,

punctuated the history of life on Earth [1]. These cataclysmic events obliterated

the majority of species [2], altered ecosystem structures [3] including the replace-

ment of incumbent clades [4,5], but were surprisingly reserved in altering

functional diversity [6]. The transient loss of biodiversity associated with bottle-

neck effects on surviving lineages [7] and survivor redistribution [8] are

expected to change the biogeographical structure of the biosphere, but there are

limited data supporting this conjecture.

We expect the turnover of global biogeographical structures, from inter-

vals preceding mass extinctions to intervals following them, to be significantly

higher than for background intervals. This hypothesis stands regardless of the

direct extinction mechanism. Species extinctions, combined with the proliferation

of ‘disaster taxa’ with wider geographical ranges [9] in low diversity communities

[10] should lead to a biogeographically more uniform world. Furthermore, uneven

geographical extinction selectivity during mass extinctions [11,12] should be

apparent through the survival of bioregions. A decrease in beta diversity is

sometimes noted after extinction events [13,14] but not uniformly so ([15], fig. 5).

In order to clarify the biogeographical imprint of mass extinctions, we applied

a novel method of assessing biogeographical turnover through geological ages.

Using a biogeographical network approach [12,16–18], we analysed the global

spatio-temporal structure of the marine fossil record and outlined time-traceable bio-

geographical units (bioregions). We constructed time series of the changes between

consecutive geographical renderings (by-cell spatio-temporal turnover) and of the

secular emergence and disintegration of the biogeographical units (by-bioregion

temporal turnover). We quantitatively confirm that mass extinctions were associated

with elevated biogeographical reorganization of marine benthic species.
2. Data and methods
(a) Data
Occurrences of marine invertebrate species were downloaded from the Paleobiology

Database (PaleoDB, http://paleobiodb.org) on 7 July 2017 and parsed into one of
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82 geological ages (see electronic supplementary material). The

downloaded taxa included the well-preserved benthic ‘core’

groups of Brachiopoda, Bivalvia, Gastropoda, Bryozoa, Echinoder-

mata, Anthozoa, Decapoda and Trilobita. The dataset comprised

370 459 fossil occurrences of 87 618 species. Palaeo-geographical

coordinates were obtained by rotating the present day coordinates

of fossil collections with the GPlates 2.0.0 software with the

rotation file supplied by C. Scotese in the ‘PALEOMAP PaleoAtlas

for GPlates’ package [19]. After the coordinates were calculated,

the collections were binned using an icosahedral geographical

grid from the ‘icosa’ R package [20] with 362 roughly equal area

cells (tessellation level ¼ 6, mean cell area ¼ 1 409 021 km2). To

construct a time-uniform biogeographical partitioning scheme,

we assigned the fossil occurrences to spatio-temporal units, i.e.

time bin-specific geographical grid where the combination of the

geographical cell and time slice variables represent the units

used in the network analysis. Out of the 29 684 spatio-temporal

cells (82 post-Cambrian ages � 362 geographical cells) available

for occupation, 2117 contained more than 10 occurrences, which

was our minimum quota for sampling.

(b) Network analysis
Using the species shared between the 2117 spatio-temporal units,

we constructed a bipartite occurrence network [16,21]. After pro-

jection to represent only the spatio-temporal units as vertices, the

weights of the network edges were adjusted for sampling intensity

following Rojas et al. [17]. Using this single network, we outlined

partitions with the ‘infomap’ community detection algorithm

(see electronic supplementary material, [22]). The resulting mod-

ules of the network represented spatially coherent bioregions

(biogeographical units) that can be traced through time [23].

(c) Turnover
Three kinds of faunal turnover were considered in the study:

(1) by-cell (total biogeographical turnover); (2) by-bioregion (emer-

gence and disintegration) and (3) taxonomic (species origination

and extinction). The total temporal heterogeneity of the biogeogra-

phical changes, (1), was described using differences between the

geographical renderings of bioregions in consecutive time bins.

We defined by-cell biogeographical turnover from time bin i 2 1

to i as the proportion

bi ¼
ndiff

i

nsamp
i

, ð2:1Þ

where nsamp
i represents the number of geographical cells sampled

in both time bin i 2 1 and i, whereas ndiff
i denotes the number of

cells among these that changed bioregion membership. This

approach allowed us to constrain turnover between 0 (no

change) and 1 (complete turnover). An advantage of this metric

is that although non-random sampling can influence it, the

number of sampled cells is not expected to have a predictable

effect on the trueness of the estimates.

We also tallied the emergence (‘origination’) and disintegration

(‘extinction’) of bioregions and expressed them as proportions to

the total number of outlined bioregions in the slice (2, by-bioregion

turnover). Single-interval bioregions were excluded to avoid spur-

ious correlations between the emergence and disintegration series.

As varying sampling intensity can bias this metric, we calculated

these proportions with subsampling to the same number of

geographical cells.

To contrast biogeographical patterns with taxonomic turnover,

species-level taxonomic extinction and origination rates (3), were

calculated both with the raw per capita [24] and the subsampled

gap-filler rate equations [25]. The dataset was subsampled with

classical rarefaction to overcome biases introduced by the chan-

ging sampling intensity (electronic supplementary material). All

analyses were carried out in the R environment [26].
3. Bioregion changes at mass extinction intervals
The traditional ‘Big Five’ mass extinction intervals [1] are

apparent on the time series of maps displaying the changing

fabric of bioregions through time (figure 1). Besides substantial

changes of geographical cell memberships, the end-Permian

mass extinction figures prominently in a dramatic loss of pro-

vinciality. This devastating event led to a world without any

observable biogeographical structure of marine macrobenthic

animals, and it represents the minimum of the number of out-

lined bioregions in the Phanerozoic (electronic supplementary

material, table S1).

The disintegration of bioregions was not uniform during

mass extinctions and subsequent reorganization featured

great geographical variability. This pattern has been suggested

for the end-Cretaceous mass extinction [8], which preferen-

tially disrupted American marine bioregions, and had less

effect on the other side of the Atlantic. The southern polar bio-

regions persisted through the end-Triassic and end-Cretaceus

events, which conforms to the hypothesis of greater extinction

toll in the tropics during these intervals [11,12]. A similarly

selective disintegration is evident through the end-Devonian

extinctions; only the Laurentian biogeography appears to

have been affected by the Frasnian/Famennian event, while

cells in the Palaeotethys exhibit more drastic membership

changes after the end of the Famennian age. On the other

hand, only the first pulse of the end-Ordovician extinction

(start of the glaciation) is associated with major biogeographi-

cal changes [14]. The biogeographical turnover was elevated at

the Katian/Hirnantian transition, coinciding with the spread

of the Hirnantia fauna [27], and was only mild at the end of

the Ordovician period.

The apparently uniform structure in the earliest Triassic is

likely related to the expanded distribution of cosmopolitan

species that filled up niche-space opened up by the mass extinc-

tion. Besides some prominent examples of disaster species

(e.g. Claraia clarai [28]), broader ranges are also suggested by

the elevated occupancies of the earliest Triassic faunal elements

[29]. However, as similarly high occupancies were suggested

for the Late Permian [29], the pronounced provinciality of

this interval (figure 1c) may indicate that changes in the overlap

patterns of geographical ranges contributed to the loss of bio-

geographical structure. As disaster species are opportunistic

by definition [10], they can create gradually overlapping distri-

butions over a wider variety of environments, resembling

randomly placed species in a continuous habitat space. The

pattern of increasing extinction-related cosmopolitanism is

also observable in the terrestrial environment [9], which was

likely followed by an increase in provincialisation, as in the

record of tetrapods [18]. The development of a latitudinal gra-

dient in ammonoid diversity in the Early Triassic [30] is also an

example of this biogeographical rebound process.
4. Biogeographical turnover through time
In order to relate the magnitude of biogeographical changes at

mass extinctions to those of background-intervals, we traced

biogeographical turnover through the Phanerozoic. Although

there is no significant trend of by-cell biogeographical turnover

through time (figure 2a, Spearman rank-order correlation

with time r ¼ 0.15, p ¼ 0.1811, n ¼ 81), by-cell turnover is sig-

nificantly correlated with the corresponding species-level
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Figure 1. Geographical positions of bioregions before and after the traditional ‘Big Five’ mass extinctions [1]. Dashed vertical lines indicate mass extinction bound-
aries. The end-Ordovician and end-Devonian extinctions comprise three stages. Numbers and colours indicate time-traceable bioregions. N/A entries denote cells with
inadequate sampling (less than 10 occurrences). Maps are the PALEOMAP raster series of C. Scotese [19].
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extinction rates (r ¼ 0.52, p , 0.0001, electronic supplementary

material). The distribution of by-cell biogeographical turnover

is slightly right skewed (figure 2b), similar to that of taxonomic

turnover rates [31].

Changes in the biogeographical structure of the benthic

environment are concentrated at mass extinction boundaries

(figure 2b). The intervals following the ‘Big Five’ (figure 2)

are characterized by significantly higher biogeographical turn-

over (Wilcoxon rank sum test W ¼ 493, p , 0.0001) than the

rest of the intervals. The background turnover process changed

the biogeographical membership of about 17% of the benthic

habitat area per geological age. During mass extinction inter-

vals the median turnover value rose to 63%. The aftermath of

the Early Jurassic Anoxic Event [32] is also associated with

elevated biogeographical turnover, along with some other
intervals (Carnian and Cenomanian), which are not known

to coincide with severe extinction episodes. Subsampling simu-

lations (electronic supplementary material) suggest that these

peaks are not introduced by changes of species richness.

The by-cell biogeographical turnover reflects the combined

effect of bioregion relocations, disintegration of bioregions in

the extinction interval, and emergence of new bioregions in the

aftermath. Both the emergences and disintegrations of bio-

regions (figure 3) are associated with elevations of species

extinction and origination rates, but the emergences contribute

more to the by-cell turnover signal over all ages (electronic sup-

plementary material text). During the crisis intervals related to

the ‘Big Five’, however, disintegration and emergence values

were on par in driving the total changes in biogeography

(paired Wilcoxon rank-sum test between emergence and



400 300 200 100

••• •

0

0

0.2

0.4

0.6

0.8

1.0

age (Ma)

by
-c

el
l b

io
ge

og
ra

ph
ic

al
 tu

rn
ov

er

O S D C P T J K Pg Ng

by-cell biogeographical turnover

fr
eq

ue
nc

y

0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

4

5

6

HirnantianRhuddanian

Famennian

Tournaisian

Induan

Hettangian

Danian

Aalenian

(b)

(a)

Figure 2. By-cell biogeographical turnover over the post-Cambrian interval:
(a) time series, (b) distribution of values. Ages in the aftermath of mass
extinctions are concentrated in the right tail of the distribution. Values indi-
cate averages of random grid rotations (electronic supplementary material).
(Online version in colour.)
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disintegration values related to the extinction pulses shown in

figure 1,

W ¼ 28, p ¼ 0.7209). The end-Ordovician, end-Permian, end-

Triassic and end-Cretaceous mass extinctions are characterized

by elevated bioregion disintegration values (figure 3).

Large-scale shifts of sampling and the sometimes poor

spatial coverage of fossil occurrences challenge the evaluation

of provinciality. However, higher-level descriptors, such as

biogeographical turnover are stable across multiple spatial

resolutions (electronic supplementary material, figures S1

and S2), incorporating the lower-level result instability as

randomly distributed error.

Changes in biogeography can be assessed in a similar

fashion to taxonomic turnover, and species extinctions are sig-

nificantly cross-correlated with biogeographical turnover. As

we outlined bioregions using species composition data, the tra-

jectory of biogeographical turnover inherently carries a signal

of species turnover. Although temporal clusters of the fauna

(electronic supplementary material, table S1) tend to coincide

with mass extinctions, putting a constraint on the temporal

ranges of bioregions, we argue that the described biogeogra-

phical changes are not just a proxy for changes in species

composition. There is a considerable background turnover of
bioregions (figures 2 and 3) which significantly correlated

with taxonomic turnover rates. However, only 27% of the

variance (of ranks) in by-cell biogeographical turnover is

explained by taxonomic turnover (electronic supplementary

material, figure S6) and the survival of bioregions is only

weakly dependent on species extinctions (electronic sup-

plementary material, figure S7). Bioregions even cross

mass-extinction boundaries (e.g. in the southern polar area at

the end-Triassic and end-Cretaceous, figure 1), therefore, we

argue that the association between elevated biogeographical

turnover and mass extinctions is not solely due to the loss of

species. However, the resulting biogeographical changes can

be purely compositional, rather than affecting the boundaries

of the emerging bioregions.

The evolutionary losses and gains of species can only partly

explain the losses and gains of bioregions over time. Abiotic

parameters such as nutrients [33] and temperature [34] control

bioregion distributions in the modern ocean [35]. Historical

factors might play role [36,37] but the importance of evolution-

ary turnover is not directly accessible. Climate change-related

migration of species [38–41] probably contribute to the

changing biogeographical patterns, but the fast response of

their ranges to dynamic changes in environmental conditions

[42] makes the macroevolutionary turnover of species likely

more important to determine bioregionalisation on geological

timescales.
5. Conclusion
Mass extinctions are known to decimate species [1], make eco-

systems collapse [43], and spur evolutionary innovations [44].

By tracing global bioregions through geological time, we

demonstrate yet another facet of crises intervals’ influence on

the history of life. Mass extinctions consistently and substan-

tially alter the geographical distribution of life, regardless of

their extinction mechanisms and geographical selectivity. The

end-Permian event demonstrates that catastrophic extinctions

have the capacity to annihilate the biogeographical structure

that resulted from millions of years of ecosystem evolution.
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