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Abstract
We have studied the electron emission from one of the polycyclic aromatic hydrocarbon
(PAH) molecules namely, fluorene (C13H10), upon 3.5 MeV/u Si8+ ion impact. The
experimentally measured absolute double differential cross sections (DDCS) are compared
with the continuum distorted wave-eikonal initial state (CDW-EIS) model and the first Born
approximation including correct boundary conditions (CB1). The measurements are carried
out in the ejected e−-energy range of 1 eV–400 eV and in the angular range of 20◦–160◦. We
have obtained the single differential and the total cross sections (TCSs) of e−-emission as well.
The CB1 calculation largely underestimates the data. The CDW-EIS model, which is applied
for the PAH molecule for the first time, provides an overall better agreement with the double
differential, single differential and TCS data. The DDCS data for fluorene has also been
compared with that for CH4 molecule, at a few angles. The forward–backward angular
asymmetry shows a relatively flatter distribution compared to the theoretical predictions. The
contribution due to the giant plasmon resonance could not be clearly observed except a mild
indication in the asymmetry parameter. The angular distribution of the carbon KLL Auger
electron cross section shows certain variations. The study of the KLL hyper-satellite
component indicates the double K-ionization cross section is about 8.6% of the single
K-ionization one.

Keywords: polycyclic aromatic hydrocarbon molecules, electron spectroscopy, ion–molecule
collision, continuum distorted wave-eikonal initial state model, electron double differential
cross sections, single differential cross sections, highly charged ions, fluorene
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1. Introduction

The polycyclic aromatic hydrocarbon (PAH) molecules have
attracted special attention in the last two decades due to its
predicted abundance in the interstellar medium (ISM) [1]. The
PAH molecules are planar, made up of carbon and hydrogen
atoms, consisting of multiple benzoidal rings. These molecules
have a large diversity in terms of the number of carbon atoms
and their size, from the simplest one with two benzoidal rings,
C10H8 (naphthalene), to one of the largest synthesized PAH,
C222H42, having 91 benzoidal rings [2, 3].

A few of the leading questions driving the current research
involving PAH molecules are, how such big and complex
molecules are produced in the ISM, how do they survive
(stability) in the harsh interstellar environment and what are
the various emission/absorption features arising upon interac-
tion with cosmic rays and their implication in the observed
absorption and emission spectra from the ISM [1, 4–12]. To
understand the above-stated problems there have been intense
experimental and theoretical investigations by researchers
from different fields, such as astronomy and astrophysics,
atomic and molecular physics, quantum chemistry and con-
densed matter physics, etc. Particularly from a molecular
physics perspective, the various molecular properties of PAH
molecules are being explored by studying the interaction of
these molecules with ions and electrons, as these are an inte-
gral part of the interstellar environment [13]. Hence, the ion-
ization and fragmentation of PAH molecules upon interaction
with these radiations are subject of the recent studies [14–24].
However, most of the existing studies using ion beams deal
with the fragmentation of PAH molecules and to the best of
our knowledge, the measurement of the electron emission from
PAH molecules upon ion impact is very scarce [23, 24].

Moreover, the double differential cross section of electron
emission from atoms and molecules upon ion impact pro-
vides a stringent test to the various theoretical models in addi-
tion to the information about underlying processes. Although
the multi-electronic, multi-particle description of the molecule
poses a difficult challenge to the theory, various theoretical
models have been successful to a great extent in modeling the
electron emission from atoms and small molecules in such col-
lisions [25–32]. Significant progress has also been made for
large bio-molecules e.g. RNA–DNA base molecules [33–38].
However, there is only one report presenting a comparison
between ab initio quantum mechanical calculation with the
experimental data for electron emission from PAH molecules
upon ion impact [24].

The PAH molecules have delocalized π-electron cloud
around covalently bonded carbon cage. It has been predicted
that these electrons can oscillate collectively about the C cage
upon external perturbation [39–42]. Such collective oscilla-
tion is also known as the giant plasmon excitation and it pre-
dominantly decays via the electron emission channel. Hence,
it is important to study the electron emission from the PAH
molecule upon external perturbation. Recently, the signature
of such collective excitation, in the electron emission chan-
nel, upon ion impact has been reported for coronene (C24H12)
molecules [23].

In this work, we have studied the electron emission upon
ion impact from the fluorene (C13H10) molecules, another
member of the PAH family with a lesser number of C-atoms.
The fluorene molecule has two benzoidal rings connected by
a pentagonal ring having 12 π-electrons whereas the coronene
molecule has seven benzoidal rings with 24 π-electrons. The
absolute double differential cross sections (DDCS) for elec-
tron emission (e-DDCS) from fluorene molecules upon
3.5 MeV/u Si8+ ion impact have been measured.
The measured data have been compared with the first
Born approximation with correct boundary conditions (CB1)
model calculations [43] and the continuum distorted wave
eikonal initial state (CDW-EIS) model calculations [44].
The e-DDCS measurements have been performed in the
electron energy range of 1–400 eV and in the angular range
of 20◦–160◦. The e−-emission spectrum for fluorene has also
been compared with those for smaller molecules, CH4 in a
few cases under the same collision.

2. Experimental details and data analysis

In this section, we briefly describe the experimental setup used,
the target preparation and the data analysis procedure. The
schematic of the experimental setup used has been shown in
figure 1.

2.1. Experimental setup

The experiment is performed using 98 MeV Si8+ ion beams
from 14 MV Pelletron accelerator at TIFR, Mumbai. The beam
is collimated using two sets of four jaw slits kept 1 m apart.
The well collimated beam is made to pass through a 4 mm
diameter collimator at the entrance of the high vacuum scatter-
ing chamber. The base vacuum of 1 ×10−7 mbar is achieved
inside the scattering chamber using a 2000 l s−1 turbomolec-
ular pump backed by a rotary pump. The electrostatic hemi-
spherical electron energy analyzer is placed inside the chamber
on a rotatable turntable. The radii of the inner and outer hemi-
spheres of the spectrometer are 2.5 cm and 3.5 cm respectively.
The resolution of the electron spectrometer is 6% of the elec-
tron energy. It is important to take precautions to reduce any
stray electric and magnetic fields in the chamber which can
affect the electron trajectory specifically that of the low energy
electrons. Two layers of the μ-metal sheet are used inside
the chamber to reduce the earth’s magnetic field to a level of
∼10 mG. Good cleanliness inside the chamber is maintained.
A pre-acceleration voltage of 6 V is applied at the entrance and
exit slit of the spectrometer to increase the collection efficiency
of the low energy electrons [45]. The energy analyzed elec-
trons are detected using a channel electron multiplier (CEM)
detector mounted at the end of the spectrometer. The CEM is
biased at 2400 V by applying +2500 V and +100 V on the
back and the front of the CEM, respectively. The front volt-
age is chosen such that the detection efficiency of the CEM
is high and constant (∼0.85) for the electron energy range of
100–600 eV. The number of projectile ions is calculated by
measuring the charge collected in a long Faraday cup using
a current integrator. The LabVIEW based data acquisition
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Figure 1. Schematic of the experimental setup.

system is used to scan the voltages on hemispheres and collect
the data.

2.2. Target preparation

The experiment is performed using the effusive vapor jet of
fluorene molecules formed by heating the commercially avail-
able powder of fluorene [46]. The vapor pressure of fluorene at
room temperature of 27◦C is high enough (1.12 ×10−3 mbar
[47]) so that in the chamber vacuum of 1 ×10−7 mbar it can be
evaporated without heating. We found that a little bit of heating
is required to increase the density. The heating has been done
from outside and the desired vapor density has been achieved
by heating the powder to about 63◦C. The aspect ratio of the
nozzle used is 10. The height of the nozzle from the beam is
kept at 4 mm. The molecule holder has been placed outside
the chamber as shown in figure 1. It has been connected to the
jet using stainless steel tubes. The jet has been mounted on
the XYZ manipulator for the alignment purpose. A complete
overlap of the effusive jet with the ion beam was ensured. The
molecular holder has been pumped using an additional rotary
pump to remove the water content in the powder.

2.3. Data analysis

The relative DDCS of electron emission at a particular electron
energy and an emission angle is obtained by subtracting the
background electron count from that obtained with the target.
To measure the absolute DDCS, the target density of the fluo-
rene molecule is to be known. In the case of an effusive vapor
jet target, the density is dependent upon the jet profile and
the vapor pressure. We calculate the jet profile using Scoles’

formalism and convolute it with the spectrometer solid-angle-
path-length [48]. The vapor pressure is a strong function of
temperature and measuring the temperature precisely inside
the molecule holder is often difficult. Hence we use a technique
for absolute normalization based on the carbon KLL Auger
yield. As the C-KLL Auger emission is an inner shell process,
we assume that the KLL-Auger cross section (per C-atom) for
methane and fluorene will be the same. Hence, we have per-
formed an independent experiment with CH4 gas with a static
pressure. The detail measurements of the DDCS at different
angles were carried out. The single differential cross section
(SDCS) in electron energy (dσ/dεe) was deduced for CH4 gas
using the first principle. Finally, the total C-KLL Auger cross
section was obtained from the SDCS. The normalization factor
has been obtained by taking the ratio of total absolute C-KLL
Auger cross section for CH4 to that of relative C-KLL Auger
cross section (per carbon atom) for the fluorene molecule. The
detailed process for normalization and absolute cross section
measurement for vapor jet targets can be found in [34, 49].

3. Theoretical models

3.1. CB1

As clearly detailed in one of our previous works [30], the
DDCS have been calculated within the 1st Born approxi-
mation (FBA) with initial and final wavefunctions verifying
correct boundary conditions (CB1) (see [50]). More explic-
itly, the DDCS relative to the emission solid angle Ωe as well
the electron energy εe, denoted d2σ

dΩe dεe
, were here obtained

from the numerical integration of the triply differential cross
sections (TDCS) d3σ

dΩs dΩe dεe
over the scattering angle Ωs.

Within the FBA–CB1 framework, the TDCS are related to the
transition matrix element between the initial state labeled ‘i’
and the final state labeled ‘f’ expressed by

Tif = 〈Ψf(�r0, �r1)|V(�r0, �r1)|Ψi(�r0, �r1)〉, (1)

where the interaction potential V(�r0, �r1) can be simply written
by using the well-known ‘frozen core’ approximation which
reduces the present multi-electron problem to a one-active-
electron problem as

V(�r0, �r1) =
−Zp

|�r0 − �r1|
+

Zp

r0
, (2)

where �r1 is the position vector of the active electron with
respect to the framework center and �r0 is the position vec-
tor of the incident projectile with respect to the framework
center. Zp refers to the projectile charge. In this context, it
is worth noting that the molecular orbitals of the target were
here expressed in terms of linear combinations of atomic
orbitals—all centered to a common origin—provided by the
quantum-mechanical description given by the GAUSSIAN 09
software at the restricted Hartree–Fock/3–21G level of theory
[51]. Thus, the TDCS and therefore the DDCS, were calcu-
lated for each molecular orbital of the impacted target, the
global TDCS being simply obtained by summing-up all the
shell contributions.
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3.2. Continuum distorted wave-eikonal initial state

The cross-sections have also been calculated within the CDW-
EIS. The CDW-EIS model is a first order distorted wave
method which proved to be a very successful for describing
atomic collisions at medium and high impact energies [52, 53]
and its extension to molecular collisions have been provided
in [44, 54]. To the best of our knowledge, this is the first time,
that it has been applied for the PAH molecule. The model is
constructed within the framework of active-electron approxi-
mation, where only one electron is considered as active dur-
ing the collision, while all the remaining electrons have been
described as frozen spectators. As it is known for particles
interacting with Coulomb force, the approaching or reced-
ing projectile ion, having velocity v and charge Zp, distorts
the electronic state of the target even at infinite separations
[52, 55]. The distortions are neglected for the motions of heavy
nuclei and they are considered only for the treatment of the
active electron in the present semi-classical treatment. The
model was extended for multi electronic targets by including
numerically calculated wave functions in both initial and final
channels [56]. The effect of the projectile on the electronic
state is taken into account by using eikonal distorted wave
function

χ+
i (x, t) = e−iεitΦi(x)E∗

v(s, ηi) (3)

for the initial channel, and by the Coulomb distorted wave
function

χ−
k (x, t) = e−iεktΦ−

k (x)Dp(s, ηP) (4)

for the final channel. Φi(x) and Φk(x) denote the unperturbed
initial and final electronic orbitals, respectively, x stands for
the position vector of the active electron with respect to the
target center and k is the momentum for the ejected electron.
The distortion factors E∗

v(s, ηi) and Dp(s, ηP) are given by

Ev(s, ηi) = (vs + v · s)iηi (5)

and

Dp(s, ηp) = eπηp/2Γ(1 + iηp)1F1(−iηp, 1,−i(ps + p · s)), (6)

respectively, where ηi = ZP/v, ηP = ZP/p, p = k − v,
s = x − R, R is the position vector of the projectile referring
to the target center, and 1F1 is the confluent hypergeomet-
ric function. Beyond the correct asymptotic behavior, the
Coulomb distortion enables to describe the active electron
moving in the combined electric field created by the projectile
and target core, which is referred to as two center effects in
the literature [53].

The fluorene molecule has 44 orbital filled with two
electrons. Each molecular orbital is constructed as a linear
combination of atomic orbitals centered on the constituting
individual C and the H atoms. The continuum orbital (Φk(x)),
is described on a spherically averaged potential created by the
nuclei and the passive electrons. Considering only the valence
orbitals and performing the single center expansion of the
mule-center molecular wave functions, still requires a con-
siderable computational effort that we wanted to avoid in the
present treatment. Therefore, our description of the molecule
relies on a simpler, known as complete neglect of differential

overlap (CNDO) approximation [57]. The method starts from
the Hartree–Fock equation, adopt a minimal basis sets, replace
the core electrons by an effective charge, and totally neglects
the monoatomic differential overlap. Therefore only the gross
feature of the electron–electron interaction is included. As a
result the molecular orbitals can be represented in terms of the
corresponding atomic orbitals of the constituent atoms (i.e. a
Mulliken population analysis [58]) and the DDCS for a given
jth molecular orbital is obtained as

d2σ j

dεe dΩe
=

∑
i

ξ j,i
d2σi

dεe dΩe
, (7)

where ξ j,i is the effective number of electrons relative to the
ith atomic orbitals of the C or H atoms (i = 1s, 2s, 2p). Molec-
ular orbital energies and the ξ j,i values were evaluated with
the GAUSSIAN 09 software package [51]. The ground-state
geometry of the molecule were optimized using the density
functional theory [59] with Dunning’s correlation consistent
polarized valence basis set of double-ζ quality [60], and the
population analysis were performed at the Hartree–Fock level
using 6–31G basis sets.

The DDCS for ionization of the C13H10 molecule is
expressed as

d2σ

dεe dΩe
=

N∑
j=1

d2σ j

dεe dΩe
, (8)

where N is the number of molecular orbitals used in the
description of the target. For the reliability of describing
DDCS for ionization of simple molecules by impacts of ener-
getic ions within the framework of CNDO approximation, see
e.g. [61, 62].

4. Results and discussions

In this section, the experimentally measured energy and angu-
lar distributions of the absolute e-DDCS and the comparison
with CB1 and CDW-EIS model calculations are presented. The
SDCS and total cross section (TCS) of the electron emission
have also been presented along with the forward–backward
asymmetry of e-DDCS and the angular distribution of the
C-KLL Auger electron emission.

4.1. Electron DDCS

We present here the measured absolute e-DDCS in the elec-
tron energy range of 1–400 eV for 12 different emission angles
in the angular range of 20◦–160◦. We have also measured the
same spectrum at −90◦ (or 270◦). The consistency of the spec-
trum at ±90◦ implies that the ion beam overlaps at the cen-
tral part of the jet. Figure 2 shows the energy distribution of
DDCS of electron emission at 90◦ and 270◦. The data at both
the angles match very well within experimental uncertainties,
providing confidence in jet alignment.

4.1.1. Energy distribution of DDCS. The measured energy dis-
tributions of the absolute DDCS at fixed emission angles are
plotted in figure 3. In general, for all the spectra, the cross
section falls several orders of magnitude over the electron
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Figure 2. Energy distribution of the DDCS of electron emission
from fluorene molecules at 90◦ and 270◦ . The zoomed in spectrum
of the C-KLL Auger region is shown as an inset.

energy range of 1–400 eV. The increasing ejected electron
energy can be associated with the decreasing impact parame-
ter i.e. lower (higher) energy electrons emitted in large (small)
impact parameter collisions. The lowest energy electrons in
the spectrum correspond to a small momentum transfer and
typically referred to as soft collision emission. The interme-
diate energy range electrons, arising from a closer collision,
show the effect of both target and projectile interaction which
is also known as two center electron emission (TCEE) in the
case of ion–atom collisions. The peak at an electron energy
of 240 eV in all the spectra corresponds to the C-KLL Auger
electron emission resulting from the K-vacancy in the carbon
atom in fluorene molecules. The expanded plot of the C-KLL
region has been shown as an inset in figures 3(i) and (k). We
can observe the signature of hyper-satellite as a shoulder in
the C-KLL Auger peak at higher energy i.e. at ∼285 eV (see
figures 3(i) and (k)). The hyper-satellite peak arises due to
the double K-vacancy produced in the collision. The C-KLL
Auger peak is more prominent in backward angles as com-
pared to forward angles. It is mainly because of Coulomb
continuum background is higher for small forward angles as
compared to the backward angles, which will be discussed
in section 4.4. The detailed discussions on the Auger elec-
tron angular distribution and the hyper-satellite have been
presented in section 4.3.

In figures 3(b) and (j), the electron DDCS spectra at an
angle of 30◦ and 135◦ are shown for the CH4 molecule. The
DDCS spectrum for fluorene is qualitatively similar to that of
CH4 although the absolute DDCS for the fluorene molecule is
much higher than the CH4. The data for CH4 is multiplied by
a factor of 3, just for better display. The solid blue line and
the dashed black line in figure 3 corresponds to the CDW-
EIS and the CB1 calculations respectively. Overall, in terms
of the absolute values, the CB1 calculation predicts the mea-
sured data reasonably well for low energy electrons (� 9 eV),
whereas it largely underestimates the data for higher energy
electrons. In the low energy region, the CB1 shows small

oscillations in cross section. However, such oscillations are not
physically justified. For higher energy electrons (�11 eV), it
qualitatively reproduces the electron spectrum observed in the
perpendicular direction to beam propagation i.e. for angles in
the range of 75◦–105◦. As we go in extreme forward or back-
ward angles the slope of the CB1 calculation is steeper than
the measured data. The deviation at the higher electron energy
(beyond C-KLL Auger energy) is higher for the backward
angles as compared to the forward angles indicating that the
CB1 calculation is overestimating the post-collision interac-
tion (PCI), giving forward–backward asymmetry. In compar-
ison to the CB1 calculation, the CDW-EIS model predicts the
measured data reasonably well both qualitatively and quanti-
tatively. The CDW-EIS model overestimates the data for lower
energy (up to ∼ 80 eV) electrons. It predicts the data very
well for the higher energy electrons (>100 eV). However,
for the highest energy electrons (beyond C-KLL Auger peak)
the deviation with the measured data increases with the larger
backward angles.

The DDCS plot (figure 3) is plotted in the log–log scale and
to compare the measured data with calculations more clearly,
the ratio of the data to theory for eight representative angles has
been plotted in figure 4. The ratio is plotted up to 150 eV. The
dashed line in the plot corresponds to the ratio value of 1. The
dashed-dotted (black) lines and solid (blue) lines correspond to
the CB1 and CDW-EIS calculations respectively. The CB1 cal-
culation is underestimating data for all the angles at all electron
energies except in the lowest energy region (� 9 eV) of back-
ward angles. Whereas, the CDW-EIS model calculation over-
estimates the data for the low energy electrons and underesti-
mates the data for the higher energy electrons (> 100 eV) for
the extreme backward angles. The deviation of CB1 calcula-
tion from measured data increases with the increasing emitted
electron energy for all the angles in contrast to the CDW-EIS
calculations. The ratio for CB1 varies in the range of 0.4–7.8
based on the emitted electron energy for extreme forward and
backward angles. On the other hand, it varies only in the range
of 0.85–3.4 for the emission angles closer to 90◦. Therefore the
overall deviation of the theory from the experiment is larger
for small forward and large backward angles. The minimum
deviation at 75◦–90◦ is because for these angles the binary
encounter dominates the low energy spectrum which is well
reproduced by the first Born (B1) as well as CB1 calcula-
tions. For extreme forward angles, the post-collisional inter-
action between projectile and ejected electrons is quite strong
and may not be fully accounted for in the CB1. For backward
angles, the rescattering of the electron from the target nucleus
is an important mechanism that is to be fully considered in
the theory. As far as the ratio with the CDW-EIS is concerned
the agreement with the lowest energy (∼5 eV) electrons is
excellent and the ratio is around 0.85–1 and then the devia-
tion with the measured data increases to 0.55 around 20 eV for
all the angles. For the forward and small backward angles, the
deviation reduces for higher energy (80 eV–150 eV) electrons.
However, for extreme backward angles, it underestimates the
data by a factor of 2–2.7. The CDW-EIS takes in to account
for the post-collisional interaction between the ejected electron
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Figure 3. Energy distributions of DDCS of electron emission from fluorene upon 98 MeV Si8+ ion impact at different electron emission
angles. Solid (blue) line represents CDW-EIS model calculations and dashed (black) line represents CB1 calculations. The CH4 data
(triangles) is multiplied by a factor of 3. Inset in the panel (i) and (k) show the fitted curves to the Auger and hyper-satellite peaks.

and both the projectile and residual target. Hence, for the inter-
mediate energy (>60 eV) electrons, the CDW-EIS predictions
are in good agreement with the data.

4.1.2. Angular distribution of DDCS. The angular distribu-
tions of e-DDCS at a fixed electron energy are plotted for eight
different electron energies (see figure 5). The solid (blue) and
dashed (black) curves in figure 5 represent the CDW-EIS and
CB1 calculations respectively. The CB1 calculation underesti-
mates the data for all energy electrons except the lowest energy

(7 eV) electrons. The deviation of the CB1 with the data for for-
ward and backward angles increases with the emitted electron
energy as it can be seen clearly in angular distributions. The
CDW-EIS calculation overestimates the same for low energy
electrons whereas it predicts the data very well for intermediate
energies. For high energy electrons, the CDW-EIS underesti-
mates the data in the backward angles. The typical deviation
for the CB1 at 80◦ is in the range 1.1–7.3 whereas that for
the CDW-EIS is in the range 0.6–1.1. A steady fall in the
cross sections is observed in the case of low electron energy
(7 eV and 15 eV), instead of a flat distribution which may
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Figure 4. Ratio of the measured DDCS data to the CB1
(dashed-dotted black lines) and CDW-EIS (solid blue lines)
calculations for different angles.

be expected in an ion–atom collision [25]. The observed fall
could be associated with the molecular nature of the target.
Such fall has been observed earlier for molecular targets such
as coronene, uracil or H2O [24, 32, 34]. The steady fall for the
case of the PAH molecule i.e. coronene has been associated
with the collective excitation. Such low energy e−-emissions
are dominated by a large impact parameter collision. At such
distant collision, the whole molecule responds together to the
electric field due to the swift ions. However, at higher energies,
a peak like structure emerges near 80◦ which is understood
in terms of the binary collision mechanism (i.e. nearly free
electron scattering from the projectile ion). In such a case, the
collision between projectile ion and each individual atom is to
be considered. It has been very well reproduced by both CDW-
EIS and CB1 calculations. For CDW-EIS, it is well understood
as it takes in to account for both the projectile and target fields.
It is also expected for the CB1 as the calculation is based on the
first Born approximation. The electron emission cross section
in the forward direction is higher as compared to the backward
direction for high energy electrons. The forward–backward
asymmetry arises due to the post-collision projectile interac-
tion with the emitted electrons. For higher energy electrons,
CB1 calculation largely overestimates the forward–backward
asymmetry. The CB1 calculation uses Salin’s factor to take
in to account the PCI effect [43, 63]. The CDW-EIS calcula-
tion reproduces the asymmetry reasonably well for interme-
diate energy electrons. However, for high energy electrons, it
also overestimates the asymmetry. This has been discussed in

more detail by looking into the forward–backward asymmetry
parameter in section 4.4.

4.2. SDCS and TCS

The SDCS, the differential in the energy (angle) is obtained
by numerically integrating the DDCS data over the emission
angles (energies). For the energy distribution, the DDCS data
is integrated in the angular range of 20◦–160◦. The angular
distribution is obtained by integrating the DDCS data over the
range of 5 eV–400 eV.

dσ
dεe

=

∫
d2σ

dΩe dεe
dΩe,

dσ
dΩe

=

∫
d2σ

dΩe dεe
dεe,

(9)

where σ is the total electron emission cross section, εe is the
emitted electron energy and Ωe is the solid angle of electron
emission.

The energy and angular distribution of SDCS are plotted
in figure 6. The solid (blue) and dashed (black) curves in
figure 6 represent the CDW-EIS and CB1 calculations respec-
tively. The energy distribution (see figure 6(a)) grossly shows
similar features like that for DDCS at individual angles. The
C-KLL Auger peak is clearly visible around 240 eV. Overall
the CB1 calculation largely underestimates the cross section
except for low energy electrons (� 9 eV). The deviation from
the measured data increases with increasing electron energies.
In comparison to the CB1, the CDW-EIS is in better agree-
ment with the data. However, it also overestimates the data for
low energy electrons but predicts the data reasonably well for
intermediate and high energy electrons.

The angular distribution (see figure 6(b)) shows signifi-
cantly different behavior than that predicted by the CB1 cal-
culation. The CB1 calculation shows a peak like structure
around 80◦ due to binary encounter collision but the data shows
near-constant behavior for the forward angles. Also, we have
observed a fairly large forward–backward asymmetry in the
angular SDCS whereas calculations fail to predict such asym-
metry. The difference between the CB1 and the experimental
data of dσ/dΩe, particularly in the forward angle needs more
attention. As far as the CDW-EIS model is concerned, overall
it overestimates the data at all the angles. However, it provides
a very good qualitative agreement with the data. Moreover, it
very well reproduces the forward–backward asymmetry.

We have also obtained a TCS by numerically integrating
DDCS over both the electron energies and the emission angles
in the range of 5 eV–400 eV and 20◦–160◦ respectively. The
TCS for electron emission is found to be 1.0 × 10−14 cm2. The
TCS predicted by the CDW-EIS for the same energy and angu-
lar range is 1.26 × 10−14 cm2 which is in reasonable agree-
ment with the experiment. Whereas that predicted by the CB1
calculation is 4.84 × 10−15 cm2 which is an underestimation
by a factor of 2.1. The TCS has also been derived for the
entire angular range (0◦–180◦). The missing data below 20◦

and above 160◦ have been obtained by extrapolating the mea-
sured data based on the distribution for CDW-EIS calculations.
The SDCS value at 0◦ has been assumed to be the same as 20◦

7
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Figure 5. Angular distributions of DDCS of electron emission from fluorene (filled circles) for different electron emission energies as
indicated in panels. Solid (blue) line and dashed (black) lines represent the CDW-EIS and CB1 calculations respectively. The dotted (green)
line is guide to the eye.

and similarly at 180◦ to be the same as 160◦, as, the CDW-EIS
has nearly flat distribution. The contribution of these angles to
the TCS is about 4.5%. The ratio of the total measured cross
section for fluorene and CH4 molecules is 7.9. The ratio of the
number of valence electrons in fluorene to CH4 is 7.75, since,
the number of valence electrons in fluorene is 62 and in CH4 it
is 8. Hence, the total electron emission cross section from fluo-
rene molecule scales reasonably well according to the valence
electron scaling.

4.3. C-KLL Auger and hyper-satellite

The observed C-KLL Auger electron peak, around 240 eV, in
the energy distribution of electron emission has been studied
in detail by looking into its angular distribution. The Auger
cross section has been obtained by integrating the area under
the curve. The resulting angular distribution is found to show
some variation (see figure 7). Since the KLL Auger electron
arises because of the K-shell vacancy, the angular distribution
is dependent upon the final state symmetry of the molecule.
Particularly for atomic targets, it has been observed that the
KLL Auger electron shows near isotropic distribution [25, 64].

Some deviation from isotropic distribution has previously been
observed and explained in terms of beam alignment effects and
the multiple L-shell vacancy production [32, 65–68]. TCS for
the C-KLL Auger electron emission from fluorene is found to
be 2.91 × 10−16 cm2.

In the case of the heavy-ion projectile, the probability of
double K-vacancy production in the target can be considerable.
We observe a shoulder in the C-KLL Auger peak, the hyper-
satellite peak, corresponding to the double K-vacancy produc-
tion in the target. The area under the hyper-satellite peak has
been obtained by fitting both Auger and hyper-satellite peak
simultaneously. The hyper-satellite is mainly studied for back-
ward angles as the extraction of its contribution for the forward
angles was difficult due to the large Coulomb background. The
electron emission cross section has been integrated over the
backward angles in the range 120◦–160◦. The integrated cross
section along with the peak fits are shown in figure 8. For the
integrated cross section over the backward angles, the hyper-
satellite and the Auger electron emission cross sections are
obtained from the fit. The ratio of double to single K-vacancy
production is found to be about 8.6%.

8
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Figure 6. Energy and angular distributions of SDCS of electron
emission from fluorene upon 98 MeV Si8+ ion impact. Solid (blue)
and dashed (black) lines represent the CDW-EIS and CB1
calculations respectively.

4.4. Asymmetry parameter

As we have seen in previous sections, the electron emission
cross section is large in the forward direction as compared to
the backward direction. The forward–backward asymmetry in
electron emission arises mainly due to two factors [69], (a) PCI
of the electron with both the residual target and the projectile
ion and (b) non-Coulombic potential of the multi-electronic
system. The forward–backward asymmetry differs for differ-
ent targets and hence it can provide a better understanding
of the collision mechanism involved. Hence, to quantify this
as a function of ejected electron energy, we have plotted a
forward–backward asymmetry parameter, α(εe, θ), defined as
follow,

α(εe, θ) =
σ(εe, θ) − σ(εe, π − θ)
σ(εe, θ) + σ(εe, π − θ)

, (10)

where εe is the electron energy, θ is a forward electron emis-
sion angle, and σ(εe, θ) corresponds to the e-DDCS values at
electron energy εe, and at an angle θ.

The forward–backward asymmetry parameter is plotted in
the electron energy range of 7 eV–150 eV, for two sets of for-
ward–backward angles in figure 9 along with the prediction

Figure 7. Angular distribution of the C-KLL Auger electron
emission cross section for fluorene molecules. The dashed line
represents the guide to the eye.

Figure 8. Integrated electron emission cross section over the
backward angles in the range 120◦–160◦ . The solid (red) and dashed
(green) lines represent the cumulative peak fit and the individual
peak fits respectively.

of the CDW-EIS (solid line) and the CB1 (dashed line) cal-
culation. The experimental data for the CH4 molecule (open
triangle) is also plotted along with the fluorene data. The CH4

data are normalized to the fluorene data at 19 eV. The CH4

target has a higher forward–backward asymmetry and hence
the normalization constants for panel (a) is 0.7 and that for
panel (b) is 0.75. In general, the forward–backward asymme-
try parameter is lowest for the low energy electrons and then
increases with the ejected electron energy. For the CH4 tar-
get, the asymmetry increases monotonically without any peak.
It can also be understood in terms of the PCI effect which is
quite small for the lowest energy electrons as these electrons
are emitted in a large impact parameter collisions. Also the
large separation between the fast moving projectiles and the
slow electrons reduces the PCI effect. These are well under-
stood and in built in the CDW-EIS model which gives a good
agreement with the data except at lowest energy region where
one finds broad peak-like structure in the experimental data.

However, the CDW-EIS model predicts the usual molecu-
lar behavior reasonably well for the fluorene target up to 30 eV.

9
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Figure 9. Forward–backward asymmetry parameter for
e−-emission from fluorene (solid circles) as a function of ejected
electron energy, along with the CDW-EIS (solid red line) and CB1
(dashed black line) model prediction. The open triangles shows the
data for CH4.

For the electrons above 30 eV, the forward–backward asym-
metry has a constant value in contrast to the CDW-EIS model
prediction of the increasing asymmetry. In CB1 calculations,
the Salin’s factor is used to incorporate the effect of both the
projectile and residual target interaction (TCEE). The Salin’s
factor describes the density of the continuum states associ-
ated with the electron–projectile interaction. The CB1 calcu-
lation shows a large discrepancy in terms of both qualitative
and quantitative predictions. The discrepancy with the theory
indicates the influence of the molecular structure in electron
emissions. Hence, it is important to improve the Salin’s factor
in case of a large molecular target, such as, fluorene.

The broad peak-like structure around 11 eV could possi-
bly be indicative of plasmon excitation, in line with earlier
investigations [23, 24] but can not be confirmed here due to
relatively large uncertainties in the data points. Such a giant
plasmon resonance peak [42] in the asymmetry parameter has
been observed in case of a bigger PAH molecule, such as,
coronene [23, 24]. Perhaps projectiles with higher perturba-
tion strength, Zp/v, is required to excite the plasmon resonance
for such relatively smaller PAH molecule, fluorene. Such an
experiment is in progress.

5. Conclusions

We have measured the absolute DDCS of electron emission
from a PAH molecule, fluorene, upon 3.5 MeV/u Si8+ ion
impact. The measured energy and angular distributions of the
e−-emission have been compared with the CDW-EIS and the
CB1 model calculations. Overall, the CB1 calculation largely
underestimates the cross sections. Nevertheless, it is successful
in reproducing some of the features, such as a peak in angular
distribution due to the binary nature of the collision. On the

other hand, the CDW-EIS calculations which has been applied
for the first time for a PAH molecule, show much better over-
all agreement with the data. As far as the forward–backward
angular asymmetry is concerned the CDW-EIS explains the
data much better compared to the CB1 calculations. Certain
improvement in the CB1 model for such large molecules can
be predicted from these data. The angular distribution of the C-
KLL Auger cross section show certain variation in contrast to
the isotropic behavior as expected for atomic targets. The dou-
ble K-vacancy production cross section is found to be 8.6% of
the single K-vacancy production. Both the single differential
distributions (i.e. dσ/dΩe and dσ/dεe) and the TCS of electron
emission are in good agreement with the CDW-EIS model. The
total cross sections for the methane and fluorene scale rea-
sonably well according to the valence electron scaling. The
forward–backward angular asymmetry shows relatively flat-
ter distribution compared to the theoretical predictions and the
CDW-EIS provides a better qualitative agreement compared
to the CB1. The giant plasmon excitation could not be clearly
observed in the asymmetry parameter, although there exist a
mild indication.
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