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Hermon and Hutchcroft have recently proved the long-standing conjecture that in Bernoulli(p) bond percolation
on any nonamenable transitive graph G, at any p > pc(G), the probability that the cluster of the origin is finite but
has a large volume n decays exponentially in n. A corollary is that all infinite clusters have anchored expansion
almost surely. They have asked if these results could hold more generally, for any finite energy ergodic invariant
percolation. We give a counterexample, an invariant percolation on the 4-regular tree.
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1. Introduction

This paper gives a negative answer to the following recent question on invariant bond percolations on
nonamenable transitive graphs. We refer the reader to [25] for background, but will briefly recall the
basic definitions and motivations after the question.

Question 1 (Hermon and Hutchcroft, Question 5.5 in [18]). Let G be a nonamenable unimodu-
lar transitive graph, and let ω be an ergodic invariant bond percolation process. Apply an ε > 0 of
Bernoulli noise to ω to get a new invariant percolation configuration ω′; i.e., we take the symmetric
difference of ω and a Bernoulli(ε) bond percolation.

(A) If ω′ has infinite clusters, must these infinite clusters have anchored expansion?
(B) Is the probability that the origin lies in a finite cluster of ω′ of size at least n exponentially small?

A bounded degree infinite graph G= (V,E) is called nonamenable if the boundary-to-volume ratio
|∂EK|/|K| stays above some c > 0 for every finite subset K ⊂ V (G) of the vertices, where ∂EK is
the set of edges with one endpoint in K the other in Kc. As a relaxation of this property, the graph is
anchored nonamenable, or in other words, it has anchored expansion, if

ι∗o := inf

{
|∂K|
|K|

: o ∈K ⊂ V (G) connected finite sets
}
> 0

holds for some (and then, for any) anchor o ∈ V (G).
An invariant bond percolation on an infinite transitive graph G is just a random subset of the edges

whose distribution is invariant under the automorphism group of G. Some standard examples, beyond
Bernoulli(p) bond percolation [11], are the free or wired infinite volume FK(p, q) random cluster mod-
els [21], random interlacements [26], the edges spanned by the open vertices of any invariant site
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percolation model (e.g., the Ising model [19], or the super-level sets of an invariant height function,
such as the discrete Gaussian Free Field [15, 1]), or processes obtained by local modifications of the
above (such as factor of iid percolations [22, 6]). The references given here are somewhat ad hoc; we
have tried to give papers that focus on these processes on transitive graphs beyond Zd.

That the subcritical phase of most of the above processes is well-behaved in the sense that correla-
tions and/or cluster sizes decay exponentially fast on any transitive graph is relatively well-understood
by now [2, 17, 16]. In the supercritical phase, we need a truncation, such as a conditioning on the
cluster of the origin to be finite. And, the results are more subtle: even for Bernoulli percolation on
amenable transitive graphs such as Zd, because of the vanishing boundary-to-volume ratio, the cluster
size does not have an exponential decay; on the other hand, with some non-trivial ways to measure the
size of the boundary, one can sometimes get an exponential decay for that, which is still very useful;
see [20, 24, 7]. For non-amenable transitive graphs, the need for a subtle definition does not arise, but
the proofs are still harder. Hermon and Hutchcroft [18] have only recently proved the long-standing
conjecture (probably first stated explicitly in [7]) that for Bernoulli(p) bond percolation on any nona-
menable transitive graph G, at any p > pc(G), the answer to Question 1 (B) is affirmative.

The notion of anchored expansion was first explicitly defined by Benjamini, Lyons and Schramm
in [9]; more general anchored isoperimetric inequalities appeared implicitly in [28], explicitly in [24].
See Section 6.8 of [23] for further background. The motivation is the obvious theoretical and practi-
cal interest in the robustness of large-scale geometric properties of transitive graphs under reasonable
random perturbations. Infinite clusters in Bernoulli percolation on transitive graphs cannot satisfy any
non-trivial isoperimetric inequalities, but often satisfy the weaker anchored counterparts, which still
have implications, e.g., on the behavior of random walk on the cluster: anchored (2 + ε)-dimensional
isoperimetry implies transience [28], while anchored non-amenability implies an on-diagonal heat ker-
nel decay of pn(x,x)≤ exp(−cn1/3) and positive speed of escape [29]. For Bernoulli percolation, an
affirmative answer to Question 1 (A) was conjectured in [10], while the connection between anchored
isoperimetry and supercritical exponential decay was pointed out by the first author [14, 24]: a positive
answer to Question 1 (B) implies a positive answer to question (A) for Bernoulli percolation, and more
generally, for any independent perturbation of an invariant process.

The proof of property (B) by Hermon and Hutchcroft [18] seemed to use quite mildly the indepen-
dence in Bernoulli percolation, hence it was reasonable to hope that the argument could generalize to
any finite energy ergodic invariant percolation, like most of the models mentioned above. Instead of
defining here this “finite energy” condition precisely (also called uniform insertion and deletion toler-
ance; see [25, Section 12.1]), let us just assume a stronger version, as given by Question 1: the process
is an independent perturbation of an invariant process. However, even in this setting, we will show that
the answer to (A), and hence also to (B), is negative:

Theorem 2. There exists an invariant percolation on the 4-regular tree with the property that for
δ, ε > 0 small enough, after adding a Bernoulli(ε) set of edges and removing a Bernoulli(δ) set of edges,
conditioned on the component of a fixed vertex to be infinite, the cluster has no anchored expansion
almost surely.

Of course, this counterexample leaves it open whether standard finite energy invariant percolations,
such as the FK random cluster model and the other models mentioned above, satisfy the properties in
Question 1.

We assume that the reader is familiar with the notion of unimodular random rooted graphs; see
[3, 8, 25] for background. We recall the definition for the case of regular graphs, because it will be
needed at one point of the proof which is not standard.
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Finite-energy infinite clusters without anchored expansion 3

Consider an element of the form (G,o;α), where G is a connected locally finite graph, o is a dis-
tinguished vertex (root), and α is a subset of the edges E(G), which can also be thought of as a mark
on certain edges. Say that two such objects are equivalent, if there is a rooted graph isomorphism that
takes one of them to the other and preserves the marks. Call the set of these equivalence classes G∗.
In notation we will not distinguish between the equivalence class and a particular element represent-
ing it. Also, one may have more than one type of marks given, say α and β, in which case it will be
convenient to list them all after the semicolon and write the element of G∗ as (G,o;α,β). For the sake
of simplicity, by a slight abuse of notation, we will also use G∗ for this space of rooted graphs, when
two distinguished subsets of edges are given as marks. Now, let µ be a probability measure on G∗,
and suppose that G is regular µ-almost surely. Then we call µ (or the random graph that it samples)
unimodular, if for a uniformly chosen neighbor x of o, the doubly rooted graph (G,o,x;α) has the
same distribution as (G,x, o;α). See [8] for the equivalence of this definition and the more usual one,
and also for the more general (nonregular) case, where a rebias by the degree of the root is needed.

2. Construction of one component in an invariant percolation

Let C be the canopy tree of degrees 1 and 4, a standard example of a unimodular random tree (see, e.g.,
[25, Chapter 14]), and a building block of many unimodular counterexamples [12, 13, 4]. Call the set
L0 of leaves level 0, and the set Li of vertices at distance i from L0 level i. For every v ∈ Li and j ≥ 0
there is a unique vertex w ∈ Li+j at distance j from v. Call this vertex the j-grandparent of v, and
also say that v is a j-grandchild of w.

Fix pi = 4−i for i ∈N. For every vertex v of C, where v ∈ Li, define a Bernoulli(pi) random variable
ξv , and let all the ξv be independent from the others. For x ∈ L0, define

m(x) := max
{
i : ξw = 1 for the i-grandparent w of x

}
.

For every x ∈ L0, define a finite ternary tree Tx of depth m(x) starting from root x (that is, x has
degree 3 in Tx, every vertex at distance at most m(x)− 1 has degree 4, and every vertex at distance
m(x) has degree 1). Let the Tx be all disjoint from each other and from C, apart from x. Say that a
y ∈ Tx has type i if m(x) = i. Define the tree C+ := C ∪

⋃
x∈L0 Tx. Note that if we are only given C+,

we can still identify C with probability 1. (Starting from an arbitrary leaf x of C+, take the first vertex
y separating x from infinity such that there is a subgraph of C+ that is isomorphic to C and has y as a
leaf.) Extend the definition of Tv to every v ∈ V (C) as the graph induced by the union of {v} and all
the finite components of C+ \ {v}.

The tree C can be turned into a unimodular random graph by picking the root to be a vertex in Li
with probability proportional to 3−i. Using the fact that P(m(x) > i) < 4−i holds for any x ∈ L0,
we have E(|Tx|) = E(

∑m(x)
i=0 3i)<∞, hence we can conclude that (C+, o) is also unimodular with a

suitably chosen random root o; see Subsection 1.4 in [12].

3. Construction of the invariant percolation

Now we first construct an invariant percolation F on the 4-regular tree T where the component of a
fixed root has the same distribution as the unimodular random graph that we constructed earlier. (It is
tempting to apply [10], where a general such construction is given, but we will use a different argument
because we want some extra properties to hold regarding the location of the components with respect to
each other. Also, in our case all degrees of the unimodular graph are 1 or 4, making it easier to represent
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Figure 1. Without the loops at the leaves, this is a copy of the tree C+, with the edges of C+ \C shown in turquoise.
The vertices v of C with ξv = 1 are also colored turquoise. Together with the loops (where triples of loops are
symbolized by the “double-petals”), this is C++, whose colored covering tree, with the turquoise edges removed,
is the invariant percolation ω on the 4-regular tree.

it as an invariant percolation.) Moreover, we will do it so that the components of the percolation will
be isomorphic to each other: we first sample C+, and then fit infinitely many pairwise disjoint copies
of this sample into T in such a way that these copies cover every vertex of T. We will then use F to
define ω, the invariant percolation of Theorem 2.

Fix a random instance of (C+, o). For a slick definition of F and ω, proceed as follows. To every leaf
of C+, add 3 extra oriented loop-edges; let the set of all these loop-edges be O. The resulting random
graph C++ := C+ ∪ O is 4-regular, hence the 4-regular tree T is the universal cover of C++. Fix a
random covering map: a fixed vertex oT ∈ V (T) is mapped to the root o ∈ V (C++), then we choose a
uniform permutation of the 4 neighbors of oT to be mapped to the four neighbors of o (some of them
might be o again, through the loop edges in O), then a uniform permutation of the 3 further neighbors
of each of the 4 neighbors in T to be mapped to the 3 further neighbors in C++, and so on. Now, the
preimage of C+ (⊂ C++) in T by this map is F, while the preimage of C ∪O (⊂ C++) is ω.

We also give a more hands-on definition. Let (T0, o) := (C+, o). We will construct a subgraph F⊂ T
with the property that every component of F is isomorphic to T0, and moreover, every non-singleton
component of T \ E(F) is a 3-regular tree R with the property that for every x1, x2 ∈ V (R) and F-
components Fxi of xi (i = 1,2), the (F1, x1) and (F2, x2) are rooted isomorphic. Starting from T0,
we will add edges, some of them marked to belong to F and some of them not (so they will belong to
T \E(F)). We will denote the F-component of a vertex x by Fx and its component in T \E(F) by Rx.
In particular, Fo = T0.

Let L be the set of leaves in T0, and let T1 := T0 ∪
⋃
v∈LRv , where the Rv are pairwise dis-

joint 3-regular trees with one vertex being v and all other vertices being outside of T0. Define
T2 := T1∪

⋃
v∈L

⋃
w∈∪V (Rv),w 6=v Fw, where every (Fw,w) is rooted isomorphic to the (Fv, v) where

w ∈ V (Rv). Similarly, define T2n+1 to be T2n with a new 3-regular tree attached to every leaf of
T2n. Define T2n from T2n−1 by attaching a new tree Fw to every new vertex w of each of these 3-
regular trees, such that if R is such a 3-regular tree and the vertex of it that is contained in T2n−2 is
v, then (Fw,w) is rooted isomorphic to the (Fv, v). The limit of the (Tn, o) is a 4-regular rooted tree,
which we identify with (T, o) via an independent uniform random permutation at each vertex, just as
in the universal cover construction. Every Fx is isomorphic to T0 = Fo, hence we can identify the
canopy subgraph of it (which is preserved by any automorphism of Fx almost surely); call it Canx.
Let F :=

⋃
xFx. Finally we are ready to define the percolation process

ω :=
⋃
x

(
Rx ∪Canx

)
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Finite-energy infinite clusters without anchored expansion 5

as the union of edges that either belong to a canopy copy or to a regular tree copy.
Consider now the decorated rooted graph (T, o;ω,F) (here ω and F are viewed as decorations).

Proposition 3. The decorated rooted random graph (T, o;ω,F) is unimodular. In particular, ω and
F are invariant percolations on the 4-regular tree. Moreover, ω is ergodic.

Proof. We have obtained the decorated random rooted graph (C++, o;C,O) from the unimodular ran-
dom rooted graph (C+, o;C) via a very simple local modification that depends only on the rooted
isometry class of the neighborhood of each vertex, hence it is also unimodular. Then, any instance
of the random covering map from T to C++ induces a natural measure preserving bijection between
simple random walk paths on T and on C++. Since the random walk criterion of unimodularity holds
for (C++, o;C,O), it also holds for (T, o;ω,F).

The second claim follows from Theorem 3.2 in [3].
For the ergodicity of ω, first note that there is a measure-preserving bijection between (T, o;ω,F)

and (C+, o), and the action of each automorphism of T on the former one induces just a rerooting in the
latter one. Thus, if there was a non-trivial invariant property that ω satisfied, then the above bijection
would translate it into a non-trivial rerooting-invariant property of (C+, o), hence (C+, o) would not
be an extremal unimodular random rooted tree. However, (C+, o) is in fact extremal (in other words,
ergodic), for the following reason. Consider C in the construction of C+, and condition on the root
being in C, to obtain the decorated unimodular random graph (C, o;C+). The decoration here is a result
of a factor of iid map, thus the decorated graph is also ergodic by the “Decoration lemma” (Lemma
2.2) of [27] (which is stated for indistinguishability of percolation clusters, but is essentially the same
as ergodicity of unimodular random graphs). We got (C, o;C+) from (C+, o) (decorated with C) by
conditioning on o ∈ C, hence the former is absolutely continuous with respect to the latter, and it can
be ergodic (extremal) only if the latter was also extremal.

4. Expansion properties of a component in the noised ω-percolation

For any ε > 0 and δ > 0, let ηε and ηδ be independent Bernoulli bond percolation configurations on
E(T) of parameters ε and δ respectively. Define ωεδ = (ω ∪ ηε) \ ηδ . We will show that, if δ and ε are
small enough, then the component of o in ωεδ is infinite and has no anchored expansion with positive
probability.

First we will examine the subgraph T0 as in the construction of the percolation; recall that T0 was
sampled from C+, so by a slight abuse of notation we will identify the two and use references from the
construction of C+. Let A be the event that o is a leaf of type 0 in T0. We mention that a leaf of type 0
necessarily has to be in L0 ⊂ C. Conditioned on A, for every n ∈ N+ we will define a finite subgraph
Hn =H in ωεδ ∩ F. Let w(o) =w be the 3n-grandparent of o. Let any 2n-grandchild v of w be called
n-good if ξv = 1. If v is n-good, then every n-grandchild of v has type at least n, and thus the ternary
subtree Tv of C+ rooted in v has depth at least 2n: the first n levels are in C, and the remaining levels
are in Fo \ Cano. Let us denote by A′n the event that A holds and at least one n-good v exists. Note
that

P(A′n |A)≥ 1− (1− 4−n)3
2n
> 1− exp(−(9/4)n), (1)

and therefore, if A′ denotes the event that
{
A′n occurs for all but finitely many n

}
, then P(A′ |A) = 1.

Note also that this A′ is dependent on the ξ-labels (or, in other words, on the actual sample T0 from
C+), but not on ηε or ηδ .

Condition on A′, and let v = v(o) be an n-good vertex.
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Let tv be the ωεδ-component of v in Tv up until generation n. Conditioned on A′, this is the first
n generations of a branching process, whose mean offspring is 3(1− δ). We will need a small large
deviations lemma for such branching processes. It follows, for instance, from [5], but we include here
a direct proof for the sake of completeness.

Lemma 4. Consider a branching process (Zn)∞n=1 with offspring distributionX that has expectation
µ > 1 and variance σ <∞. Fix any κ ∈ (1, µ). Then, there exists λ= λ(µ,σ,κ)> 0 such that

P
(
Zn < κn

∣∣ Zm > 0 for all m≥ 0
)
< exp(−λn),

for all n large enough. If X ∼ Binom(3,1− δ) and κ ∈ (1,3) is fixed, then λ can be made arbitrarily
large by taking δ small enough.

Let us remark that one can not generally get a bound that is better than exponential in n. For instance,
in the case of X ∼ Binom(3,1− δ), the first αn generations for any α ∈ (0,1) could always be just
one child, which happens with an exponentially small probability and reduces the size of Zn by an
exponential factor.

Proof. We start by recalling a much weaker bound, using just the second moment method (see, e.g.,
[25, Exercise 12.12]). The first moment is EZn = µn. Regarding the variance,

Var(Zn) = E
(
Var(Zn |Zn−1)

)
+ Var

(
E(Zn |Zn−1)

)
= σ2µn−1 + µ2Var(Zn−1).

Writing γn := Var(Zn)/µ2n, we get the recursion γn = σ2/µn+1 + γn−1, and thus limn→∞ γn =
σ2/(µ2 − µ). Therefore, Var(Zn)∼ σ2µ2n/(µ2 − µ)� (EZn)2. By the Paley-Zygmund inequality,
there exists b= b(µ,σ)> 0 such that, for all n≥ 0,

P(Zn ≥ bµn)≥ b . (2)

When X ∼ Binom(3,1− δ) with δ small, then σ is small, hence, using Chebyshev’s inequality instead
of Paley-Zygmund, we can make b arbitrarily close to 1.

Consider now the depth-first exploration of the tree, as in [25, Figure 12.4]: when a vertex in the
depth-first order is examined, its entire offspring is revealed. Under the conditioning that the tree is
infinite, every generation i≥ 0 has a last time when it is visited by this exploration; denote by vi the
vertex at which this happens, and by Xi the offspring of vi. Let Ei denote the event that Xi ≥ 2 and
the first child of vi that gets examined by the exploration has an infinite offspring. In this case, the
exploration leaves at least one child of vi unexplored. If we denote the sigma-algebra generated by
{Ei : i= 0,1, . . . , j} by Ej , then

P(Ej+1 | Ej)≥ q := P(X ≥ 2)P(Zm > 0 ∀m≥ 0)> 0.

When X ∼ Binom(3,1− δ), this q converges to 1 as δ→ 0. Therefore, for any α ∈ (0,1), the proba-
bility that out of {Ei, i= 0,1, . . . , αn} less than αnq/2 events will occur is smaller than

P
(
Binom(αn, q)<αnq/2

)
≤ exp(−cn), (3)

with some c= c(α, q)> 0, which goes to infinity as q→ 1. Let I be the set of indices i ∈ {0,1, . . . , αn}
for which Ei occurs, and condition on the event

{
|I| ≥ αnq/2

}
.
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Finite-energy infinite clusters without anchored expansion 7

For each i ∈ I , denote the progeny of the unexplored second child by
{
Z
(i)
j : j ≥ 0

}
. The main idea

is that

Zn ≥
∑
i∈I

Z
(i)
n−1−i , (4)

where the summands are independent. By (2), we have P
(
Z
(i)
n−1−i < κn

)
< 1− b if κn ≤ bµn−1−i,

which does hold for all i≤ αn whenever α> 0 is small enough so that κ < µ1−α, and when n is large
enough. Combining (2), (3), and (4),

P(Zn < κn)≤ exp(−cn) + (1− b)αnq/2 < exp(−λn),

for some λ > 0 and all n large enough. For X ∼ Binom(3,1− δ) as δ→ 0, we have c→∞, b→ 1,
and q→ 1, while α is fixed by κ and µ, hence we can take λ→∞.

Getting back to the analysis of our process, Lemma 4 implies that, for δ > 0 small enough,

P
(
|tv|< 2n

∣∣A′)≤ 2−n. (5)

If there is a path from v to a leaf in Tv then define t+v := tv , otherwise define t+v as the ωεδ component
of v in Tv . Since tv ⊂ t+v , (5) remains valid with tv replaced by t+v . Let Pv be the path between o and
v. We have

P(Pv ⊂ ωεδ |ω)≥ (1− δ)5n, (6)

for almost every ω ∈A′. Putting these together, we obtain that, conditioned on A′, for δ small enough,
with probability at least (1− δ)5n− 2−n > 4−n, we have that Pv ⊂ ωεδ and |t+v |> 2n . Call this event
Bn. Conditioned on Bn, define H := Pv ∪ t+v ⊂ ωεδ . We have just seen P(Bn |A′) > 4−n and that,
conditioned on Bn,

|H| ≥ 5n+ 2n. (7)

Next we find an upper bound on the size of the boundary ∂H of H inside ωεδ . For any fixed u of
Tv ∩L0, the probability that Tu ∩ωεδ has a path from u to distance n in Tv \E(C) is trivially bounded
by εn3n. If this event does not happen for any u, then the boundary of t+v in ωεδ consists only of the
single edge of Pv incident to v. By a union bound we conclude

P
(
|∂H|> 2|Pv|+ 1

∣∣Bn)≤ P
(
|∂t+v |> 1

∣∣Bn)≤ εn3n|Tv ∩L0| ≤ εn9n. (8)

To summarize, for δ, ε small enough we have just obtained the following:

Proposition 5. Conditioned on A′, for all but finitely many n ∈ N+, with probability at least cn :=
P(Bn |A′)− εn9n ≥ 8−n there exists an H ⊂ ωεδ ∩ F such that o ∈H , and

|∂H| ≤ 10n+ 1 and |H| ≥ 5n+ 2n. (9)

Say that o is n-nice (or just nice), when H as in Proposition 5 exists. Recall the construction of T1
and T2: if we pick any vertex x ofRo, then (Fx, x) is rooted isomorphic to (Fo, o). Hence conditioning
on A′ means that an analogous event holds for x as well, namely, x is a leaf (of type 0) in Fx and
there is an n-good vertex for it. Hence we can define x to be n-nice just the way we defined it for o.
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Moreover, for all x ∈ V (Ro) the events of x being nice are conditionally independent of each other,
because they are determined by ηε and ηδ on disjoint edge sets (the Fx).

Now consider Π :=Ro ∩ ωεδ . Let E be the event that o is in an infinite component of Π, and let Πr
be the ball of radius r around o in this component. By Lemma 4, we have that P(|Πr|> 2r |E) tends
to 1, exponentially fast in r. Then

P
(
there is no n-nice point in Πr

∣∣E ∩A′)≤ P
(
|Πr|< 2r

∣∣E ∩A′)+ (1− cn)2
r
,

with cn ≥ 8−n from the proposition. Choosing r = rn = n2, say, this quantity tends to 0, superexpo-
nentially fast in n. We can conclude that on E ∩ A′, almost surely for all but finitely many n ∈ N+

there is an n-nice vertex xn at distance at most n2 from o in Π. Then consider the H =Hn(xn) from
Proposition 5 that corresponds to this xn in Fxn . LetQn be the path in Π between o and xn, and define
Kn =Qn ∪Hn. Then, using the proposition, we have

|∂Kn| ≤ 12n+ n2 and |Kn| ≥ 5n+ 2n. (10)

This shows thatKn is an anchored Følner sequence in ωεδ , i.e., satisfies |∂Kn|/|Kn| → 0, finishing our
proof.
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