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Magyar tudósok körútja 2, Budapest, HU-1117, Hungary

We present a simple model for calculating strong field atomic and molecular ionization dominated
by Freeman resonances. Our model combines multiphoton coupling between bound states, including
dynamic Stark shifts, with coupling to a discretized continuum. The simplicity of the model allows us
to interpret pulse shape dependent strong field ionization yields and to demonstrate the relevance
of strong field atomic/molecular phase matching to ionization as well as bound state population
transfer. Comparison with experimental measurements demonstrates that the calculations capture
the essence of the pulse shape dependent ionization yields.

I. INTRODUCTION

Strong field molecular ionization (SFI) is of great in-
terest for many areas of ultrafast molecular science in-
cluding following excited state molecular dynamics [1],
probing molecular structure [2–5], high harmonic gener-
ation and attosecond science [6–9]. Because of its im-
portance, there has been significant effort devoted to cal-
culations of strong field moleclar ionization [10]. Multi-
photon [11, 12] and quasi-static tunnel ionization [13–18]
approaches have proven to be quite successful in describ-
ing many aspects of strong field ionization, such as in-
tensity and angular dependent yields. Since strong field
ionization can lead to the production of multiple ionic
states [8, 19], and shaped laser pulses can control the
ionization to different ionic states [20], there is a desire
to understand the pulse shape dependent yield to dif-
ferent ionic states. While the calculations have captured
many aspects of molecular SFI (angular dependence, ion-
ization to different cationic states, intensity dependence
etc), we argue that there is a need for simple models
that can help interpret pulse shape dependent ioniza-
tion measurements and yield insight into the dynamics
of ionization process. Here we develop a simple model
for resonance enhanced strong field ionization [21, 22]
which describes the pulse shape dependent yield to dif-
ferent ionic states as measured using photoelectron spec-
troscopy. Our calculations allow for direct interpretation
of pulse shape dependent yields that we measure in the
case of the molecule CH2BrI.

II. DERIVATION OF EQUATIONS

Our model is based upon the idea of adiabatic elimina-
tion to arrive at a Schrödinger equation for a small num-
ber of bound and continuum states. Elimination of all of
the states which are not resonantly connected to the ini-
tial, intermediate and final states allows us to derive mul-

tiphoton couplings and Stark shifts between these states.
While a detailed quantitative assessment of the criteria
for adiabatic elimination for the molecules we consider
experimentally would undoubtedly require the inclusion
of more states than we include below, we limit ourselves
to these representative states allowing us to capture the
essence of the pulse shape dependent ionization dynam-
ics. Including more resonant or off resonant states in the
calculation is a straightforward extension of the deriva-
tion provided below.

In order to derive the Hamiltonian which we use to
calculate resonance-enhanced strong field ionization, we
start by considering an atomic or molecular system with
field-free Hamiltonian H0. We consider only electronic
degrees of freedom for simplicity, although nuclear de-
grees of freedom can be included in a straightforward
manner [23, 24]. We write the stationary bound states of
this Hamiltonian as |g〉, |n〉, |k〉 and |e〉, where |g〉 and |e〉
are the ground state and the intermediate N photon reso-
nant excited state, and |n〉 and |k〉 represent non-resonant
intermediate states. We likewise write the wavefunction
of a continuum state with energy E as |uE〉. Figure 1
illustrates the energy levels and their coupling for a sin-
gle continuum, although the equations are derived with
multiple continua. While the derivation is for a single in-
termediate resonant state, the calculations can be easily
extended to involve multiple intermediate states.

We expand the time-dependent wavefunction for the
atom or molecule, Ψ(t), as

Ψ(t) = cg(t)|g〉e−iωgt +
∑
n

cn(t)|n〉e−iωnt

+
∑
k

ck(t)|k〉e−iωkt + ce(t)|e〉e−iωet

+
∑
u

∫ ∞
0

dEΨion
u (E, t)|uE〉e−iω

ion
u t (1)

The total Hamiltonian is H(t) = H0 + V (t) with V (t) =

−~µ · ~E(t), ~µ being the transition dipole moment. In the
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FIG. 1: Diagram illustrating energy levels considered in our
calculations for a single continuum. While the diagram shows
a single continuum for simplicity, the equations were derived
for multiple continua. Symbols are defined in the text.

basis of the |j〉, |uE〉 eigenstates it can be expressed as

H(t) =
∑
j

|j〉Ej〈j| −
∑
j,i

|j〉Vji(t)〈i|

+
∑
u

∫ ∞
0

dE|uE〉(Eionu + Up(t) + E)〈uE |

−

∑
j,u

∫ ∞
0

dE|uE〉Ṽju(E, t)〈j|+ c.c.

 (2)

Here Ej is the eigenenergy of neutral state j, and Eionu
is the eigenenergy of ionic state u. (Eionu − E0 is the
ionization potential for ionic state u). Up(t) is the pon-
deromotive energy, which is proportional to the intensity
of the laser field and is the same for all ionic states. The
Vji and Ṽju are the matrix elements of the operator V(t).
For the sake of simplicity, in the following we derive the
model for the case of two photon transitions between |g〉
and |e〉, and |e〉 and the continuum. Accordingly, we as-
sume that the matrix elements of V are nonzero only for
couplings between |g〉 and |n〉, |n〉 and |e〉, |e〉 and |k〉,
and |k〉 and |uE〉. Generalizing the derivation to higher
order couplings between the states which we explicitly
consider in our calculations below is straightforward but
tedious, which is why we only show the two photon cou-
pling case here. For the case of higher order couplings
one assumes as in the two photon case that there are no
intermediate resonances between states.

Substituting equations 1 and 2 into the time-dependent
Schrödinger equation, ih̄Ψ̇(t) = H(t)Ψ(t), and exploit-
ing the orthonormality of the basis states (〈i|j〉 =
δij , 〈uE |u′E′〉 = δuu′δ(E − E′)), yields a set of coupled

differential equations describing the time-dependent pop-
ulations of the basis states:

ih̄ċg =
∑
n

Vgncne
−iωngt

ih̄ċn = Vngcge
iωngt + Vnecee

−iωent

ih̄ċe =
∑
n

Vencne
iωent +

∑
k

Vekcke
−iωket

ih̄ċk = Vkecee
iωket +

∑
u

∫ ∞
0

Ṽku(E)Ψion
u (E)e−iω̃uktdE

ih̄Ψ̇ion
u = (Up + E)Ψion +

∑
k

Ṽku(E)cke
iω̃ukt (3)

Here ωij ≡ ωi − ωj =
Ei−Ej

h̄ and ω̃uk ≡ ωion
u − ωk =

Eion
u −Ek

h̄ . We assume that ~µij · ε̂ = µij , where ε̂ is the
polarization vector of a linearly polarized electric field.

We next consider an assumption on the matrix ele-

ments, Ṽku(E, t) = −~µku(E) · ~E(t), between neutral and
continuum states: the transition dipole moment distribu-
tions | ~µku(E)| = µ̃ku, i.e., they are independent of E if
0 < E < Emax

u , and they are zero otherwise. The param-
eter Emax

u is an upper limit placed on the photoelectron
energy, which can be chosen arbitrarily as long as the
spectral tail of the electric field is not truncated. As a
next step, we expand the continuum state wavefunction
in the basis of Legendre polynomials:

Ψion
u (E, t) =

M→∞∑
l=0

Φ
(u)
l+1(t)

√
2l + 1

Emax
u

Pl

(
2E

Emax
u

− 1

)
(4)

As has been discussed in previous work [24], using the
recursion relations for Legendre polynomials it can be

shown that the coefficients Φ
(u)
l (t) of the continuum state

obey the TDSE and form a ladder of coupled states.

Φ
(u)
1 is coupled only to ck and to Φ

(u)
2 , and in gen-

eral Φ
(u)
l is coupled only to Φ

(u)
l−1 and Φ

(u)
l+1. Defining

φ
(u)
l ≡ ei

Emax
u
2h̄ tΦ

(u)
l , we may rewrite Equations 3 utilizing

this ladder as:

ih̄ċg =
∑
n

Vgncne
−iωngt

ih̄ċn = Vngcge
iωngt + Vnecee

−iωent

ih̄ċe =
∑
n

Vencne
iωent +

∑
k

Vekcke
−iωket

ih̄ċk = Vkecee
iωket +

∑
u

Vkuφ
(u)
1 e−iωukt

ih̄φ̇1
(u)

=
∑
k

Vkucke
iωukt + Upφ

(u)
1 + ρ

(u)
2 φ

(u)
2

ih̄φ̇l
(u)

= Upφ
(u)
l +

(
ρ

(u)
l φ

(u)
l−1 + ρ

(u)
l+1φ

(u)
l+1

)
(5)

where ρ
(u)
l =

(l−1)Emax
u

2
√

4(l−1)2−1
, ωuk ≡ ω̃uk +

Emax
u

2h̄ . Further-

more introducing the definition, µku = µ̃ku
√
Emax
u , the

Vku =
√
Emax
u Ṽku.
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We parameterize a pulsed electric field ~E(t) as

~E(t) =
1

2
ε(t)e−iω0tε̂+ c.c., (6)

where

ε(t) = ε0
√
g(t)eiϕ(t)/2, (7)

ε0 is the electric field amplitude, ω0 is the central fre-
quency of the laser pulse, ϕ(t)/2 is the temporal phase of
the field, g(t) is the temporal intensity envelope. We next
substitute the dipole operator, using the parametrization
given in Equation 6 into Equations 3 and adiabatically
eliminate the states |n〉 and |k〉, as discussed in previ-
ous work [25], to derive multiphoton couplings between
|g〉 and |e〉 and between |e〉 and |uE〉. This adiabatic
elimination is performed under the assumption that the
transitions to the states |n〉 and |k〉 are far off-resonance.
We furthermore invoke the multi-photon rotating wave
approximation, and thus reduce Equations 3 to the fol-
lowing set of coupled differential equations:

iċg = ω(s)
g (t)cg + χ∗eg(t)e

i∆egtce

iċe = χeg(t)e
−i∆egtcg + ω(s)

e (t)ce +
∑
u

χ∗ue(t)e
i∆uetφ

(u)
1

iφ̇1
(u)

= χue(t)e
−i∆uetce +

(
ω(s)
u (t) +

1

h̄
Up(t)

)
φ

(u)
1

+
1

h̄
ρ

(u)
2 φ

(u)
2

iφ̇l
(u)

=
1

h̄

(
Up(t)φ

(u)
l + ρ

(u)
l φ

(u)
l−1 + ρ

(u)
l+1φ

(u)
l+1

)
(8)

where ω
(s)
i is the dynamic Stark shift of the state i, χij is

the effective multi-photon Rabi frequency [32] for tran-
sitions between states i and j, ∆ij ≡ Nijω0 − ωij is the
multi-photon detuning between states i and j, and ∗ de-
notes complex conjugation. (Here i denotes g or e and j
denotes either e or u.) While the derivation shown here
is for the case of two photon coupling between |g〉 and
|e〉, as well as |e〉 and |uE〉, the final result is valid for
higher order couplings with χij given by χ0,ij(ε(t))

Nij ,
where χ0,ij is a constant and Nij is the photon order of
the transition[33]. For the case of Nij=2, and ωi > ωj ,
χij(t) can be written explicitly as [25]:

χij(t) = −
∑
m

µimµmj
(2h̄)2

ε20g(t)eiϕ(t)

ωmj − ω0
(9)

ω
(s)
i (t) is given by:

ω
(s)
i (t) = −

∑
m

µ2
im

2h̄2 ε
2
0g(t)

ωmi
ω2
mi − ω2

0

, (10)

where m represents n or k (see figure 1).
The N photon rotating wave approximation means that

we consider Nh̄ω � ∆ij . For typical parameters in our
calculations ∆ij ∼ 100 THz, and Nh̄ω ∼ 1900 THz. For

an appropriate choice of Emax
u , ∆ue ∼ 0, ensuring that

the multi-photon rotating wave approximation is valid for
the intermediate excited state to continuum transition
as well. Calculations where we set ω

(s)
u (t) comparable

ω
(s)
e (t) yielded very similar results to calculations where

it was set to zero. We observed a small shift of the peak
in the photoelectron spectrum (¡10 meV) as well as a
small reduction ( 15 percent) in the yield. Since the
effect on the calculations is small and we had no way

to calculate this quantity ab initio, we set ω
(s)
u (t) = 0 for

the calculations shown below.
Equations 8 may then be rewritten in a more enlight-

ening form by performing the following transformation:

cg = bge
−i

∫ t
−∞ ω(s)

g dt′

ce = bee
−i

∫ t
−∞ ω(s)

e dt′ (11)

Applying this transformation to Equations 8, using the
special condition for Emax

u , which makes ∆ue = 0, and
explicitly separating the temporal phase from the multi-
photon couplings, Ωij(t)e

iNijϕ(t)/2 = χij(t), we get the
following equations:

iḃg = Ωeg(t)e
iα(t)be

iḃe = Ωeg(t)e
−iα(t)bg +

∑
u

Ωue(t)e
iβ(t)φ

(u)
1

iφ̇1
(u)

= Ωue(t)e
−iβ(t)be +

1

h̄

(
Up(t)φ

(u)
1 + ρ

(u)
2 φ

(u)
2

)
iφ̇

(u)
l =

1

h̄

(
Up(t)φ

(u)
l + ρ

(u)
l φ

(u)
l−1 + ρ

(u)
l+1φ

(u)
l+1

)
(12)

where the molecule-field phase, α(t), and β(t) are given
by:

α(t) = ∆egt−
Neg

2
ϕ(t)−

∫ t

−∞
δ(s)
ω (t′)dt′

β(t) = −Nue
2
ϕ(t) +

∫ t

−∞
ω(s)
e (t′)dt′ . (13)

Here δ
(s)
ω ≡ ω(s)

e −ω(s)
g is the dynamic Stark shift between

states |g〉 and |e〉.
When written in this form, Equations 12 reveal a sim-

ple, intuitive picture for maximizing the ionization yield
- one would like to minimize the laser molecule phase
advance while the multiphoton coupling between ground
and intermediate states is large. This picture is similar
to earlier work which considered multiphoton transitions
between neutral states[26]. Since the coupling between
|e〉 and |uE〉 is stronger than the coupling between |g〉
and |e〉 (given the difference in multiphoton coupling or-
ders and the density of states), ionization is limited by
the rate at which population can be transferred from |g〉
to |e〉 [27]. In order to maximize this rate, the sign of the
coupling should not change while the magnitude is large.
Thus, the variation of α should be kept minimum while
Ωeg is large. We note that the transition between |e〉 and
|uE〉 is not so sensitive to the laser phase since there is
not a well defined molecule field phase for this transition
given the continuum of final states.
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III. PARAMETER CONSTRAINTS AND
CALCULATION DETAILS

The values of the parameters used in the calculations
were dictated by experimental values and physically mo-
tivated constraints. The laser pulses in the computations
had a Gaussian intensity profile with a FWHM of 40 fs
and a peak intensity between 1012 and a few times 1013

W/cm2, consistent with our experiments. The multipho-
ton Rabi frequencies were chosen to satisfy a number of
constraints. One is that the calculations yield an ion-
ization fraction of between 0.01 and 0.1 for an unshaped
laser pulse, in agreement with experiments. Another is
that the Rabi frequency coupling the ground and inter-
mediate states should be smaller than the Rabi frequency
coupling the intermediate state and continuum so that
transfer to the continuum dominates over Rabi cycles be-
tween the two bound states. This is consistent with the
higher photon order of the ground to intermediate cou-
pling relative to the intermediate to continuum coupling
and the general observation in resonance enhanced mul-
tiphoton ionization that for n+m photon ionization with
n>m, the nth order process is the rate limiting step. Sim-
ilarly, the Rabi frequency between the intermediate state
and continuum should be much smaller than the field-
free coupling between continuum ladder states so that
population transfer up the ladder dominates over Rabi
cycling between the intermediate state and continuum.
Finally, if the coupling between the intermediate state
and the continuum was too high, then there was negli-
gible resonance enhancement, and poderomotive shifting
of the peak in the photoelectron spectrum. This set an
upper limit on the intermediate to continuum Rabi fre-
quency. Based on these considerations, the multiphoton
Rabi frequency Ωeg was chosen so that it reached a value
of 1.22 THz at the peak of the pulse, and the multipho-
ton Rabi frequency Ωue was set to reach a value of 71
THz at the peak of the pulse. Calculations for a range
of Rabi frequencies around these values were carried out.
The ionization yield as a function of pulse shape and in-
tensity was not sensitive to the exact values of the Rabi
frequencies.

The results shown below were obtained with Eion
u =

9.7 eV (chosen to match the ionization potential of
CH2IBr) and an Emax

u of 2eV, which is well above the
maximum photoelectron energy so that the spectrum is
not clipped. Calculations for larger Emax

u yielded the
same results.

The ponderomotive shift of the continuum states was
set to 0.06 eV (14.4 THz) per TW/cm2. The Stark shift
of the excited state was set to be equal to the ponderomo-
tive shift of the continuum, given the fact that Rydberg
states tend to shift ponderomotively. We also performed
additional calculations in which the Stark shift of the ex-
cited state was set to be greater or less than the pondero-
motive shift. These calculations are described in detail
in the appendix. The multiphoton detuning ∆eg is the
parameter which was most difficult to constrain with ex-

perimental measurements. Based upon measurements of
the photoelectron spectrum as a function of intensity, we
estimate that the Stark shift at which resonance occurs is
about 100 ± 50 THz. ∆eg was therefore set to 100 THz.

The continuum ladder was truncated at M = 400
to make the calculation computationally tractable. We
chose to focus on 5+2 resonance enhanced ionization be-
cause measurements of the intensity dependent ioniza-
tion yield for CH2BrCl and CH2BrI showed a fifth order
dependence. However, calculations for 4+3, 6+1, 6+2,
as well as 2+1 all showed qualitatively similar results.
Therefore we argue that our discussion and interpreta-
tion is not particularly sensitive to the multiphoton order
of the resonance.

IV. EXPERIMENTAL APPARATUS

The experiments make use of amplified pulses from a
Titanium Sapphire laser system, producing 30 fs pulses
with up to 1 mJ pulse energy at 1 kHz repetition rate.
The central wavelength is 780 nm. The pulses are shaped
by a custom-built AOM-based pulse shaper which has ap-
proximately 300 resolution elements over a 60 nm spec-
tral bandwidth. The shaped pulses are focused into a
vacuum chamber where they interact with the effusive
molecular beam of the sample. Using an electrostatic
lens, electrons produced from photoionization are veloc-
ity map imaged onto a dual stack MCP detector followed
by a phosphor screen. The 2D image on the phosphor
screen is captured and digitized by a CMOS camera in-
terfaced with a personal computer. Measurements of the
photoelectron velocity map images were made as a func-
tion of laser pulse shape and intensity.

V. RESULTS AND DISCUSSION

Figure 2 shows the calculated photoelectron spectrum
for several different intensities in the case of direct 7 pho-
ton ionization and also 5+2 resonant enhanced ionization
for the case of a single continuum chosen for simplicity.
As is evident from the figure, the peak shifts as a func-
tion of intensity for direct ionization, but does not shift
significantly in the case of resonance enhanced ionization,
since ionization takes place predominantly at intensities
for which the intermediate state is shifted into resonance,
regardless of the peak intensity of the pulse. The shift of
the peak in the case of direct ionization is about 80 meV,
and about 20 meV for the case of resonant enhanced ion-
ization.

This behavior is reflected in our experimental measure-
ments as well. Figure 3 shows the measured photoelec-
tron spectrum for several different intensities for the case
of direct ionization of CS2 and 5+2 Freeman resonance
enhanced ionization of CH2BrI. Note that, as with the
calculations, the direct ionization peak shifts ponderomo-
tively with laser intensity, while in the case of Freeman
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FIG. 2: Calculated photoelectron spectra using different laser
intensities for 5+2 Freeman resonance mediated ionization
(top panel) and direct 7 photon ionization (bottom panel).
The results in the bottom panel are normalized to highlight
the peak shift with intensity

resonance enhanced ionization, the photoelectron peak
does not shift with laser intensity [28]. The shift of the
peaks in CH2BrI is less than 40 meV, which is much less
than the ponderomotive shift of 200 meV for the range
of intensities represented by the data. The shift of the
peak in figure 3 is about 250 meV, which is very close
to the 270 meV ponderomotive shift for this range of
intensities. Additional calculations carried out for differ-
ent Stark shifts of the intermediate state (included in the
appendix) show that for Stark shifts close to the pondero-
motive shift, the peaks in the photoelectron spectrum do
not shift very much with intensity. However, for negative
Stark shifts the shift of the photoelectron peaks can be
more substantial.

Having established that the calculations capture the
behavior of the photoelectron spectrum for resonance en-
hanced and non-resonantly enhanced ionization, we next
consider the pulse shape dependence of the ionization
yield to a given continuum. We consider pulse shapes
with a π spectral phase jump at a variable position
in the spectrum. This paramaterization has proven to
be effective in controlling multiphoton population trans-

FIG. 3: Measured photoelectron spectra using different laser
intensities for 5+2 Freeman resonance mediated ionization of
CH2BrI (top panel) and direct 9 photon ionization of CS2

(bottom panel). As for the calculations, the results in the
bottom panel are normalized to highlight the peak shift with
intensity.

fer between bound states, with dynamics which can be
interpreted in both the frequency and time domains
[26, 29, 30]. Figure 4 shows the measured and calculated
ionization yield as a function of π phase jump position
for Freeman resonance enhanced ionization.

Both the measurements and the calculations show sup-
pression of the ionization yield for π phase jumps near the
center of the laser spectrum. This is largely because the
peak intensity of the laser pulse drops below that which
is required to bring the intermediate state into resonance,
and the yield is greatly suppressed without the resonance
enhancement. However, as shown in equation 13 and fig-
ure 5, the time dependent phase of the laser field also
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FIG. 4: Measured and calculated ionization yield as a function
of π phase flip position.

plays a role in the ionization dynamics. This is discussed
further in the appendix.

Motivated by earlier work [31], and equations 12, we
look at the time dependence of α(t) and the intensity
profile, I(t), for pulses with π phase jump positions that
maximize and minimize the ionization yield. Figure 5
shows the laser-molecule phase and intensity profile for
three shaped pulses: an unshaped pulse, the one with the
π phase jump position that yields the largest ionization
yield (corresponding to the pulse shape that results in the
slight increase above an unshaped pulse for both calcula-
tion and experiment in figure 4 when there is a π phase
flip about 10 THz above the central freqeuncy), and the
one with the π phase jump position which results in the
lowest ionization yield. This figure illustrates the fact
that the optimum pulse for ionization is the one which
minimizes the laser-molecule phase evolution while the
intensity (and consequently the multiphoton Rabi fre-
quencies) are high, resulting in a large coupling between
states [31]. By contrast, if the laser-molecule phase ad-
vances rapidly while the coupling between states is high,
then there is very little ionization yield. These results
highlight the importance of bound state dynamics in con-
trolling the ionization yield because the phase advance
between neutral states is well defined and one can con-
trol how this phase advances with respect to the laser
field.

VI. CONCLUSIONS

The model we have developed represents the simplest
combination of multiphoton coupling, dynamic Stark
shifts and bound to continuum coupling which can de-
scribe pulse shape dependent strong field ionization. The
simplicity of the model allows us to interpret the dynam-
ics underlying the pulse shape dependence. The result is

FIG. 5: Molecule-laser phase (α(t)) and intensity profile (I(t))
for three different shaped pulses. The top panel shows α(t)
and I(t) for an unshaped laser pulse; the middle panel for an
optimally shaped laser pulse which produces the maximum
yield shown in figure 4; the bottom panel for a pulse with a π
phase jump near the center of the spectrum, for which there
is very little ionization yield.

an intuitive picture of phase matching between dressed
(i.e. Stark shifted) bound states and the laser pulse driv-
ing ionization.
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VIII. APPENDIX

The calculations in figure 2 used a Stark shift equal
to the ponderomotive shift. In order to test how sensi-
tive the photoelectron spectrum is to the exact value of
the Stark shift, we performed calculations of the photo-
electron spectrum as a function of intensity for several
different Stark shift values. These are shown in figure 6
for a range of Stark shifts from 0.85 times to 1.3 times
the ponderomotive shift. The spectra are normalized to
largest spectrum in panel d). One can see that there is
very little shifting of the spectra with intensity for all
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FIG. 6: Photoelectron spectra for different intensities with
different Stark shifts of the intermediate state. Panel a) is
for a Stark shift of 0.85 times the ponderomotive shift while
panel b) is for 1.0 times the ponderomotive shift, panel c) is
1.15 times and panel d) 1.30 times the ponderomotive shift.
The intensities for the different spectra are given in TW/cm2

in the legend.

Stark shifts. The largest changes in the spectrum with
intensity occur for the lowest intensity of the top left
graph (panel a), which corresponds to the smallest Stark
shift. In this case, the peak shifts and reshapes slightly
because the pulse intensity is below resonance for the en-
tire pulse duration, meaning that the ionization is not
really resonance enhanced and therefore some shifting of
the peak is to be expected.

To be quantitative about the results, we note that the
ponderomotive shift of the peak for the range of intensi-
ties used in the calculations is about 100 meV. In com-
parison, for the case of a Stark shift of the intermediate
state equal to the ponderomotive shift, the peak shift
is 15 meV. For the case of an intermediate state Stark
shift of 1.15 and 1.30 times the ponderomotive shift, the
shift is 15 meV and 10 meV respectively. For the case
of an intermediate state Stark shift 0.85 times the pon-
deromotive shift, the peak shifts by 0.25 meV. This is
largely due to the fact that for such a low Stark shift
the intermediate state never shifts into resonance during
the pulse given the initial detuning. If the intermedi-
ate state doesn’t shift into resonance, then one expects
some ponderomotive shifting of the photoelectron peak
since the ionization is not really resonance enhanced. Ad-
ditional calculations show the peak shifting more signifi-
cantly with intensity if the intermediate state remains far
from resonance (i.e. several times the laser bandwidth)
during the entire pulse.

Figure 7 shows a comparison of the photoelectron spec-
trum as a function of intensity for positive and negative
Stark shifts (with the detuning also changing sign to en-
sure that the state always shifts into resonance rather
than away from resonance). This figure illustrates that
the photoelectron spectrum looks different for negative vs

FIG. 7: Photoelectron spectra for negative (panel a) and pos-
itive (panel b) Stark shifts. The initial detuning of the inter-
mediate state is 50 THz and the magnitude of the Stark shift
is equal to the ponderomotive shift (0.06 eV per TW/cm2).
The legend indicates the intensities in TW/cm2.

positive Stark shifts despite the fact that the total ion-
ization yield in both cases is about the same. We argue
that this is because the passage through resonance is not
perfectly adiabatic and there is a slight delay between the
population transfer from the ground state to the inter-
mediate state and the ionization from the excited state.
If the ionization is not strictly confined to times where
the intermediate state is exactly resonant, then ioniza-
tion at times when the intermediate state is off resonance
will produce different photoelectron energies for the case
of positive and negative detuning. This can be seen by
comparing panels a) and b) of the figure. Panel a) shows
the case of negative Stark shift (equal in magnitude to
the ponderomotive shift) and an initial detuning of 50
THz. Given that the ponderomotive potential is 0.06 eV
(14.4 THz) for 1 TW/cm2, the intermediate state passes
through resonance for all of the peak intensities consid-
ered in the plot. Panel b) shows the same calculation
but for the case of equal and opposite Stark shift and
detuning. While the peak shift with intensity in panel b)
is less than 30 meV, it is greater than 100 meV for panel
a). The peak in panel a) shifts to lower energy because
any ionization which takes place after the intermediate
state passes through resonance comes from an interme-
diate state which is Stark shifting to lower energies - in
the opposite direction of the continuum. On the other
hand, for the case of a positive Stark shift, the inter-
mediate state is shifting along with the continuum, and
so any ionization not taking place exactly at resonance
leads to the same photoelectron energy as ionization at
resonance.

In order to highlight the importance of the time de-
pendent phase of the laser field as suggested by the ex-
pression in formula 13, we performed a calculation which
compared the ionization yield for two pulses - one which
had the time dependent intensity and phase associated
with a spectral π phase flip and one which had only the
time dependent intensity (i.e. no temporal phase varia-
tion). These calculations are shown in figure 8 and show
that the enhancements in the yield near 12 THz and -11
THz are different for the two cases, illustrating the fact
that the temporal phase of the laser can play an impor-
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FIG. 8: Ionization yield as a function of π phase flip posi-
tion for two pulses. One is a pulse with the time dependent
intensity and phase associated with a π spectral phase flip
whereas the other is a pulse with the same time dependent
intensity but no temporal phase variation - i.e. the temporal
phase associated with the π phase flip in the spectrum was
removed.

tant role in the dynamics and lead to greater ionization
yield than for an unshaped laser pulse.
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