
 
 85 

 Műszaki Tudományos Közlemények vol. 8. (2018) 85–88. 
https://doi.org/10.33894/mtk-2018.08.10 
Hungarian version: https://doi.org/10.33895/mtk-2018.08.10 
http://eda.eme.ro/handle/10598/30287 

 

 

 
MONITORING SYSTEM OF RAIL SURFACE CRACK 
PROPAGATION 

Zoltán NYIKES1, Dániel TOKODY2, Tünde KOVÁCS3 

1,2 Óbuda University, Doctoral School of Safety and Security Science, Budapest, Hungary  
1 nyikes.zoltan@phd.uni-obuda.hu 
2 tokody.daniel@mav.hu 
3 Óbuda University, Bánki Donát Faculty of Mechanical and Safety Engineering, Budapest, 

Hungary, kovacs.tunde@bgk.uni-obuda.hu 

 

Abstract 
Industrially produced rails can contain some inherent failures without evident damage. If a fracture 
propagates beyond a critical size, it can lead to breakage. The study of fracture mechanics suggests 
many different theories for detecting the fracture. Continuous monitoring of the rail surface state is 
necessary in order to assure uninterrupted and safe transportation. 
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1. Introduction 
Railways are a very important infrastruc-

ture element for a country. They are one of 
the most effective means of public transport 
and goods handling. Since the birth of the 
railway, the connection between the rail and 
the railroad has been a key issue. Various 
forms of damage at the wheel-rail contact 
can be observed. Fatigue, wear of the rail 
surface and the formation of cracks result 
from the continuous load on the surface. 
Today, different grades of rails are pro-
duced, and it is possible to improve their 
strength by surface heat treatment. The 
cracks existing or emerging on the track 
surface can increase due to continuous load-
ing and may lead to fractures. Therefore 
continuous monitoring is needed. 

Currently, the monitoring of railroad 
tracks is performed visually, which can be 
very time-consuming. Faults discovered 
visually are registered manually and then 
the data is transmitted. The data processing 
is also done manually.  

In accordance with Industry 4.0 
requirements, it needs to be integrated with 
the tools of the digital world. These tools 
should also be used to support material test-
ing to rapidly and accurately process and 
transmit data. 

2. Cracks, material discontinuities 
Perfectly failure free material cannot be 

manufactured by mass production. There 
can also be small defects or cracks in the 
manufacturing of rails where loads may 
cause the cracks to start and grow. In addi-
tion, when rails are installed, it’s not only 
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the rail-wheel connection that creates stress 
but also the open-air environment; the sur-
face can be subjected to gravel splash and 
other mechanical impacts that, according to 
their size and shape, may lead to the occur-
rence of cracks. 

Fracture mechanics can provide a design 
basis by illuminating the relationship be-
tween crack size and load. One way to de-
termine the critical cracking size is to use 
the fracture toughness equation. The value 
of fracture toughness depends on the mate-
rial of the rail. The size of the hazardous 
crack can be calculated from equation (1). 
In the equation of fracture toughness, an 
(m) is the crack half size and σ (MPa) is the 
load stress. 

 
[ ]mMPaaKIC ⋅⋅= πσ  (1) 

 
The stress can be calculated from the size of 
the contact surface and the load force. In 
the case of wheel-rail contact, the maxi-
mum load can be calculated based on the 
Hertzian contact stress [1]. The modified 
form of the stress, the contact surface re-
duced by the size of the crack (2) [2], where 
F (N) is the load, the contact surface (el-
lipse) (mm2), 2ae (mm) is the major axis of 
the ellipse contact surface, 2be (mm) the 
small axis of the contact surface ellipse, e 
(mm2) the measured fracture on the rail 
surface: 
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The crack can be approximated to an ellip-
tical area. The size of the connected surface 
should be reduced by the size of the surface 
of the cracking to obtain an approximate 
value: [ ]mMPaKIC 41=  is a value for 
experimentally determined perlite rails 
(based on the literature) [3]. 

The rail and wheel contact surface is ellipti-
cal and has a large axis 2ae=13 mm, a small 
axis 2be=10 mm its area T (mm2): 
 

[ ]25,102 mmbaT ee ==π   (4) 
 

If there is no crack on the rail surface, then 
e= 0 mm the Hertzian stress (2) can be cal-
culated in case of a load of 100 kN. 
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By rearranging the fracture toughness equa-
tion (1), the maximally tolerated crack size 
2a (mm) is obtained: 
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In addition to the given load, the crack size 
should not be greater than 2a. The cracks 
can also be approximated by elliptical ge-
ometry, with a large axis 2a (mm). Depend-
ing on the size of the crack, the Hertzian 
stress increases, and the degree of damage 
is proportional. Visual inspection, therefore, 
requires a camera whose resolution makes it 
possible to detect the error in the computed 
range. 

3. Collecting and analyzing data 
In the following section, the information 

security and testing of the surface finish of 
the rail are presented. 

3.1. Primary data 
In the case of material testing, large 

amounts of "raw" data are generated. These 
are referred to as primary data [4]. These 
data must be collected, stored and transmit-
ted on the appropriate channel for further 
evaluation [5]. 
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3.2. Secondary data 
In addition to the rail status data, location 
coordinates must be stored and transmitted 
together with the primary data [6]. These 

data are referred to below as secondary da-
ta. Data is stored and transmitted using data 
fusion.  
 

 
Figure 1. Data analysis and data transfer of the material testing 

3.3. Classification and transmission of 
data 

The data generated from the railway track 
and its analysis are different. Due to its im-
portance and the severity of the errors, it is 
divided into three classes to be forwarded 
and processed according to priority. 

Critical data 
These are data that are pre-processed re-

sults of measurement data that fall into a 
high-risk category from a predetermined 
threshold. Immediate transmission of criti-
cal data is indispensable for real-time pro-
cessing of data and the safe passage of other 
trains on that track.  

Important data 
These are data that are pre-processed re-

sults of measurement data that fall into the 
risk category of the predetermined thresh-
old value. Immediate transmission of im-
portant data is required for the processing 

of data and the safe passage of other trains 
running on that track.  
General data 

These are data that are diagnostic data that 
fall into a non-risk category of the prede-
termined threshold value. The evaluation of 
these data is necessary for maintenance 
planning. 

4. Tool requirements for material test-
ing 

For testing at a speed of 200 Km / h, the 
testing equipment can perform the test, i.e. 
to produce a continuous, high quality and 
high-resolution image, it requires a camera 
that has these criteria. In addition, the cam-
era needs to have a fast recording speed in 
terms of image/second for which continu-
ous material testing is provided.  

For transferring data, a high-speed CAN 
BUS system is required, which provides 
fast data transmission without loss of data 
and redundancy in the case of breakdown or 
malfunction.  
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To evaluate the data in advance, a fast, 
high-computing onboard computer is re-
quired that can be integrated into the rail 
superstructure. The high-voltage electrical 
network is electromagnetically shielded and 
resistant to mechanical impacts. Its storage 
capacity is high for buffer storage. 

5. Protection of the infrastructure 
To ensure electronic information protec-

tion, the security of the transport path and 
the creation of an endpoint and network 
security conditions are essential in order for 
the detected and processed data to be 
transmitted from the source to the data 
centre and then to the affected devices. Tak-
ing these security considerations into ac-
count is indispensable for railways as we 
are talking about critical infrastructure. 
Cyber-attacks on critical infrastructures that 
have occurred on a number of occasions 
have highlighted the fact that critical infra-
structures should be protected against 
cyber-attacks. This requires the use of tech-
nical and procedural rules that ensure prin-
ciples guaranteeing the protection of infor-
mation. 

6. Conclusions 
The fracture toughness value is used to de-

fine the critical fracture value. If the size of 
the crack reaches or exceeds the calculated 
value, it is expected that the rail will be 
damaged because the Hertzian stress can be 
extremely high. By continuously monitor-
ing the cracks, we can prevent catastrophic 
damage. 

This monitoring can be effectively sup-
ported by automated in-situ visual testing 
(using a camera). This continuous rail sur-
face monitoring, supported by image analy-
sis software, is necessary for the 

classification and transmission of the col-
lected surface data according to industry 
4.0. 
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