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Abstract
Due to the exponentially growing number of mobile devices connected to the Internet, the current 4G LTE-A 
mobile network will no longer be able to serve the nearly 5 billion mobile devices. With the advent of the 
fifth generation, however, the number of cybercrimes may increase. This requires building an architecture 
that can adequately protect against these attacks. For wired networks, the SDN-type architecture has been 
introduced for some time. As a result, a similar design concept has emerged, which is called Software Defined 
Mobile Networks (SDMN). This article describes this technology and how it helps prevents DoS, DDoS at-tacks, 
and IP source spoofing.
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1. Software Defined Networks (SDN)  
One of the most widespread and effective net-

working solutions today is Software Defined Net-
works (SDN) [1]. The major innovation of SDN 
over conventional networks is that it separates 
the control plane from the data plane. With this 
approach, centralized control plays an important 
role. For SDN networks, three major layers are 
distinguished: the data plane, the control plane, 
and the application plane.

In the data plane, there are switches and routers 
(also known as SDN switches) which are respon-
sible only for delivering packets to the destina-
tion address on the basis of a higher command 
received from the control plane. Instructions are 
received through the so-called Southbound Inter-
face, which requires the devices to be OpenFlow  
[2] compatible.

The control plane provides automatic configura-
tion of the network, dynamic access and control 
according to needs, with the help of the programs 
used here. One of the most important layers of 
this plane is virtualization, but this is not to be 
confused with network function virtualization 
(NFV  [3], Network Function virtualization). (The 

relationship between SDN and NFV is discussed 
below.) In this plane, there is a Network Operat-
ing System, which provides solutions to any net-
work management problems that may arise. The 
control plane is in direct contact with the third 
plane of the SDN, the so-called application plane. 
The North-bound Interface is responsible for 
communication between them.

The third plane of the SDN is the applica-
tion plane, which has three sub-layers: Lan-
guage-based virtualization, Programming lan-
guages, and Network Applications. Their task is 
to issue the appropriate instructions to the con-
troller to ensure fast and reliable communication 
under central supervision.

2. SDN and NFV
Network function virtualization is often re-

ferred together with SDN, but actually they are 
not interdependent. There is a relationship be-
tween the two solutions, but we could say that 
they are complementary.

SDN virtualizes network devices (switches, rout-
ers), uses cheaper, faster, centrally controlled 
hardware instead of traditional transmission de-
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vices and of course, one or more control control-
lers to provide appropriate centralized protection 
and responsiveness to user needs.

NFV prioritizes the virtualization of network 
functions. It provides virtualization with quick 
deployment, cost savings and flexibility. It allows 
us to run software services that were previously 
implemented in hardware. (e.g. Network Address 
Translation (NAT), Firewall Services, DHCP). It is 
important to note that in order to implement NFV 
services, any IP network can be used, not neces-
sarily an SDN network.

3. Shortcomings of current cellular 
networks

Mobile communication began in the 1980s, and 
at that time it was used exclusively for voice calls 
at a data rate of only 56 kbps. Nowadays, howev-
er, this rudimentary service has evolved into a 
separate large network that is capable of connect-
ing to the Internet and, as a result, is used, in addi-
tion to voice calls, for video calls, high definition 
online video streaming, and online games [5].

There are several disadvantages to today's mo-
bile networks, such as:
–– Lack of appropriate scalability: rapid traffic 
growth is expected due to mobile services re-
quiring new bandwidth, which is too inflexible 
for current static networks, and will be too cost-
ly to operate in the future.
–– Complex Network Management: Physical net-
work devices do not have a common control 
interface, so even a small task requires great 
expertise.
–– Manual Network Configuration: One needs to 
configure everything manually. This requires a 
lot of expert knowledge and work from opera-
tors, and is the cause of most system crashes.
–– Complex and expensive network devices: Some 
devices have to perform too many tasks, such as 
traffic monitoring, billing, QoS, or parental con-
trols, which increase the complexity and cost of 
the device.
–– High costs: Operators are unable to reconcile 
assets from different cheaper manufacturers, 
which increases costs and, due to manual setup 
and inflexibility, high operational costs.
–– Rigidity: Due to the long process of standardiza-
tion, the introduction of a new service takes a 
long time

4. Software defined mobile networks  
(SDMN)

SDN was originally designed for wired net-
works; however, system developers have noticed 
the possibility that this solution may work in a 
wireless environment as well.

SDMN is a programmable, flexible, and traf-
fic-centric network construction consisting of a 
combination of SDN, NFV, and cloud computing. 
It differs from existing mobile networks in that 
it integrates expensive hardware devices with a 
traffic-based model and places a centralized logic 
controller for optimal operation.

Similar to SDN SDMN also has three parts, which 
are the data plane, the control plane, and the ap-
plication plane.

Unfortunately, the SDN concept does not solve 
all the problems mentioned in the previous chap-
ter, but it does increase flexibility, scalability and 
thus performance. It directs the current mobile 
network towards a traffic-centric model that uti-
lizes cheap hardware and logically centralized 
control.

SDN-compatible switches, routers, and gateways 
can be controlled via the SDN controller and the 
network operating system (NOS). The controller 
can be deployed as a plane virtual component in 
an operator cloud. Figure 2. illustrates the struc-
ture of the SDMN [7].

4.1. DP layer
It is also commonly referred to as the infrastruc-

ture layer, where network devices such as switch-
es and routers are located. The base stations are 
connected to limit switch data plane switches. 

Figure 1. Global mobile data traffic between 2017 and 
2022. [4]
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The other side's interfaces are connected to the 
Internet,

4.2. Network controller
The logically centralized controller is used to 

configure and control the DP devices. It uses a 
control protocol, such as OpenFlow, to access DP 
elements and install traffic controls. Like the SDN 
architecture, the network controller and the DP 
layer are interconnected by so-called southward 
APIs. The controller runs NOS to support the con-
trol services.

4.3. Application layer
All the control and business applications such as 

policy, subscriber server, authentication, autho-
rization and accounting can be found here. The 
node-bound API provides the connection between 
the application layer and the network controller.

5. Security flaws

Vulnerabilities originating from SDN can also be 
found in SDMN:
–– Centralized management integrates network 
configuration, network service access control 
and service deployment on the control layer. If 
an attacker successfully obtains control of SDN, 
the network service will be paralyzed, and the 
entire network will be affected [8].
–– The main problem with SDN's programmabili-
ty is trust based on third-party applications and 

controls. Because of the risk of malicious ap-
plications, the authentication process between 
the application and the control layers must be 
strengthened to protect the controller.
–– The combination of NFV and SDN can represent 
a series of security problems. Examples include 
OpenFlow, NFV, software-defined fronthaul net-
work security issues and terminal issues, etc. In 
the case of a software-defined fronthaul, virtual-
ized attack poses a threat.
–– For software-defined Front-haul (SDF) wire-
less programs, SDMN security threats include 
launching wireless media and recognizing the 
attack surface. Some radio frequency interfer-
ence, MAC counterfeiting, and malicious RF in-
terference can adapt. [10]
Of course, researchers are already working on 

these issues to develop a more secure architec-
ture

Conclusion

With increasing traffic, there is a growing need 
for a well-designed network architecture to in-
clude mobile networks. As a result, much research 
is underway to develop well-designed yet secure 
technologies for next-generation technology
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Figure 2. SDMN architecture. [6]

Figure 3. Connection between Backhaul and Front-
haul networks. [9]
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