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Featured Application: The proposed methodology enables researchers and sport scientists to com-
pare and evaluate NFL drafts based on the evaluation of experts. Additionally, it offers an easy-
to-use and reliable solution to solve multicriteria decision making problems, commonly found

in sport sciences.

Abstract: Predicting the success of National Football League drafts has always been an exciting
issue for the teams, fans and even for scientists. Among the numerous approaches, one of the best
techniques is to ask the opinion of sport experts, who have the knowledge and past experiences
to rate the drafts of the teams. When asking a set of sport experts to evaluate the performances of
teams, a multicriteria decision making problem arises unavoidably. The current paper uses the draft
evaluations of the 32 NFL teams given by 18 experts: a novel multicriteria decision making tool
has been applied: the sum of ranking differences (SRD). We introduce a quick and easy-to-follow
approach on how to evaluate the performance of the teams and the experts at the same time. Our
results on the 2021 NFL draft data indicate that Green Bay Packers has the most promising drafts
for 2021, while the experts have been grouped into three distinct groups based on the distance to
the hypothetical best evaluation. Even the coding options can be tailored according to the experts’
opinions. Statistically correct (pairwise or group) comparisons can be made using analysis of variance
(ANOVA). A comparison to TOPSIS ranking revealed that SRD gives a more objective ranking due to
the lack of predefined weights.

Keywords: NFL; expert; sport; multicriteria decision making; pareto optimization; sum of ranking
differences (SRD)

1. Introduction

The National Football League (NFL) draft is held yearly, between the Super Bowl and
the start of the season, resulting in teams signing college players. The first NFL draft was
organized in 1936, as previously the richer teams had been allowed to select young players,
so the competition was unbalanced. With the introduction of the NFL draft, the competition
became more balanced, with teams with poorer records being able to pick better players.
The draft involves 32 teams who sign the best college players in the country. During the
draft, the 32 NFL teams have the opportunity to select American college players. Each
player can only be selected by one team. There are multiple rounds of picks, each consisting
of as many picks as there are teams in the draft, for a total of 32. In 2020, there were 255 picks
in seven rounds, while in 2021 there were 224 picks in seven rounds (https://www.nfl.com
(accessed on 14 June 2022)).

Wolfson et al. [1] addressed the backward prediction problem. Their analysis showed
that college and combine statistics have little value in predicting whether a quarterback will
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be successful in the NFL. The NFL Combine is held annually and is held about two months
before the draft. It assesses players’ physical and mental abilities. The authors obtained
draft position and most NFL statistical data from: https://www.pro-football-reference.
com/ (accessed on 14 June 2022) for quarterbacks drafted between 1997 and 2009. Combine
data were obtained from http://draftscout.com/ (accessed on 14 June 2022). For each
regression, two primary models were considered: the first model, called Base, contains
the predictors and Draft Year, and the second model contains the Base predictors and log
(Pick) values, which show where players were selected in the draft. They conclude that
NFL teams aggregate pre-draft information quite efficiently and are unable to consistently
identify college quarterbacks who will excel among the pros, a consequence of random
variability in future performance due to factors that are unobservable, uncontrollable, and
very likely.

Mulholland and Jensen [2] created a separate predictive model focusing on the tight
end position. The reason for this is that the NFL is increasingly moving towards a pass-
oriented league, so it is necessary to examine the tight end position, too. The model was
created for the NFL draft and NFL career performance based on available data from the
pre-draft period (college performance, NFL combine, physical measures). Linear regression
and recursive partitioning decision trees were used. Using both modelling approaches,
they found that the measures that best predict NFL draft order are not necessarily the
measures that best predict NFL career success. This finding indicates that the current draft
strategy for tight ends can (and should) be improved.

In 2016, Becker and Sun [3] studied fantasy football based on actual NFL player
performance. Becker and Sun set out to create a method that predicts team and player
performances based on historical data, i.e., to develop a method that provides a compre-
hensive optimization strategy for the entire season. A model that could quickly perform
the task to be solved was needed, keeping in mind that during the draft, teams have a short
time (1-3 min) to make a choice. In the study, they found that the probability of winning
money with the IP drafting approach was statistically significantly higher than with the
baseline approach at a 99.75% confidence level after running 300 simulation tests.

The sum of ranking differences (SRD) method was introduced for fair method and
model comparison providing a unique one-dimensional ranking of methods and /or models
in 2010 [4]. SRD was primarily developed to solve method-comparison problems in a fast,
easy way by creating a clear rank of subjects based on comparison with an ideal ranking
(benchmark). Interpretation of the results is also simple: the smaller the SRD, the better
the method, i.e,, it is closer to the gold standard (benchmark). Validation was done by
comparing the ranking of the input matrix to SRD ranks obtained from random numbers.
In the last decade, SRD has been continuously improved and new features have been
incorporated. The first improvement was to develop a strict mathematical validation
method for the SRD scores. When the number of random matrices is large enough, a
distribution is obtained by Monte Carlo simulation and can be used to determine if the
ranks of the input matrix are significantly different from random ranking (i.e., the original
variables overlap with the distribution of random variables). The approach was called
compare ranks with random numbers (CRRN) and was introduced in 2011 [4]. With CRRN,
the authors introduced the concept of theoretical SRD distribution, described as a broken
asymmetric one, and revealed the differences for various sample sizes. However, the
discrete distribution can be approximated with high accuracy if the number of rows in
the input matrix exceeds 13 [4]. The next step was to solve the problem of ties, e.g., the
presence of repeated observations, which occur frequently if the same ranking is given to
two or more variables. Handling ties required an algorithm to define the new theoretical
SRD distributions. For sample sizes between four and nine (4 < n < 9), exact theoretical
distributions are used, but in the case of n > 8, Gaussian approximation, fitted on the SRD
distribution and generated using three million n—dimensional random vectors, gives a high
quality approximation [5].
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Recent examinations clearly and unambiguously have shown that sum of ranking
differences (SRD) realizes a multicriteria decision making (MDCM) tool [6,7]. Moreover, it
was proven that SRD provides the consensus of eight independent MCDM tools [7]. The
other validation possibility for SRD is cross-validation [5,8]: the evaluation of the effects of
different SRD validation variants such as the ways of cross-validations (contiguous n-fold
and repeated resampling with return). The number of folds (five-, six-, seven-, eight-, nine-,
and tenfold) was selected as the recommended optimum [9].

Currently, SRD has been made available on different platforms out of Microsoft Excel
VBA. A python-based (https:/ /github.com/davidbajusz/srdpy (accessed on 14 June 2022)),
and a platform-independent version (https:/ /attilagere.shinyapps.io/srdonline/ (accessed
on 14 June 2022)) are also available with some limitations.

MATLAB codes are also available to perform sum of ranking differences at: https://
www.isu.edu/chem/faculty/staffdirectoryentries /kalivas-john.html (accessed on 14 June
2022) in base form: 2013_12_16_SRD.7z, and to perform single-class fusion classification
with SRD: 2019_11_25_SingleClassCode.7z.

The visualization is also enhanced by a modification of an arrangement of SRD lines
and coupled with parallel coordinates. The MATLAB and Octave codes and test data
of environmental relevance are accessible at https://github.com/abonyilab/parcoord
(accessed on 14 June 2022).

Due to its flexibility and ease of use, SRD has been used in different fields of science such
as eye-tracking [10]; food science [11]; column selection in chromatography [12,13]; variable
selection [14]; ordering and grouping octanol-water (logP) partition coefficient determina-
tion methods [15,16]; selection of edible insects based on nutritional composition [17]; out-
lier detection in multivariate calibration [18]; non-parametric ranking of QSAR models [19];
comparison of ensemble learning models [20]; comparison of tea grade identification using
electronic tongue data [21]; testing the outer consistency of novel similarity indices [22];
and even ranking of sportsmen [23], just to name a few.

The present work is devoted to analyzing the 2021 NFL draft evaluations given by
18 experts to test the consistency of their rankings.

2. Materials and Methods
2.1. Data Set

The data set compiled by René Bugner: https:/ /twitter.com/RNBWCV /status/1388
864754450567169 /photo/1 (accessed on 14 June 2022) contains the draft evaluation of the
32 NFL teams given by 18 experts. Their names and coding are gathered in Table 1 together
with the coding of teams.

Table 1. Coding of experts and teams.

Coding of Experts Coding of Teams
1 CR Chad Reuter 1 Chic Chicago Bears
2 RF Ryan Fowler 2 Clev Cleveland Browns
3 NG Nick Goss 3 LACh Los Angeles Chargers
4 BR Ben Rofle 4 MawY New York Jets
5 VI Vinnie Iyler 5 Miam Miami Dolphins
6 TB Tim Bielik 6 NewE New England Patriots
7 DK Danny Kelly 7 Balt Baltimore Ravens
8 FS Farrar & Schofield 8 Detr Detroit Lions
9 Stl Staff#1 9 Jack Jacksonville Jaguars
10 ND Nate Davis 10 NYGi New York Giants
11 MK Mel Kiper Jr 11 Denv Denver Broncos
12 RD Ryan Dunleavy 12 Atla Atlanta Falcons
13 CcO Conor Orr 13 Minn Minnesota Vikings
14 St2 Staff#2 14 Kans Kansas City Chiefs
15 ML Matt Lombardo 15 Caro Carolina Panthers
16 MM Mark Maske 16 SanF San Fransisco49ers
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Table 1. Cont.
Coding of Experts Coding of Teams

17 LE Luke Easterling 17 Phil Philadelphia Eagles

18 N Thor Nystrom 18 Wash Washington Football Team
19 Tene Tennessee Titans
20 Cinc Cincinnati Bengals
21 Buff Buffalo Bills
22 Tamp Tampa Bay Buccaneers
23 Ariz Arizona Cardinals
24 Pitt Pittsburgh Steelers
25 Indi Indianapolis Colts
26 Gree Green Bay Packers
27 Dall Dallas Cowboys
28 NewO New Orleans Saints
29 LasV Las Vegas Raiders
30 LARa Los Angeles Rams
31 Seat Seattle Seahawks
32 Hous Houston Texans

2.2. Sum of Ranking Differences
2.2.1. Evaluation of Experts

Sum of ranking differences (SRD) as a multicriteria optimization method is able to
compare the evaluation of 18 draft experts based on their scores given to the teams. As
we currently do not know a theoretically best ranking (e.g., which expert(s) has (have) the
perfect draft ranking), SRD uses their consensus (data fusion). SRD has multiple options for
the definition of the theoretically best ranking including minimum, maximum, average, and
any user-defined reference. Minimum, maximum, and average values are calculated row-
wise, while user defined vectors are provided by the users. Consensus modeling is used for
multicriteria decision making problems, even if the preference structures are different. The
consensus is characterized by indicators showing the agreement between experts’ opinions.
Similarly, a measure of proximity is defined to find out how far the individual opinions are
from the group opinion [24]. However, the expert opinion is interchangeable to any kind of
modeling method. Consensus modeling is frequently bounded with data fusion [25] and is
also common in quantitative structure-activity relationships modeling [26].

SRD ranks the teams based on the scores given by the experts, therefore each expert
gets a vector of ranks from 1 to 32, as 32 teams are considered. In the second step, the
so-called reference column, which is the consensus of all 18 experts, is also ranked from
1 to a maximum of 32 (one is the worst, two is the second worst, and so on, the largest is the
best). The third step involves the computation of the row-wise rank differences between
each expert and the reference column. The absolute rank differences are then summed
up for each expert, creating the sum of ranking differences, a single demonstration of
the distance between an expert and the consensus. If the SRD value of an expert equals
zero, the expert ranked the teams exactly as the average of all experts’ scores (consensus).
Median is also a viable option to define a consensus, it is warranted if outlying observations
are suspected. Higher SRD values mean higher deviations from the consensus. Patterns of
SRDs therefore might suggest characteristic groupings among the variables, e.g., variables
closer to each other are more similar in terms of their distance from the reference. The
algorithm for the sum of ranking differences was calculated with Microsoft Office Excel
2007 macro retrieved from: http:/ /aki.ttk.hu/srd/ (accessed on 14 June 2022).

The next type of validation of the SRD values was by ANOVA with Factor 1: resam-
pling variant (two levels: contiguous sevenfold resampling—A, random resampling with
replacement-B), Factor 2: coding (two levels: (1) GPA coding, (2) partial reverse coding
(full ranking): 14 categories from A— to F— are stretched from 1 to 32, and C), and Factor 3:
experts (18 levels).
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The first validation is the randomization test, it shows the distance (probability of)
from random ranking.

2.2.2. Evaluation of Teams

First, the input matrix was transposed, therefore the teams were presented in columns,
while the experts were presented in the rows. The data has been rank-transformed column-
wise, where the lowest GPA score received the lowest rank (1), while tied scores received
averaged ranks. The Factor 1 was the same as earlier: cross-validation variants, two levels
A and B, Factor 2: two levels (1) GPA Coding, and (2) preserving the 14 categories, Factor 3:
32 levels, i.e., the teams.

2.2.3. Coding of Data

The original data set provided by René Bugner uses the GPA system which ranges
from F— to A+ on the presented data set. The 4+ coding system was used to convert the
GPA letters to numbers, which range from 0 (F—) to 4.3 (A+). The reason behind choosing
the 4+ system instead of the more common 4-point system is that the experts used mainly
the upper part of the GPA scale, meaning that multiple A’s and A+’s are used in their
evaluations; therefore the 4+ system enables a better discrimination of the teams. The
coding is denoted by GPAraw.

However, a different coding has also been applied in order to highlight the differences
between the teams even more. GPA codes were transferred to ranks, the average of
4+ system numbers were used for equal codes (partial ranking) denoted by GPAreRank.

3. Results
3.1. Evaluation of Experts

Results based on the 4+ GPA conversion system are presented by Figure 1. The
SRD plot compares the experts to a reference column, defined as maximum here. The
rationale behind choosing the maximum column as a benchmark is equivalent to define
a hypothetical best expert, who can always select the best team. The plot presents a
tangent hyperbolic curve, approximating the cumulated Gaussian distribution function
of the random SRD values. Rankings placed on the left side of the XX1 range (5%) mean
significant rankings (the probability of random ranking is less than 5%). As we look at the
plot, some differentiation can clearly be seen. There is a smaller group of experts who are
more optimistic regarding the 2021 drafts: RF, RD, TB, LE, FS, and St1 when compared to
the others, as their SRD scores are closer to the zero SRD point.
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Figure 1. The SRD values (scaled between 0 and 100) of the experts based on their ratings determined
by sum of ranking differences. Maximum values were used as the reference (benchmark) column,
which had the highest scores. Scaled SRD values are plotted on the x axis and left y axis, right y axis
shows the relative frequencies of random ranking distribution function: black curve. The probability
ranges are also given as 5% (XX1), Median (Med), and 95% (XX19). Codes of the experts are listed in
the data set section.
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Factorial ANOVA decomposes the effects of the various factors and their couplings.
The Figure 2 shows the differences in coding, the original GPA rank is inferior to the full
ranking (the smaller the SRD the better).
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GPAraw GPAreRNK

Figure 2. Comparison of coding options GPAraw—original GPA coding, GPAreRank (recoding to full

rank) error bars represent 95% confidence interval. The variances are homogeneous according to the

Levene’s test.

Figure 3 shows the characteristic grouping of experts. Post hoc tests suggest from
six (Scheffé’s test) to nine (Tukey honestly significant difference test) overlapping groups,
but three groups can be defined relatively easily (Figure 3): Group I (SRD < 35), Group II
(37 < SRD < 43), and Group III (SRD > 43), I-group of recommendable experts, [I-medium-
moderate type experts, and III-not recommendable opinions.

50

Group 11l <}
IR R {,H—-H
Group Il % ,'

SRD [%)]

35

30 {'l{

25 RF 16 RD LE S SU DK ML VI MM BR MK NG CR S2 ND CO TN
Figure 3. Comparison of experts (F3, Sum of Ranking Differences, SRDs are scaled between 0 and
100). The coding options are amalgamated in F3. The error bars represent 95% confidence interval.

A slight difference can be observed if comparing the effect of rankings to the quality
of experts (Figure 4): some experts seem to be better using GPA ranking while others do
better at the re-ranking case.
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Figure 4. Splitting of experts according to ranking options (F2*F3); Sum of Ranking Differences, SRDs
are scaled between 0 and 100. The error bars represent 95% confidence interval.

In some cases (e.g., RD, DK, ... ) the two ranking options are indistinguishable. In
other cases (e.g., FS, LE, St1, BR, MM, St2, . .. ) the difference is significant, though not very
large. The conclusion is obvious, the coding options should be tailored according to the
preferences (taste) of the experts.

During the peer-review process, one of the unknown referees suggested to compare
the obtained SRD rankings to other MCDM methods. After evaluating the existing lit-
erature, we decided to use the technique for order of preference by similarity to ideal
solution (TOPSIS) method. Similar to the majority of MCDM methods, e.g., ELECTRE I1I,
PROMETHEE methods etc., TOPSIS requires the definition of variable weights. Weights
are meant to express the relative importance of the variables/criteria on the ranking of the
objects/alternatives. There is no standard method for the definition of weights, rather, there
are a set of approaches that could be followed [27,28]. Usually, two groups of weighting
schemes are defined: so-called subjective and objective weights [29]. Subjective weights
are usually defined by the decision makers (or users), while objective weights are defined
by mathematical modelling. The authors of the present paper understand the difference
between the two approaches; however, it has to be highlighted that the choice of models
determining the objective weights are chosen by the decision makers, which are subjective.
Therefore, it is always a trust issue to believe that weight definition methods have been
chosen because they are “objective” or because they provided weights that are closer to
the expectations of the decision maker/user. As a solution, we suggest choosing weight
definition methods according to the data structure in order to reduce subjectivity.

With these in mind, weights have been defined using the groupings presented by
Figure 3. The first group of experts received the highest weights, while the third the lowest
as follows: Group 1: 3/6, Group II: 2/6, and Group IIl 1/6. This weighting scheme was
not only used for TOPSIS, but as a weighted SRD reference, as well. Figure 5 presents the
decomposition of the two coding schemes with or without weighting. With the application
of weights, smaller SRD values were obtained. Additionally, weights reduce (almost
eliminate) the differences between the two coding schemes, as introduced by Figure 5. Out
of these, the use of weights increases the number of experts in the second group (medium-
moderate type experts), while decreasing the group of non-recommendable ones. For
example, Figure 3 identifies five experts in the third group, while Figure 5 shows just three.

TOPSIS ranks have been compared to the SRD ranks in Figure 6. The first and last
positions of experts are clearly found by almost all approaches, while the methods have
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lost consensus regarding the middle ranks. TOPSIS ranks differ the most, while it proved

to be the most subjective due to the use of weights.
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Figure 5. Splitting of experts according to ranking options (F1*F2); Sum of Ranking Differences, SRDs

are scaled between 0 and 100. The error bars represent 95% confidence interval. F1: GPAraw-original
GPA coding, GPAreRank (recoding to full rank), F2: Maximum, Weighted.
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Figure 6. Comparison of TOPSIS, original and weighted SRD rankings along with the two coding
schemes. rankTops—TOPSIS ranks, RankGPArawM—SRD ranks of original GPA coding with
maximum reference, RankRevRNKM—SRD ranks of recoding to full rank with maximum reference,
RankGPArawW—SRD ranks of original GPA coding with weighted reference, RankRevRNKW—SRD

ranks of recoding to full rank with weighted reference.
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3.2. Evaluation of Teams

Multicriteria decision analysis can also be done on the transposed matrix, i.e., com-
paring the teams. Again, GPA coding and reranking the GPA codes were used (GPAcod
and GPAreRNK, respectively) and two SRD rankings were carried out accordingly. Row-
average was used as ideal ranking (reference) in SRD. It does not mean the ordering of
teams is closer to the average teams; on the contrary, the ranking follows the experts’
averages. It is a simple assumption that none of the experts are perfect, some of them
overestimate the teams’ performance, while others underestimate them. As the errors
cancel each other out (at least partly), the average is the best choice (Figure 7).

100 =2 400
JackKans ::
LARa Cinc El.uff LACh, N"“' E§a t.Chr T -
0 Detr, Plt't c . _:\ _1 / chic w80 o
Atla, nn Denv,Hpus = 3
_ Ar? P‘JE“JE E:DE 5 =
= amp : 60 ==
— Mlam -4
a 60 |wawy £8
e e
o Wash,Indi =40 Em
NewO =
40 LasV Seat s2
Lagp E S
Gree 3B
I [
20 T ! . T T i U
30 35 40 45 50 55 60 65 70
SRD [%4]

Figure 7. The SRD values (scaled between 0 and 100, blown up part) of the teams based on experts’
ratings determined by sum of ranking differences. Row-average values were used as the reference
(benchmark) column. Scaled SRD values are plotted on the x axis and left y axis, right y axis shows
the relative frequencies of random ranking distribution function: black curve. The probability ranges
are also given as 5% (XX1), Median (Med), and 95% (XX19). Codes of the teams are listed in the data
set section.

The teams right of the XX1 lines are indistinguishable from the random ranking. The
Manhattan distances to the references (the SRD values) are real, independently whether
the evaluation is seemingly random or not. The ordering shows a relative expectable per-
formance. The distance from the first line (Gree) to zero shows the difficulty of evaluating
teams, better experts, or their combination that we should be looking for.

The last validation step of the SRD values happened by a sevenfold cross-validation
and by factorial ANOVA with Factor 1: resampling variant (two levels: contiguous seven-
fold resampling—A, random resampling with replacement-B), Factor 2: coding (two levels:
(1) GPA coding, (2) re-coding of GPA), and Factor 3: teams (32 levels).

The variances are homogenous according to the Levene’s test. Neither F1 nor F2 are
significant, which is reassuring: we have not introduced any (other than random) informa-
tion during coding and resampling. However, approximately half of the teams cannot be
discriminated from random ranking. Similarly, the lack of points in the 0 < SRD < 30 range
calls for a better grading system; more information should be involved in the evalua-
tion (Figure 8).

Why the grading system of the NFL is “successful” (or at least used) then remains a
question to be answered. If the random choice is so predominant, then any (even rubbish)
evaluations are not necessarily distinguishable from serious approaches. In one sense, the
highly random character in teams’ evaluation is reassuring as it reflects the main features
of the issue and a perfect prediction would deteriorate all experts” opinions, bookmaker’s
activities and so on.
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Figure 8. Comparison of teams using sum of ranking differences (scaled between 1 and 100). The
points of teams above the dotted red line are indistinguishable from random ranking.

4. Discussion

There is still no clear consensus on which technique performs best; so, testing multicri-
teria decision making methods to discover the best one for the given situation is critical.
Other studies sought to assess sports teams’ performance. Csaté has demonstrated that
multicriteria optimization produces more intuitive outcomes than lexicographic rankings.
Based on an imperfect pairwise comparison matrix [30], an alternative ranking for the
2010 Chess Olympiad Open was introduced.

Dadelo and colleagues applied the technique of ordering performance by similarity
to the ideal and worst solutions (TOPSIS) to ensure greater efficiency in basketball player
and team qualification. More accurate prediction of sport performance, team composition,
and optimization of the preparation process was realized, while taking into account the
individualism of team players and encouraging their versatility, i.e., meeting the team’s
overall physical fitness standards. The design and adaptation of mathematical systems
for practical use considering the individuality and uniqueness of the athletes is crucial to
optimize the training process of team players [31]. Although the proposed method showed
promising results, it must be mentioned that a key point of TOPSIS models is the definition
of the weights of the used the criteria (the weights are necessarily subjective and depend
on the experts’ preferences). However, using experts’ opinions is a reliable option in cases
where other methods are not available. Sum of ranking differences (SRD) gives a clear
ranking and grouping of the variables instead, making it more robust to subjectivity.

As a solution to the weights issue, Chen and colleagues developed an evaluation
model for selecting the best pitcher in the Chinese Professional Baseball League using the
analytic hierarchy process (AHP) and TOPSIS models. The AHP was used to analyze the
structure of the starting pitcher selection problem and to determine the weights of the
criteria, while the TOPSIS method was used for the final ranking. It may not be realistic to
develop a model that fits all decision makers and all decision situations [32]. In our case,
the teams and experts were treated equally, as no weightings were applied.

Sinuany-Stern has also used the AHP method to rank football teams, using six criteria
such as the performance of the previous season, the quality of the players or the team’s
fans, etc. A pairwise comparison matrix was created for each criterion. The use of AHP
seems to be appropriate for evaluating football teams, as the pairwise comparison of teams
is natural [33]. One of the major advantages of SRD over AHP is that SRD is able to
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handle extremely large data sets. Therefore, there are almost no limitations regarding the
number of criteria and/or decision options. Furthermore, in our case the input matrix was
transposed, and the same data were used in a different perspective to evaluate not only the
experts but also the teams themselves.

The technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) was
applied as an MCDM tool, with normalization and weighting. The weights of the criteria
were calculated by an eight-step process using the fuzzy analytical hierarchy process
(AHP). The TOPSIS, contrary to its name, does not rank the objectives to the similarity
of the ideal solution as SRD does, but searches “the shortest geometric distance from the
positive ideal solution (PIS) and the longest geometric distance from the negative ideal
solution (NIS)” [34]. The same triangular fuzzy weighting was used in an AHP for the
determination of the criteria of transport planners when establishing a set of park and ride
system facilities [35].

In our case, TOPSIS weights were determined according to the data structure by the
SRD grouping. However, we highlighted that the choice of weights is subjective in the case
of “objective” weighting when it comes to choosing the method used for calculating the
weights (there are a plethora of them). As TOPSIS ranks depend heavily on the weights,
significant bias can be introduced if the weights are not properly chosen. This effect is
even more expressed in cases where the impact of the teams is impossible to assess on the
evaluation of the experts.

Kaczynska and colleagues compared chess players selected from the FIDE top 100 and
ranked them according to their performance in different types of games and their age. It
turned out that an unexpectedly high number of criteria should be taken into account to
produce a reliable ranking. A ranking was created using the characteristic objects method
(COMET). It is based on fuzzy logic and uses characteristic objects to evaluate alternatives,
which guarantees immunity against the multiple ranking paradox. The COMET method
is well suited for ranking problems in sports [36]. Fuzzy methods provide a solution for
uncertainty and hesitancy during the decision process. In our SRD approach, the consensus
method was used to eliminate the uncertainties and biases coming from the evaluations of
the different experts.

Angulo and colleagues provided criteria for evaluating handball caps and used various
soft computing methods to estimate their weights. They compared a fuzzy multicriteria
decision making method, a metaheuristic optimization algorithm, and methods based on
statistical and domain knowledge to evaluate goalkeepers” actions during the game. The
metaheuristic-based method outperformed other approaches in identifying and ranking the
best handball goalkeeper. Furthermore, the fuzzy technique based on expert judgements
has produced poor results in terms of selecting the best goalkeepers [37].

Fuzzy methods have also been used to evaluate the significance of the different
performance criteria used later in an MCDM method. Nasiri and colleagues looked at
the selection of sub-footballers for the transfer season using a fuzzy analytic network
process (ANP) to weight the different field positions; then, the suitability of each player
was computed via PROMETHEE II. The proposed method maximizes the total scores of
the players to be purchased while keeping costs as low as possible [38].

In the case of basketball, Martinez and Martinez investigated the opinions of basketball
stakeholders in several specific issues related to player evaluation. This macro-research
involved players, coaches, agents, journalists, editors, bloggers, researchers, analysts, fans,
and chairs. The current player evaluation systems are not sufficient to meet stakeholders’
expectations in terms of determining value, as they do not assess intangible values [39].

Hochbaum and Levin present a new paradigm using an optimization framework that
addresses the main shortcomings of current models of group ranking. The framework
provides a concrete performance measure for the quality of aggregate rankings based on
deviations from the rankings of individual decision makers. The presented new model of
the group ranking problem is based on intensity rankings, i.e., the degree of preference
is quantified. The model allows for flexibility in decision protocols and can account for
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imprecise beliefs, incomplete confidence in individual rankings, and differences in the
expertise of the raters [40].

In sports sciences, ranking problems can also arise when a set of alternatives character-
ized by variables and decisions are based on the pairwise comparisons of the alternatives
(matches between players). The series of these pairwise comparisons give the tournaments,
which can have different formats. Sziklai and colleagues compared these formats, such as
knockout tournaments, multi-stage tournaments, and the Swiss-system, using Monte-Carlo
simulations. Of all the tournament formats, the Swiss-system was found to be the most
accurate, especially in terms of ranking all participants [41].

Three aspects were considered: pertinence, importance, and unambiguity [42] in
developing an assessment of 11 play actions, decision-making, technical execution, and the
final result were coded according to the observed adequacy. A panel of experts validated
the instrument (camera).

A computer model was developed to calculate the probability that a pass reaches the
target player without being intercepted by opponents in soccer. A comparison to expert
ratings was fulfilled as a part of the model without using any MCDM methods [43].

Finally, the limitations of the SRD are gathered below. Although the SRD as an
MCDM tool is entirely general and can be applied in highly diverse fields, there are some
practical limitations:

(i) Naturally, the results depend on the golden standard and the results will necessarily
be changed if changing the benchmark. All variables (objectives) are used as a
benchmark once and only once to resolve the benchmark ambiguity problem [15]. It
was termed as COVAT (Comparisons with One Variable at a Time). A heatmap format
was introduced to visualize the pairwise Manhattan distances (SRDs) [15].

(if)  If the criteria are not conflicting, then the same ranking appears for each objective and
no ordering takes place. However, it is a rare occasion, it happens only in the case of
linearly dependent objectives.

(iii) Different scales might lead to somewhat different ranking and grouping of the objec-
tives. In such cases, more scaling options are advised to reach general conclusions;
preferably, standardization, rank transformation, range scaling between 0 and 1, and
normalization to unit length.

(iv) The SRD computer codes do not allow weighting in their present version, though
some decision makers would insist the favorable usage of preferred alternatives
(criteria). This deficiency can easily be solved if we use a weighted standard as we
have shown this possibility above cf. Figure 5 and the preceding corresponding text.

(v) If the number of rows in the input matrix (the number of alternatives) is too small
(say, below seven), then the probability of random ranking is enhanced though the
most probable ordering outcome. If the number of rows surpasses 1400, then the fifth
percentile of the randomization test provides a lower limit (conservative estimation).
In practice, such a limitation is not a real one, as fully random ordering of 1400 items
rarely happens, if at all.

5. Conclusions

A novel method, sum of ranking differences, was used, which provides a clear ranking
and grouping of experts and teams to be compared alike. Thanks to its nonparametric
nature, a diverse type of variables can be used to conduct the evaluations. The method has
other potential fields of applications, starting from the comparison of players through the
comparison of the performance of judges to the validation of other methods.

An important finding of the research is that rankings provide a better separation
compared to GPA scores and that there is a significant deviation in experts” opinions. The
coding options should be tailored according to the preferences (taste) of the experts.

Around half of the teams cannot be distinguished from random ranking. Although
the analysis identified Green Bay Packers as the team having the most promising draft,
there are many other factors that can influence the teams’ performance during the season.
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A future direction therefore could be the continuous follow-up of the teams and expert
opinions on the drafts to quantity the effect of the drafts on the performance of the team.
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