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Abstract

Autonomous vehicles (AVs) are expected to improve road traffic safety and save hu-
man lives. It is also expected that some AVs will encounter so-called dilemmatic si-
tuations, like choosing between saving two passengers by sacrificing one pedestrian 
or choosing between saving three pedestrians by sacrificing one passenger. These 
expectations fuel the extensive debate over the ethics settings of AVs: the way AVs 
should be programmed to act in dilemmatic situations and who should decide about 
the nature of this programming in the first place. In the article, the ethics settings 
problem is analyzed as a trilemma between AVs with personal ethics setting (PES), 
AVs with mandatory ethics setting (MES) and AVs with no ethics settings (NES). It 
is argued that both PES and MES, by being programmed to choose one human life 
over the other, are bound to cause serious moral damage resulting from the violation 
of several principles central to deontology and utilitarianism. NES is defended as the 
only plausible solution to this trilemma, that is, as the solution that sufficiently mini-
mizes the number of traffic fatalities without causing any comparable moral damage.

Keywords: autonomous vehicles, ethics settings, utilitarianism, deontology, 
moral damage

I. INTRODUCTION

Autonomous vehicles (AVs) are expected to improve road traffic safety and re-
duce the number of traffic fatalities, especially those caused by human factors 
such as alcohol or drugs abuse, carelessness, fatigue and poor driving skills. It is 
also expected that some AVs – despite their enhanced reliability made possible 
by AI algorithms, interconnectedness, sophisticated sensors and similar tech-
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nologies – are bound to encounter dilemmatic situations of having to choose 
the lesser of two (or more) evils. To mention some standard hypothetical ex-
amples: an AV might have to decide whether to sacrifice one pedestrian to save 
three others, to save two pedestrians by sacrificing the passenger of the vehi-
cle or to sacrifice an elderly person to save a child. Hypothetical examples like 
these, usually formulated in terms of the classic trolley problem (Foot 1967, 
Thomson 1976), find themselves at the center of the debate over ethics set-
tings of AVs: How should AVs be programmed to react in dilemmatic situations 
and who should decide about the nature of this programming in the first place? 
Many scholars believe that this debate (useful reviews are Millar 2017 and Ny-
holm 2018a, 2018b) is of great practical significance. According to Awad and 
colleagues:

Never in the history of humanity have we allowed a machine to autonomously decide 
who should live and who should die, in a fraction of a second, without real-time su-
pervision. We are going to cross that bridge any time now, and it will not happen in a 
distant theatre of military operations; it will happen in that most mundane aspect of 
our lives, everyday transportation. Before we allow our cars to make ethical decisions, 
we need to have a global conversation to express our preferences to the companies 
that will design moral algorithms, and to the policymakers that will regulate them. 
(Awad et al. 2018. 63)

It is argued in the present article that introduction of AVs with any type of eth-
ics settings that would enable them to “decide who should live and who should 
die” (Awad et al. 2018. 63) is bound to cause serious moral damage, construed 
here as a violation of several principles central to both the deontological and util-
itarian ethical traditions. A similar argument can be found in the report on Au-
tomated and Connected Driving, published by the Ethics Commission appointed 
by the German Federal Minister of Transport and Digital Infrastructure (BMVI 
2017). The report emphasizes that “human lives must not be ‘offset’ against 
each other” and finds it impermissible “to sacrifice one person in order to save 
several others” (BMVI 2017. 18). The difference between the present article 
and the German report, however, lies in their respective premises: whereas the 
premises of the German report are predominantly deontological, this article’s 
premises are deontological and utilitarian. The article, in other words, elaborates 
upon the deontological case from the German report, but it also develops an 
additional utilitarian case. The primary purpose of the article, however, is not 
to decide which ethical position, deontology or utilitarianism, is more promising 
when it comes to rebutting the idea of AVs with ethics settings. Rather, its pri-
mary purpose is to explicate the range and diversity of arguments against ethics 
settings and to suggest that – despite all the “global conversation” (Awad et al. 
2018. 63) and philosophical efforts – AVs with ethics settings will remain not 
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only a bridge that we should not cross, but most likely a bridge that most people 
will never seriously intend to cross.

The present article consists of six sections. Following this section, section 
II describes the problem as a trilemma between three types of ethics settings: 
personal ethics setting (PES), mandatory ethics setting (MES) and no ethics 
settings (NES). Section III develops deontological and utilitarian arguments 
against PES and section IV does the same with respect to MES. In section V, 
NES is defended as the only plausible solution to this trilemma. Section VI con-
cludes the article by summarizing the main points.

II. THE TRILEMMA

Consider the trilemma between three types of ethics settings (the abbreviations 
PES and MES, with slight modifications of what they refer to, are borrowed 
from Gogoll and Müller 2017):

PES  Personal ethics setting. Ethics settings should be chosen individually by the 
AV’s passengers. Although “personal” is not by definition “egoistic” or “self-
ish”, it is assumed here that PES is predominantly selfish, that is, it is pro-
grammed to save the passengers of the AV even at the expense of sacrificing a 
greater number of other people.

MES Mandatory ethics setting. Ethics settings for all AVs should be the same and 
chosen and enforced by the state. It is assumed here that MES impartially 
distributes harms and benefits among all those affected by its decisions. For 
example, it always saves the greatest number of lives, even at the expense of 
sacrificing the passengers of the AV.

NES No ethics settings. AVs should have no ethics settings, in the sense that they 
should have no pre-programmed rules enabling them to choose one human life 
over the other.

III. THE CASE AGAINST PES

Despite its coherence with individual autonomy as one of the most fundamen-
tal deontological principles, deontologists would reject PES as long as its deci-
sion-making were guided by the selfish interests of the AV’s passengers. From 
the deontological point of view, acting with selfish motives is the antithesis of 
moral behavior. That AVs with PES would in most cases exemplify this antith-
esis is not just armchair speculation about human nature but something corrob-
orated by empirical research. For example, in one poll, 64% of participants an-
swered that they would even sacrifice a child in order to save themselves (Millar 
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2017. 25); other studies reveal that “[a]lthough people tend to agree that every-
one would be better off if AVs were utilitarian (in the sense of minimizing the 
number of casualties on the road), these same people have a personal incentive 
to ride in AVs that will protect them at all costs” (Bonnefon et al. 2016. 1575). 
As a matter of fact, in order for it to fail by deontological standards, especially 
those set by Immanuel Kant (1785/1996), an AV with PES need not be sensu 
stricto selfish, that is, contributing exclusively to the well-being of its passenger. 
Just as unacceptable would be any other arbitrary or heteronomous motivation 
or reason – for example, positive or negative attitudes towards someone’s race, 
sex, ethnicity or age – for distinguishing between traffic participants whose lives 
are worth saving from those whose lives are not worth saving.

PES also violates another important deontological principle: the prohibition 
against using persons “merely as means” (sometimes referred to as the “person-
hood” principle). In Kant’s words, a human being “can never be used merely as 
a means by anyone (not even by God) without being at the same time himself 
an end” (1788/1996. 245). If I program my AV to systematically sacrifice anyone 
else in order to save my own life, this obviously amounts to using other persons 
merely as means. People treating each other as means, of course, is morally un-
problematic as long as they do not treat each other merely as means, in the sense 
that everyone involved either explicitly agrees to a specific scheme of (inter)
action or that their consent can be reasonably presumed (O’Neill 1994. 44). For 
example, I use the delivery driver as a means to get my pizza and he uses me as 
a means to earn his wages. The problem appears when people are treated merely 
as means and would not consent to such treatment if they were asked. For ex-
ample: A and B survived a plane crash on a desert island. A kills B in his sleep, 
so he can eat him and survive until the rescuers arrive. B did not consent – and 
probab ly would not if A asked him – to be used in this way. PES is structurally 
similar and, for this reason, similarly problematic. One cannot reasonably pre-
sume that any person – in the other vehicle, or on the sidewalk or crosswalk – 
has consented to be killed (to be used merely as a means), so that I can continue 
living. I can reasonably presume my delivery driver’s consent to be used as a 
means to get my pizza, but I cannot presume his consent to be run over by my 
AV to stop it from crashing into the back of a truck.

Partiality is one of the clearest utilitarian deficits of PES. Utilitarians insist 
on “the greatest happiness for the greatest number”, but they also insist that 
this happiness is achieved in an impartial way. In John Stuart Mill’s formula-
tion: “[T]he happiness which forms the utilitarian standard of what is right in 
conduct is not the agent’s own happiness, but that of all concerned” and “be-
tween his own happiness and that of others, utilitarianism requires him to be as 
strictly impartial as a disinterested and benevolent spectator” (1863/1998. 64).
Peter Singer uses the “scales” metaphor: “True scales favour the side where 
the interest is stronger or where several interests combine to outweigh a smaller 
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number of similar interests, but they take no account of whose interests they are 
weighing” (2011. 20–21). An AV with PES that prioritizes its passengers’ lives 
and interests over all other lives and interests – an option, as we have seen, that 
would be adopted by the majority of AV passengers – would obviously violate 
this utilitarian requirement of strict impartiality and disinterested benevolence.

A more serious utilitarian deficit of PES is its strong tendency – in comparison 
to other types of ethics settings – to bring about the worst possible consequenc-
es. If most AVs are set to protect their passengers’ lives at all costs, including 
the cost of sacrificing any number of other lives, that should unquestionably, in 
the long run, increase the total number of traffic fatalities. This outcome is di-
ametrically opposed to the fundamental utilitarian (consequentialist) principle 
of minimizing suffering and maximizing happiness for the greatest number of 
people possible. An argument to the same effect, presented in game-theoreti-
cal terms, is offered by Gogoll and Müller (2017). They maintain that allowing 
people to personally choose their own ethics settings would create “prisoner 
dilemma” circumstances in which everyone’s probability of dying in traffic in-
creases. Their basic point is this: even individuals disposed to choose “moral” 
PES (sacrificing themselves to save the greater number of others), as opposed 
to “selfish” PES (sacrificing any number of others to save themselves), would 
at some point realize that they are taken advantage of by selfish individuals. 
In this kind of environment, guided by rationality and in pursuit of their own 
interest, they would eventually switch to “selfish” ethics settings themselves, 
contributing thus to the creation of “a world in which nobody is ready to sacrifice 
themselves for the greater number” and “the number of actual traffic casualties 
is necessarily higher” (Gogoll–Müller 2017. 694). The proposed solution to this 
dilemma – to be analyzed in the next section – is MES:

This leaves us with the classical solution to collective action problems: governmental 
intervention. The only way to achieve the moral equilibrium is state regulation. In 
particular, the government would need to prescribe a mandatory ethics setting (MES) 
for automated cars. The easiest way to implement a MES that maximizes traffic safety 
would be to introduce a new industry standard for automated cars that binds manu-
facturers directly. The normative content of the MES, that we arrived at through a 
contractarian thought experiment, can easily be summarized in one maxim: Minimize 
the harm for all people affected! (Gogoll–Müller 2017. 695)

IV. THE CASE AGAINST MES

The deontological deficits of MES are practically the mirror image of the deon-
tological deficits of PES: whereas the major problem with PES is not autonomy 
but selfishness, the major problem of MES is not selfishness but autonomy. 
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As the German report on Automated and Connected Driving correctly recogniz-
es, MES implies that “humans would, in existential life-or-death situations, no 
longer be autonomous but heteronomous” and that the state would act “in a 
very paternalistic manner and prescribing a ‘correct’ ethical course of action” 
(BMVI 2017. 16). MES would basically suspend an individual’s capacity for eth-
ical decision-making in situations – those with human lives at stake – in which 
the exercise of this capacity might be most needed. In other words, autonomous 
decision-making and moral agency would be substituted by algorithmic (“het-
eronomous”) decision-making and preprogrammed agency. Since the specifics 
of this decision-making, by the definition of MES, would be prescribed and 
enforced by the state, it may actually be inadequate to talk about it as moral or 
ethical decision-making – in the same way as it would be erroneous to talk about 
any state prescribed and enforced norms as moral or ethical. In short, deonto-
logists could claim that MES, as a consequence of its suspension of individual 
autonomy and moral agency, is actually a negation of ethics and should not be 
classified as an “ethics setting” at all.

An equally important deontological deficit of MES is that it implies using 
persons merely as means, in the sense of sanctioning a practice of sacrificing 
some persons – when traffic circumstances dictate it – to save the greater num-
ber of others. The fact that this would not be done by other persons (as was the 
case with PES), but by the state, is morally irrelevant. If a human being, as Kant 
said, “can never be used merely as a means by anyone (not even by God)”, then 
they cannot be used merely as a means even by the state. The German report 
similarly points out that “offsetting of victims” by AVs is impermissible because 
“the individual is to be regarded as ‘sacrosanct’” and “equipped with special 
dignity” (BMVI 2017. 18–19). It is important to notice that the wrongness of 
using persons merely as means here does not essentially stem from the fact that 
it would be performed by machines (which is a common ethical objection to 
many similar uses of AI systems). It would be wrong even if it was performed 
by human beings. Imagine that a time machine is invented that allows humans, 
at any given moment, to “freeze” time and everything that happens. They can 
“freeze” dilemmatic situations with AVs before they play out and allow human 
experts – some kind of a time travelling ethics committee – enough time to 
decide how to resolve them (for example, whether to sacrifice pedestrians or 
passengers). Assuming that persons affected by these decisions would not be 
consulted, the time travelling ethics committee would be treating them merely 
as means in the same way that MES would.

A possible reply to “autonomy” and “personhood” objections is that their 
force diminishes if all or the majority of citizens decide, through some kind of 
democratic procedure, that they wish to trade parts of each individual’s auto-
nomy and personhood for the reduction of everyone’s chances of being killed 
in traffic. The problem with this reply is well-known from ethical debates on a 
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variety of sensitive issues like abortion, euthanasia or capital punishment: the 
majority opinion is not necessarily the morally right opinion. A public referen-
dum with any percentage of votes – tight votes especially – either approving 
or disapproving any of these practices does not settle the fundamental ethical 
question of their rightness or wrongness (except, maybe, for radical ethical rela-
tivists). As an institutional arrangement that will require almost daily choices 
between human lives, MES would surely become an extremely sensitive is-
sue likely to split public opinion. However, in view of the diversity and value 
pluralism of contemporary democratic societies, it seems unsatisfactory to use 
any form of democratic decision-making as a tiebreaker for moral disputes with 
far-reaching consequences like the one over MES. For the same reason, is does 
not seem promising to use it to neutralize deontological objections as complex 
as autonomy or personhood.

The main problem with MES, from the deontological perspective, is the fact 
that it is a utilitarian scheme of action and all such schemes, in John Rawls’s for-
mulation, have to be rejected because they disregard “the distinction between 
persons” (1971/1999. 24). According to Rawls, it is impermissible “that the sacri-
fices imposed on a few are outweighed by the larger sum of advantages enjoyed 
by many” (1971/1999. 3) and, “under most conditions, at least in a reasonably ad-
vanced stage of civilization, the greatest sum of advantages is not attained in this 
way” (1971/1999. 23). Nevertheless, it might be too hasty to conclude that MES, 
despite its central goal of minimizing the harm for all people affected, would be 
mechanically taken on board by utilitarians. The way in which MES would ac-
complish this goal is likely to have harmful side effects that most utilitarians tend 
to invoke when they dismiss some other, in many respects similar, proposals. As 
an initial illustration, consider the following hypothetical example:

You have five patients in the hospital who are dying, each in need of a separate organ. 
[…] You can save all five if you take a single healthy person and remove his heart, 
lungs, kidneys, and so forth, to distribute to these five patients. Just such a healthy 
person is in room 306. He is in the hospital for routine tests. Having seen his test re-
sults, you know that he is perfectly healthy and of the right tissue compatibility. […] 
The other five patients can be saved only if the person in Room 306 is cut up and his 
organs distributed. In that case, there would be one dead but five saved. (Harman 
1977. 3–4)

In terms of the number of lives to be saved, cutting up the person in room 306 
seems to make perfect utilitarian sense: “one dead but five saved” sounds much 
better than “one saved but five dead”. Most utilitarians, however, are more re-
fined than that and numbers are not the only thing that matters in their moral 
reasoning. They tend to dismiss proposals like cutting up the person in room 
306, because they believe that any similar practice, once it is allowed and be-
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comes publicly known, is likely to have a series of harmful side effects. Accord-
ing to rule utilitarians like Richard Brandt (1965/2003), for example, a rule that 
allows one healthy person to be sacrificed in order to save five dying patients 
might, in the long run, bring about an even greater loss of lives (e.g. due to the 
growing distrust of doctors or the fear of visiting hospitals). An advocate of R. 
M. Hare’s (1981) two-level utilitarianism could claim that doctors, due to their 
inherent human limitations and biases, would more often than not make wrong 
judgments about exactly who and when should be sacrificed, so that the great-
est number of lives can be saved. Since they are very likely to have catastrophic 
consequences, calculations like these should not be allowed to be part of doc-
tors’ everyday work. Peter Singer’s preference utilitarianism also leaves plenty 
of room for rejection of similar proposals and practices:

If […] we decided to perform extremely painful or lethal scientific experiments on 
normal adult humans, kidnapped at random from public parks for this purpose, adults 
who entered parks would become fearful that they would be kidnapped. The re-
sultant terror would be a form of suffering additional to the pain of the experiment. 
(Singer 2011. 51–52)

If I am a person, I know that I have a future. I also know that my future existence 
could be cut short. If I think that this is likely to happen at any moment, my present 
existence will be fraught with anxiety and will presumably be less enjoyable than if 
I do not think I am likely to die for some time. If I know that people like myself are 
very rarely killed, I will worry less than if the opposite is the case. (Singer 2011. 77)

The utilitarian logic behind the examples mentioned so far can be captured 
as follows: Although an action may have some positive immediate effects (for 
example, five lives saved at the expense of one), there is an overriding reason 
against performing that action as long as it, once becoming publicly known, is 
likely to have negative side effects across the population at large and continuing 
indefinitely into the future (for example,  the resultant terror, fear and anxiety 
at the individual and social level). Another useful illustration of this logic is the 
hypothetical example of “survival lottery” by John Harris (1975/1986). We are 
invited to imagine two dying patients, Y and Z, trying to persuade doctors to 
save their lives by acquiring healthy organs in a unique way:

Y and Z put forward the following scheme: they propose that everyone be given a 
sort of lottery number. Whenever doctors have two or more dying patients who could 
be saved by transplants, and no suitable organs have come to hand through “natural” 
deaths, they can ask a central computer to supply a suitable donor. The computer will 
then pick the number of a suitable donor at random and he will be killed so that the 
lives of two or more others may be saved. (Harris 1975/1986. 89)
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One possible reason for rejecting “the institution of the survival lottery”, accord-
ing to Harris (1975/1986. 92), is that its “harmful side effects in terms of terror 
and distress to victims, witnesses, and society generally” would be similar to the 
harmful side effects “occasioned by doctors simply snatching passers-by off the 
streets and disorganizing them for the benefit of the unfortunate.” This “lottery 
scheme”, as Harris emphasizes, “would eliminate the arbitrariness of leaving 
the life and death decisions to the doctors, and remove the possibility of such 
terrible power falling into the hands of any individuals, but the terror and dis-
tress would remain” (1975/1986. 92). In what follows, it will be argued that MES 
bears sufficient resemblance to actions like “cutting up the person in room 306”, 
“kidnaping people at random from public parks for lethal experiments” and the 
“survival lottery” itself, to be rejected on the very same utilitarian grounds.

MES and “cutting up the person in room 306” are analogous due to the de-
cisive role that randomness plays in them. Assume that the person in room 306 
ends up being cut up and his organs distributed to five dying patients. It hap-
pened only because he, accidentally, visited a particular hospital on a particular 
day and was outnumbered by five dying patients that were, accidentally, in the 
same place at the same time and could be saved by his organs. Had he decided 
to visit another hospital (or the same hospital on another day), he would still be 
alive. MES would also sacrifice a person only because she, accidentally, crossed 
a particular street at a particular time and was outnumbered by several other peo-
ple that were, purely by chance, in the same place at the same time and could be 
saved by sacrificing her. Had she decided to cross some other street (or the same 
street at a different time), she would still be alive. This kind of accidental factor 
or randomness, if allowed (and publicly announced) to influence life or death 
decisions in everyday circumstances, would undoubtedly cause enough “terror 
and distress to victims, witnesses, and society generally” to justify the utilitarian 
rejection of any similar scheme of action.

There is something more problematic with MES than with “cutting up the 
person in room 306”. The conditions that have to be met, namely, for doctors to 
even begin considering the proposal of “cutting someone up” would be excep-
tional: What is the probability of (a) a healthy person (b) visiting the hospital for 
routine tests, (c) having his tissue compatible with five patients (d) each in need 
of a different organ, that are (e) already present in the hospital? This probability 
must be extremely low, but there is no doubt that most utilitarians would still re-
ject any similar scheme of action – especially if it should become publicly known 
– as not worth the risk of harmful side effects. The problem with MES is that 
the probability of finding oneself in a dilemmatic situation, potentially as the 
person that has to be sacrificed by an AV, will be significantly higher. This much 
should be clear already from the fact that a large portion of the population par-
ticipates in or is somehow affected by road traffic on a daily basis. Moreover, the 
probability of such an event will become even higher if AVs, as the Institute of 
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Electrical and Electronics Engineers (IEEE 2012) has predicted, “will account 
for up to 75 percent of cars on the road by the year 2040.” What follows is that 
with state-wide implementation of MES, very few will be able to say that people 
like themselves “are very rarely killed”, that their “future existence” is unlikely 
to be “cut short” and that they, therefore, have no reason to worry about MES.

As the final variation of the same utilitarian argument against MES, imagine 
MES 2.0 – an advanced version of MES that takes into account not only the 
number of people involved in dilemmatic situations (either as passengers or as 
pedestrians), but additional factors as well, such as their health status, age, pro-
fession, number of children and criminal record. The collection and use of such 
sensitive data – essentially in order to profile individuals for their suitability to 
be saved or sacrificed for the greater good – would be perceived by the gener-
al public as something negative and intimidating. Moreover, if its functioning 
will depend on technologies like machine learning or self-learning algorithms, 
it could be extremely difficult, from the technical point of view, to explain to 
the public how and on the basis of which data MES 2.0 makes its life or death 
decisions. A purely technical issue like this – also known as the “black box” 
problem of algorithms – would easily morph into a moral and political issue: any 
non-transparency, inexplicability or secrecy related to tools like MES, especially 
when they are controlled by state officials, tends to fuel suspicions and fear of 
things like corruption, discrimination or even totalitarianism. Bearing in mind, 
moreover, that AVs are “the first robots to be integrated with society at any 
significant scale” that might “set the tone for other social robotics, especially if 
things go wrong” (Lin–Jenkins–Abney 2017. ix), these suspicions and fear pro-
vide a solid utilitarian argument against MES.

It is possible to remain sceptical about the idea of MES as a cause of distress, 
anxiety and fear. Moreover, the opposite claim could be argued for: given that 
accidents that already happen with conventional vehicles do not trigger any sys-
tematic distress, anxiety and fear, AVs with MES could actually, by minimizing 
everyone’s chances of being killed in traffic, prevent the occurrence of any simi-
lar distress, anxiety and fear. One problem with such a defense of MES is that 
practices like “cutting up the person in room 306” or the “survival lottery” could 
be justified in a similar way (by arguing, for example, that they would improve 
the chances of survival of all hospitalized persons or all members of society), 
but they would still be perceived as serious and morally unacceptable sources 
of distress, anxiety and fear. Another problem is that individuals might not care 
(although perhaps irrationally) about the statistical advantages of MES as much 
as they care about some other things it might interfere with, like the freedom to 
make their own decisions in life or death situations, a desire to protect their own 
lives or the lives of their family members first, or even – as we shall see in the 
next section – a commitment to certain moral principles and values. It should 
be emphasized, however, that the objective of this section was not to answer 
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the empirical question about the psychological effects of MES. Its objective 
was primarily conceptual: to identify similarities between the idea of MES and 
hypothetical scenarios that utilitarians themselves tend to reject and to show, in 
this way, that the moral damage potentially generated by MES need not be only 
deontological, but also utilitarian.

V. THE CASE FOR NES

Implementing either PES or MES, due to their unavoidable violation of seve-
ral principles central to both deontology and utilitarianism, is bound to cause 
serious moral damage. In a nutshell, the deontological deficits of PES are the 
expected selfishness and using other persons merely as means, while its utilitar-
ian deficits are the expected partiality and the tendency to bring about the worst 
possible outcomes in terms of the number of traffic fatalities. The deontological 
deficits of MES are the suspension of individual autonomy and using other per-
sons (this time by the state) merely as means, while its crucial utilitarian deficit 
is the high potential to bring about harmful side effects – like distress, anxiety 
and fear at individual and social level – which most utilitarians anticipate and 
invoke when they reject some highly similar schemes of action. The presence 
of moral damage constituted by these moral deficits solves our initial trilemma: 
PES and MES have to be excluded and NES – that is, AVs unable to choose one 
human life over the other – remains the only plausible option.

It should be recognized that MES, thanks to its impartial distribution of harms 
and benefits among all those affected by its decisions, outcompetes both PES 
and NES in minimizing the number of traffic fatalities. However, a combination 
of two reasons, one statistical and the other one moral, is what makes NES the 
only plausible option. The statistical reason is that, when it comes to minimizing 
the number of traffic fatalities, NES outcompetes PES and is still, therefore, 
the second-best solution to how AVs should behave in dilemmatic situations. 
(Remember that PES has a practically inbuilt tendency to maximize the number 
of traffic fatalities whenever that saves the AV’s passenger.) The moral reason 
should be familiar by now: NES causes no moral damage comparable to the 
one caused by either PES or MES. NES should be preferred to its alternatives, 
simply put, thanks to the best ratio of the expected success in minimizing the 
number of traffic fatalities to the expected range of its moral damage. In order 
to explicate this point further, consider the following hypothetical case by Bon-
nefon, Shariff and Rahwan:

Say that two competing companies market self-driving cars that both eliminate 80% 
of fatalities, but one company’s cars split the remaining fatalities equally between 
passengers and pedestrians, whereas the other company’s cars split the remaining 
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fatalities nine-to-one in favor of their passengers. Consumers would flock to the cars 
of the second company, and pedestrian risks would gradually inflate to unacceptably 
unfair levels. (Bonnefon at al. 2019. 504)

Under the assumption that AVs without any kind of ethics settings eliminate 80% 
of traffic fatalities and that AVs with some kind of ethics settings eliminate the 
remaining 20%, how can it be that this additional reduction of traffic fatalities does 
not suffice to compensate for the moral damage that any ethics settings might 
cause? How can saving moral principles or abstract values be more important 
than saving human lives? One answer to these questions could be hiding in the 
hypothetical case itself: If using PES to eliminate the additional 20% of traffic 
fatalities is considered unacceptably unfair to pedestrians as a group, then using 
MES to achieve the same 20% improvement should be considered unacceptably 
unfair to any individual (passenger or pedestrian) killed by an AV only because 
she happened to be (from her perspective) in the wrong place at the wrong time 
(although in the right place and the right time from the perspective of those saved 
by sacrificing her life). Illustrated by analogy with doctors cutting up one person 
as a “donor” and distributing his organs to five dying patients: It would surely be 
unfair to select this person from a specific group of potential donors (for example, 
already hospitalized patients, persons over 50 or people without children), but it 
does not seem any fairer to select this person at random from visitors of public 
parks, people on the street or – for that matter – the general population.

Another answer is more general: to save as many lives as possible is desirable, 
but the way they are saved is not morally irrelevant and it may, depending on the 
situation, constitute a reason against saving them. Consider negotiating with ter-
rorists, torturing kidnappers, paying ransoms, collective punishment, wiretapping 
of ordinary citizens, buying and selling of newborns for adoption, etc. Although 
practices like these, in certain circumstances, could save lives, they tend to be 
widely rejected as morally unacceptable. This rejection is typically defended in 
either deontological or utilitarian terms, by claiming that allowing such practices 
violates basic human rights or that it sets dangerous precedents with harmful side 
effects. It is interesting, moreover, that some of these practices are considered 
morally unacceptable even in emergency situations like war. It is particularly in-
teresting that there are numerous voices, among both scholars and the general 
public, opposed to any wartime use of military robots or autonomous weapons. 
One frequently mentioned reason for this opposition is that these weapons could 
not distinguish combatants as legitimate targets from innocent civilians as ille-
gitimate ones. The lesson for the ethics settings debate, at the very least, is the 
following: if unintentionally sacrificing innocent lives is a serious reason to reject 
autonomous weapons in extraordinary situations such as war, it is too unrealistic 
to expect any serious acceptance of AVs programmed to intentionally choose one 
innocent human life over the other in ordinary situations like daily traffic.
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VI. CONCLUSION

The primary purpose of this article was not to decide which ethical position, 
deontology or utilitarianism, provides a more fertile ground for building a case 
against AVs with ethics settings. Its primary purpose was to argue that any type 
of ethics settings capable of choosing one human life over the other is bound 
to cause serious moral damage resulting from the violation of several principles 
central to both deontology and utilitarianism. AVs without ethics settings are 
the preferred solution because that option sufficiently minimizes the number 
of traffic fatalities without causing any comparable moral damage. The overall 
conclusion of the article is that AVs with ethics settings will remain not only a 
bridge that we should not cross, but most likely a bridge that most people will 
never have a serious intention of crossing.
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