HD 183648: a Kepler eclipsing binary with anomalous ellipsoidal variations and a pulsating component


ABSTRACT
KIC 8560861 (HD 183648) is a marginally eccentric ($e = 0.05$) eclipsing binary with an orbital period of $P_{\text{orb}} = 31.973$ d, exhibiting mmag amplitude pulsations on time scales of a few days. We present the results of the complex analysis of high and medium-resolution spectroscopic data and Kepler Q0 – Q16 long cadence photometry. The iterative combination of spectral disentangling, atmospheric analysis, radial velocity and eclipse timing variation studies, separation of pulsational features of the light curve, and binary light curve analysis led to the accurate determination of the fundamental stellar parameters. We found that the binary is composed of two main sequence stars with an age of $0.9 \pm 0.2$ Gyr, having masses, radii and temperatures of $M_1 = 1.93 \pm 0.12 M_\odot$, $R_1 = 3.30 \pm 0.07 R_\odot$, $T_{\text{eff1}} = 7650 \pm 100$ K for the primary, and $M_2 = 1.06 \pm 0.08 M_\odot$, $R_2 = 1.11 \pm 0.03 R_\odot$, $T_{\text{eff2}} = 6450 \pm 100$ K for the secondary. After subtracting the binary model, we found three independent frequencies, two of which are separated by twice the orbital frequency. We also found an enigmatic half orbital period sinusoidal variation that we attribute to an anomalous ellipsoidal effect. Both of these observations indicate that tidal effects are strongly influencing the luminosity variations of HD 183648. The analysis of the eclipse timing variations revealed both a parabolic trend, and apsidal motion with a period of $P_{\text{obs apse}} = 10.400 \pm 3.000$ y, which is three times faster than what is theoretically expected. These findings might indicate the presence of a distant, unseen companion.
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1 INTRODUCTION
Eclipsing binary stars have long been recognized as key objects for calibrating astronomical observations in terms of fundamental stellar parameters. In fact, binarity has been, until recently, the only way to accurately determine stellar masses. The combination of time-series photometry and spectroscopy of eclipsing binaries enables us to measure the most accurate masses and radii for stars, namely to better than 1 per cent (e.g. Andersen 1991, Clausen et al. 2008, Torres, Andersen & Giménez 2010).

There is a special group of eclipsing binaries that take a very important place in astrophysics: those with pulsating
components. Such systems are important laboratories for confronting theories with observations. The mass measured from an eclipsing binary can be compared with those coming from other determinations and models, such as evolutionary or pulsational models (Aerts 2007).

Eclipses can be helpful in mode detection and identification, and pulsations enable us to measure the internal rotational velocity of the pulsating star through the rotational splitting of the non-radial modes (Baptista & Stein 1993; Goupil et al. 2004; Ganaogov et al. 2003; Mkrchian et al. 2004; Bíró & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011). In close binary systems it is common that tidal forces induce pulsations (Willems 2005; Bán & Nuspl 2011).

Almost every type of pulsating star has been found as a component in an eclipsing binary system. A good overview of these systems and their distribution is given by Pigulski (2006). Since then the number of known systems has grown significantly thanks to large ground based photometric surveys (e.g. Pigulski & Michalska 2007; Michalska & Pigulski 2008) and in special cases resonances of the frequency of the pulsation and the orbital period can be detected (Fuller et al. 2013).

Here we present the analysis of an eclipsing binary with a pulsating component discovered in the Kepler dataset. KIC 8560861 (HD 183648) is a relatively long-period (Kepler a pulsating component discovered in the 2014).

2 OBSERVATIONS AND DATA REDUCTION
2.1 Kepler photometry
The photometric analysis is based on photometry from the Kepler space telescope (Borucki et al. 2010; Gilliland et al. 2014; Koch et al. 2010; Jenkins et al. 2010a,b). HD 183648 was observed both in long and short cadence mode between 2009 and 2013. The long cadence (time resolution of 29.4 min) dataset covers nearly the whole length of Kepler's 4-y time-line (Quarters 0 – 16), while it was observed for only 30 d in Q3.2 in short cadence (time resolution of 58.9 s) mode.

The MAST database indicates 0.1 – 0.3 percent contamination, depending on the quarter in question. We have downloaded the target pixel files for all quarters and performed several checks by using PyKe tools. First, we verified that all signals come from one object; that is, no contamination is seen from a close-by blended object within Kepler's resolution (4 arcsec). This was done by examining the amplitude of the (visible) signals in individual pixels. Any signal coming from a different source would be revealed by a displaced pixel showing a higher amplitude of that signal. We also checked that no signal was lost due to the assigned target aperture mask. Due to the brightness of the star and saturation on the Kepler photometer, the target aperture mask was elongated. Along the elongation axis, we still detect signal from the star, and we assume the flux could be still detected in pixels outside the target aperture. However, we have determined that the contribution of these peripheral pixels outside of the target aperture is negligible. We estimate that the lost flux from the star is less than 0.01 per cent.

2.2 Spectroscopy
We obtained high and medium resolution spectra at five observatories. We took 2 spectra in 2010 at Kitt Peak National Observatory (KPNO), USA, using the Echelle Spectrograph at the Mayall 4-meter telescope with a resolution of R = 20 000 in the spectral range 4700 – 9300Å. 34 spectra were taken on 11 nights in 2012 with the eShel spectrograph mounted on a 0.5-m Ritchey-Chénien telescope at the Goathard Astronomical Observatory (GAO), Szombathely, Hungary, in the spectral range 4200 – 8700Å with a resolution of R = 11 000. The wavelength calibration was done using a ThAr lamp. The same instrument was used at Pizskéstet Observatory (PO), Hungary mounted on the 1-m telescope, where we took 36 spectra on 16 nights in 2012 and 2013. A detailed description of the instrument can be found in Csáky et al. 2014. We obtained 5 spectra at Apache Point Observatory (APO), USA, using the ARCES Echelle spectrograph on the 3.5 m telescope with a resolution of R = 31 500 in the spectral range 3200 – 10 000Å. We took 3 spectra at Lick Observatory, USA, using the Hamilton Echelle Spectrograph mounted on the Shane 3-meter Telescope. The resolution was R = 37 000 in the spectral range 4200 – 6850Å. The journal of observations can be found in Table 1.

1 http://archive.stsci.edu/kepler/
2 http://keplerscience.arc.nasa.gov/PyKE.shtml
Table 1. Journal of observations.

<table>
<thead>
<tr>
<th>Observatory</th>
<th>Wavelength range</th>
<th>Res.</th>
<th>No. of spectra</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAO</td>
<td>4200–8700 Å</td>
<td>11000</td>
<td>34</td>
</tr>
<tr>
<td>Piszkestető</td>
<td>4200–8700 Å</td>
<td>11000</td>
<td>36</td>
</tr>
<tr>
<td>KPNO</td>
<td>4700–9300 Å</td>
<td>20000</td>
<td>2</td>
</tr>
<tr>
<td>APO</td>
<td>3200–10000 Å</td>
<td>31500</td>
<td>5</td>
</tr>
<tr>
<td>LICK</td>
<td>4200–6850 Å</td>
<td>37000</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2. Radial velocity measurements

<table>
<thead>
<tr>
<th>BJD</th>
<th>$v_{rad}$ (km s$^{-1}$)</th>
<th>BJD</th>
<th>$v_{rad}$ (km s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−2 400 000</td>
<td>−56097.48143</td>
<td>−2 400 000</td>
<td>−23.0(6)</td>
</tr>
<tr>
<td>GAO</td>
<td>56097.48143</td>
<td>56098.45077</td>
<td>−25.8(5)</td>
</tr>
<tr>
<td>56098.45077</td>
<td>56099.49054</td>
<td>56100.513678</td>
<td>−30.1(5)</td>
</tr>
<tr>
<td>56100.513678</td>
<td>56101.54585</td>
<td>56102.5616</td>
<td>−20.2(3)</td>
</tr>
<tr>
<td>56102.5616</td>
<td>56103.56570</td>
<td>56104.5651</td>
<td>−9.7(4)</td>
</tr>
<tr>
<td>56104.5651</td>
<td>56105.56534</td>
<td>56106.5652</td>
<td>19.0(3)</td>
</tr>
<tr>
<td>56106.5652</td>
<td>56107.56548</td>
<td>56108.5654</td>
<td>−30.0(3)</td>
</tr>
<tr>
<td>56108.5654</td>
<td>56109.56575</td>
<td>56110.5655</td>
<td>24.9(3)</td>
</tr>
<tr>
<td>56110.5655</td>
<td>56111.56574</td>
<td>56112.5655</td>
<td>24.9(3)</td>
</tr>
<tr>
<td>56112.5655</td>
<td>56113.56590</td>
<td>56114.5650</td>
<td>−26.0(2)</td>
</tr>
<tr>
<td>56114.5650</td>
<td>56115.56539</td>
<td>56116.5651</td>
<td>−32.4(2)</td>
</tr>
<tr>
<td>56116.5651</td>
<td>56117.56577</td>
<td>56118.5655</td>
<td>−32.4(2)</td>
</tr>
<tr>
<td>56118.5655</td>
<td>56119.56570</td>
<td>56120.5655</td>
<td>−32.4(2)</td>
</tr>
<tr>
<td>56120.5655</td>
<td>56121.56574</td>
<td>56122.5655</td>
<td>25.2(2)</td>
</tr>
<tr>
<td>56122.5655</td>
<td>56123.56590</td>
<td>56124.5650</td>
<td>−29.2(2)</td>
</tr>
<tr>
<td>56124.5650</td>
<td>56125.56539</td>
<td>56126.5651</td>
<td>−26.2(2)</td>
</tr>
<tr>
<td>56126.5651</td>
<td>56127.56554</td>
<td>56128.5652</td>
<td>−29.2(2)</td>
</tr>
<tr>
<td>56128.5652</td>
<td>56129.56554</td>
<td>56130.5652</td>
<td>−9.9(2)</td>
</tr>
<tr>
<td>56130.5652</td>
<td>56130.56520</td>
<td>56131.5650</td>
<td>−11.0(2)</td>
</tr>
<tr>
<td>56131.5650</td>
<td>56132.56503</td>
<td>56133.5650</td>
<td>−4.0(2)</td>
</tr>
<tr>
<td>56133.5650</td>
<td>56134.56436</td>
<td>56135.5642</td>
<td>3.3(2)</td>
</tr>
</tbody>
</table>

*: measurements used for spectral disentanglement

All spectra were reduced either using IRAF or a dedicated pipeline, normalised to the continuum level. The radial velocities were determined by cross-correlating the spectra with a well-matched theoretical template spectrum from the extensive spectral library of Munari et al. (2005). In cases of spectra obtained at Gothard Astronomical Observatory and Piszkestető Observatory, we co-added those taken in the same night to produce higher signal-to-noise ratios. All radial velocities were corrected to barycentric radial velocities, and are listed in Table 2.

By the use of this conventional cross-correlation technique, HD 183648 was found to be a single lined spectroscopic binary (SB1), which was in good agreement with the expectation based on the preliminary light curve fit.

3 ECLIPSE TIMING ANALYSIS

In the case of an eclipsing binary, eclipse timing analysis is the most powerful tool for (i) determining an accurate period, (ii) detecting and identifying any kind of period variation, either physical or apparent, (iii) calculating an accurate value of the $e \cos \omega$ parameter for eccentric systems, and (iv) detecting a slow variation in the eclipse times caused by an apsidal advance of the binary’s orbit.

We therefore analysed the eclipse timing variations (ETV) first. The individual times of minima were determined with the following algorithm. First a folded, equally binned and averaged light curve was formed from the whole Q0 – Q16 data set. Then two template minima were calculated with polynomial fits of degree 4 – 6 on the primary and secondary eclipses. Finally, these templates were fitted to all individual minima. As an alternative method and check, parabolic and cubic linear least-squares fits and minima determinations to each individual minimum were also applied. These methods are very similar to those used by Rappaport et al. (2013), for example. Furthermore, we estimated the accuracy of minima determinations by calculating the standard deviations for each minimum with bootstrap sampling (see, e.g., Brat et al. 2014).

Our observed times of minima (O) were compared with calculated times of minima (C) with the following linear ephemeris to give values of $O - C$:

$$\text{MIN}_i = 2454966.8687 + 31.9732 \times E,$$

where "C" was determined with the method described above.

The raw $O-C$ diagram revealed a complex nature which was a combination of a cyclic variation with a period of ~ 287 d and a slower, quadratic term (red and blue curves in Fig. 1). The primary and the secondary minima correlated in both features; however, the cyclic variation had a greater amplitude in the secondary curve. In the present situation this variation does not arise from the presence of a third companion (which is the most common interpretation of such $O-C$ curves), nor does it arise from any other real physical or geometric cause. It is purely the result of the pulsational distortion of the light curve. This comes from the fact that the mean pulsational frequency is close to a 165 : 9 ratio to the orbital frequency (see Sect. 5), and consequently, every ninth primary, and secondary eclipsing minima are distorted in a similar way.

Apparent ETVs forced by light curve variations are also seen in other stars using accurate Kepler data. Recently, Tran et al. (2013) reported quasi-periodic $O-C$ diagrams for almost 400 short period, mostly contact binaries, whose phenomena were interpreted as an effect of large, spotted regions on the binary members. A difference, however, is that the spotted stars resulted in anticorrelated primary and secondary ETVs, while in the present case the ETVs are correlated.

This apparent timing variation was eliminated by the removal of the pulsations from the light curve. In Fig. 1 we illustrate this in two different ways. First we applied local smoothing around all individual minima. We fitted polynomials of order 4 – 8 on short sections of the light curve before and after the fourth contacts, and then removed them from the light curves (as was done by Borkovits et al. 2013). This procedure removed the effect within the errors from the primary $O-C$ curve, but some residuals with moderate amplitude remained in the secondary one. Next, after the light curve analysis, we removed the pulsations from the original light curve in the manner described in Sect. 5. Running our code on the latter, prewhitened curve, we obtained both primary and secondary $O-C$ curves without the cyclic variations.

For the final ETV analysis these latter, pulsatIon-removed $O-C$ curves were used. These prewhitened curves

\[ \text{MIN}_i = 2454966.8687 + 31.9732 \times E, \]

which was determined with the method described above.

The raw $O-C$ diagram revealed a complex nature which was a combination of a cyclic variation with a period of ~ 287 d and a slower, quadratic term (red and blue curves in Fig. 1). The primary and the secondary minima correlated in both features; however, the cyclic variation had a greater amplitude in the secondary curve. In the present situation this variation does not arise from the presence of a third companion (which is the most common interpretation of such $O-C$ curves), nor does it arise from any other real physical or geometric cause. It is purely the result of the pulsational distortion of the light curve. This comes from the fact that the mean pulsational frequency is close to a 165 : 9 ratio to the orbital frequency (see Sect. 5), and consequently, every ninth primary, and secondary eclipsing minima are distorted in a similar way.

Apparent ETVs forced by light curve variations are also seen in other stars using accurate Kepler data. Recently, Tran et al. (2013) reported quasi-periodic $O-C$ diagrams for almost 400 short period, mostly contact binaries, whose phenomena were interpreted as an effect of large, spotted regions on the binary members. A difference, however, is that the spotted stars resulted in anticorrelated primary and secondary ETVs, while in the present case the ETVs are correlated.

This apparent timing variation was eliminated by the removal of the pulsations from the light curve. In Fig. 1 we illustrate this in two different ways. First we applied local smoothing around all individual minima. We fitted polynomials of order 4 – 8 on short sections of the light curve before and after the fourth contacts, and then removed them from the light curves (as was done by Borkovits et al. 2013). This procedure removed the effect within the errors from the primary $O-C$ curve, but some residuals with moderate amplitude remained in the secondary one. Next, after the light curve analysis, we removed the pulsations from the original light curve in the manner described in Sect. 5. Running our code on the latter, prewhitened curve, we obtained both primary and secondary $O-C$ curves without the cyclic variations.

For the final ETV analysis these latter, pulse-removed $O-C$ curves were used. These prewhitened curves
showed an additional feature. Subtracting the secondary $O-C$ values from the primary ones (which technically was carried out by a cubic spline interpolation of the secondary minima data to the times of the primary minima), we found that the difference curve had a non-zero slope, as can be seen in Fig. 2. This is a likely indication of apsidal motion in the binary.

Therefore, we modelled the ETV in the following math-
emathical form:

\[
\Delta = T(E) - T(0) - P_2 E = \sum_{i=0}^{2} c_i E^i + \frac{P_2}{2\pi} \left[ 2 \arctan \left( \frac{\mp e \cos \omega}{1 + \mp \sqrt{1 - e^2 \mp e \sin \omega} \mp e \sin \omega} \right) \right]^{E},
\]

where

\[
\omega(E) = \omega(0) + \Delta \omega E.
\]

Here, in the first row, \(T(E)\) means the observed time of the \(E\)-th minimum, \(T(0) = T_0\) is the same for the reference minimum, \(P_2\) stands for the sidereal (eclipsing) period. Note, the cycle number \(E\) takes integer values for primary, and half-integer ones for secondary minima, respectively. In the second and third rows, the \(c_0, c_1\) coefficients of the quadratic polynomial give corrections in \(T_0, P_2\), respectively, while \(c_2\) is equal to the half of the constant period variation rate per cycle (i.e. \(\Delta P/2\)). The last two terms give the apsidal motion contribution. Usually it is given in the form of trigonometric series of \(\omega\) (see e.g. Gimenez 
and Garcia-Pelayo 1983). The present computational facilities, however, allow us to use its exact, analytic form. In this expression \(P_2 \sim P_0(1 + \Delta \omega / 2\pi)\) denotes the anomalous period, \(\omega\) stands for the eccentricity, while \(\omega\) refers to the argument of periastron of the primary’s physical (or spectroscopic) orbit. This latter quantity varies in time, \(\omega(0) = \omega_0\) means its value at \(T_0\) epoch, and \(\Delta \omega\) denotes the apsidal advance rate for one binary revolution. Furthermore, upper signs refer to primary, and lower ones to secondary minima, respectively. Note, we neglect the small effects of the weak inclination dependence on the time of the deepest eclipse in eccentric binaries (see e.g. Gimenez 
and Garcia-Pelayo 1983), and the intrinsic light-time effect between primary and secondary minima for stars of unequal masses (Fabrycky 2014).

In order to determine the parameters listed above, the \(\Delta\) function was fitted by a Levenberg-Marquardt-based differential correction procedure. For such a short time-scale, however, the \(\Delta \omega\) parameter is highly correlated with \(e\) and \(\omega\) (See Clare 1998, for details.) Consequently, we decided to fix one of these three parameters, and adjust only the other two (together with the three polynomial coefficients \(c_i\)) in the differential correction process. Therefore, we fixed the eccentricity on its RV analysis obtained value. Then, in order to estimate the uncertainty of the parameters obtained, we repeated the process with slightly modified eccentricities. This refinement allowed us to reduce the uncertainty in the eccentricity an order of magnitude. The results of the complete process are listed in Table 4. In Fig.2 we plot our results on the averaged (red) and the difference (blue) \(O-C\) curves. The first was calculated by summing the \(O-C\) values of primary and secondary minima, while the second by with subtracting them. (The results were divided by two in both cases.) The advantage of such visualization is that it nicely separates quadratic variations and apsidal motion, as the former has correlated nature, while the second one shows primarily anticorrelated behaviour with respect to primary and secondary minima.

Parabolic-shaped ETV curves, corresponding to constant period variations in time (or, more strictly, in cycle number), have been observed in hundreds of eclipsing binaries (see Sterken 2003, in general, and Zhu et al. 2012, for a recent example). However, the most common interpretations, such as mass exchange, mass loss and magnetic interactions, can be neglected in this widely separated and therefore weakly interacting binary. Thus, in our case, the most probable source of the observed small period increase would be a gravitationally bound, distant, third companion. This additional component must be a faint object, as there is no evidence for an additional light source in the spectroscopic or the photometric data (see subsequent sections). There might be, however, weak indirect evidence for the presence of this body in the observed period of \(P_{\text{aps}} \sim 10\,000\,\text{y}\) of the apsidal motion. From the orbital and fundamental stellar parameters obtained from our complex analysis we calculated the theoretically expected apsidal motion period (see Sect. 5), and found to be \(P_{\text{aps}} = 34\,000\,\text{y}\) (see Table 7). The insignificant length of 4 years of observations, compared to the ten-thousand-year-long period, could be attributed to be the main cause of the difference. We nevertheless cannot exclude the possibility of perturbations by a third star, which produces in a faster apsidal advance rate. A similar scenario has been detected in several Kepler-discovered hierarchical triple stellar systems (Borkovits et al., 2014, in preparation).

| Table 4. Results of ETV solution (one sigma uncertainties in the last digits are given in parentheses) |
|---------------------------------|---------------------------------|
| \(T_0\) (BJD)                  | 2 454 966.868896(20)            |
| \(P_2\) (days)                 | 31.973126(18)                   |
| \(\Delta P\) (days/cycle)      | \(7.28 \times 10^{-6}\)         |
| \(e\)                         | 0.0477(1)                       |
| \(\omega_0\) (°)              | 37.260(22)                      |
| \(P_{\text{aps}}\) (years)    | 10.432(3 033)                   |

4 SPECTROSCOPY

4.1 Fundamental parameters

To determine the fundamental parameters, we used the two spectra taken at KPNO in 2011 and co-added to produce higher signal-to-noise ratio spectrum. We chose these two spectra because they cover large wavelength range and they have the highest signal-to-noise ratios among the spectra we had. We used the fitting recipe described in Shporer et al. (2011) based on crosscorrelating model spectra by Munari et al. (2003) in the wavelength range of 5000 – 6400 Å. This is a two-step method that first fits \(T_{\text{eff}}\), \(\log g\) and \(v_{\text{rot}} \sin i_{\text{rot}}\) assuming solar metallicity, and then accepting the effective temperature, the metallicity is refitted together with \(\log g\) and \(v_{\text{rot}} \sin i_{\text{rot}}\). This iterative method is stable in the high temperature range (\(> 7000\,\text{K}\)) where \(T_{\text{eff}}\) and \([Fe/H]\) are significantly correlated. We found a preliminary solution of \(T_{\text{eff}} = 7400 \pm 150\,\text{K}\), \(\log g = 3.5 \pm 0.3\), \(v_{\text{rot}} \sin i_{\text{rot}} = 100 \pm 10\,\text{km}\,\text{s}^{-1}\) and \([M/H] = -0.5 \pm 0.3\). This preliminary result was re-iterated by combining speci-
trosopic and photometric data. The most stable parameter is \( v \sin \text{rot} \), since its value is practically independent of the other three. This solution is also in good agreement with those in the Kepler Input Catalogue, \( T_{\text{eff}} = 7500 \text{ K} \), \( \log g = 3.5 \) and \([Fe/H] = -0.08 \) (Brown et al. 2011).

Rapid rotation causes significant gravity darkening. According to the von Zeipel law (von Zeipel 1924), there is a temperature gradient reaching almost 1000 K on the surface of the primary. The effect of this gradient on the spectrum cannot be handled because we do not know the aspect angle of the spin axis. We think that this temperature gradient is the most important source of systematics in spectral modeling, and therefore the internal errors of fitting algorithms should be considered as indicative values.

Since the geometry is unknown, we fitted a complete set of unique spectra (instead of a weighted average of spectra to describe the temperature gradient), and also introduced stellar evolution tracks into the fitting procedure (Padova evolutionary tracks, Bertelli et al. 2008, 2009) to constrain the fit to components with compatible ages. We fitted jointly the stellar spectra, and observed the parameter set in the \( T_{\text{eff}} \) and \( \log g \) isochrone. Moreover, we involved the second component in the fit, since its mass function, relative temperature and relative radius had been constrained from the light curves with acceptable precision at this stage of fitting.

We searched for a solution that satisfied all the following criteria:

- The model is consistent with the measured KPNO spectra, according to a standard \( \chi^2 \) analysis;
- The model describes a valid position in the \( T_{\text{eff}} - \log g \) evolutionary track;
- The model produces a secondary component which is also consistent with a valid position in the evolutionary track and has a similar age to that of the primary.

This iteration stabilized \( T_{\text{eff}} \) around 7400 – 7700 K, suggested a \( \log g \) between 3.75 – 4.25 depending on the age (which is larger than the fit of the spectrum alone), and also confirmed a slightly low metallicity (around –0.5). It is worth noting that the criterion of both stars having compatible ages confined the joint parameter set significantly, and resolved much of the known degeneracies of fitting a single spectrum. The new parameter set is consistent with the ETV analysis. For the first run we used all the available radial velocity points (Table 2). In this preliminary stage the systemic velocity \( V_c \) and the five usual orbital elements were adjusted by a Levenberg-Marquardt algorithm based non-linear least-squares fit, while the orbital period was kept fixed on the period determined in Sect. 3. Then, to check whether the period change that was detected in the ETV analysis manifests itself in the radial velocity curve as studies partially independently. The main reasons are as follows: while it is generally said that \( e \cos \omega \) is very robustly determined by the light curve, this robustness is chiefly due to the timing, and not from any other parts of the light curve. On the other hand, for small eccentricities, the light curve itself has little dependence on \( e \sin \omega \), which is better determined by the radial velocity data. These facts are especially valid for this present low-eccentricity system, where the out-of-eclipse parts of the light curve are strongly modulated by pulsations, which cannot be disentangled satisfactorily from the possibly anomalous ellipsoidal variations (see Sect. 5). Therefore, we decided to obtain eccentricity \( e \) and argument of periapsis \( \omega \) from the combination of iterative RV and eclipse timing solutions, and then to keep them fixed until the final refinement of the light curve solution. Note that other parameters of the spectroscopic and radial velocity solution (e.g., the spectroscopic mass function, and \( v \sin i \text{rot} \)) were also included in the light curve solution by constraining certain parameters; details of this are given below in Sect. 6.

The RV analysis was carried out iteratively combined with the ETV analysis. For the first run we used all the available radial velocity points (Table 2). In this preliminary stage the systemic velocity \( V_c \) and the five usual orbital elements were adjusted by a Levenberg-Marquardt algorithm based non-linear least-squares fit, while the orbital period was kept fixed on the period determined in Sect. 3. Then, to check whether the period change that was detected in the ETV analysis manifests itself in the radial velocity curve as
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a variation in the systemic $V_\gamma$ velocity, an additional parameter, $V_\gamma$, was also adjusted in an alternative run.

As a next step, the resulted eccentricity was used to refine the ETV solution, as discussed in Sect. 4.2. In this way we obtained refined $e$ and $\omega$ parameters that were consistent with the previous RV results, but had substantially smaller formal errors. Finally, we fixed the eccentricity to its ETV-fit value, and reiterated the RV fits. In these runs, although the argument of periastron ($\omega$) kept its large formal error of $>10^5$, it converged to a value differing only by $\sim 1^\circ$ from the ETV solution. Our results are plotted in Fig. 4 ($V_\gamma \equiv 0$ solution), and listed in Table 6. In the last rows we give some additional, derived quantities. As one can see, the apparent period variations ($\Delta P$), which were calculated from $V_\gamma$, are slightly higher, yet agree with the result obtained from the ETV analysis.

In Fig. 4 (lower panel) the residual velocity data are also plotted. As one can observe, these values exceed the estimated observational uncertainties for most of the data points. In order to investigate whether these deviations come from stellar pulsation, and/or instrumental effects, we performed a test. We checked whether the residuals of the radial velocity data show correlations with instrumental parameters such as spectral resolution and S/N, or are more likely of non-instrumental origin. The S/N was calculated near the blue wing of the Hα line, between 640 and 645 nm, where the spectrum is nearly featureless. We estimated the continuum S/N levels to be between 40–300. The scatter of the radial velocity residuals did not exhibit a correlation neither with S/N nor the resolution of the spectra. The median absolute deviation of the residuals was 700 m s$^{-1}$ for the $V_\gamma \neq 0$ solution (i.e. observation – model, assuming a long-term component to describe the effect of the assumed third companion), regardless of the instrumental parameters. Moreover, the residuals did not show any periodicity, which could be related to the observed pulsation (see Sect. 3). Thus, the origin of this wobbling remains unexplained. Nevertheless, since the full amplitude of the radial velocity curve is over 50 km s$^{-1}$, the velocity wobbling is under 2% and does not influence the dynamical analysis.

4.3 Detection of the secondary component and dynamic masses

The spectra of the faint secondary component were not detected in the crosscorrelation function (CCF) (see Sect. 4.1). Therefore, the direct dynamical determination of the masses of the components has not been possible. Furthermore, the secondary’s spectral properties have also remained unclassified. None of this information is crucial for the complex analysis of the system, as neither the orbital nor the light curve solutions are dependent on the stellar masses. Moreover, the less than 5% contribution of the secondary’s light to the total flux of the system suggests, that the composite spectra, and therefore the CCF solution of the primary is only weakly affected by the contribution of the secondary. However, from astrophysical point of view, stellar masses are the most important parameters. Therefore, in order to obtain dynamical masses and additional information on the secondary we made additional efforts to separate the signal of the secondary from the composite spectra.

The method of spectral disentangling (SPD) enables isolation of the individual component spectra simultaneously with the determination of the optimal set of orbital elements (Simon & Sturm 1994; Hadrava 1995). A time-series of the spectra are needed spread along the orbital cycle. Faint components are detected by SPD in the high-resolution spectra (c.f. Pavlovski et al. 2009; Lehmann et al. 2014; Tkachenko et al. 2014) but good phase coverage and a high S/N are needed. This is an important feature of SPD since the disentangled spectra are effectively co-added from the original observed spectra and so have a higher S/N.

Our spectroscopic data sets are of different spectral resolutions and S/N (Sect. 2.2). Several spectra per night were usually obtained at Piskkéstető and Gothard Observatories and we stacked them to enhanced S/N. Still some of these stacked spectra suffered from low S/N and were not used in SPD. We decided to omit these spectra, and after the selection we dealt with 16 spectra suitable for SPD (the observed spectra used in SPD are indicated in Table 2 by asterisk). Fortunately, selected spectra cover a complete orbital cycle and hence fulfill a prerequisite for a stable disentangling. Because of different resolution we re-sampled all spectra to
medium resolution of GAO spectra. We assigned the weights according to the S/N, and an initial spectral resolution.

The code FDBINARY [Hilljć et al. 2004] which implements disentangling in the Fourier domain [Hadrava 1993] was used to perform SPD in spectral regions centred on the MgI triplet, λ5167 − 5184 Å, covering about 200 Å. In these calculations eccentricity, e, and the argument of periastron, ω, were set fixed, as these orbital elements were better constrained from the combined RV+ETV analysis (sects. 4.2). Then the orbital solution obtained by SPD yielded velocity semi-amplitudes of $K_1 = 34.4 \pm 1.1$ km s$^{-1}$ and $K_2 = 62.3 \pm 1.6$ km s$^{-1}$, and thus a mass ratio $q = 0.552 \pm 0.023$. The quoted errors for the semi-amplitudes derived by SPD were calculated by the 'jackknife' method (c.f. Pavlovski & Southworth 2009). A comparison with the single-lined RV study reveals that SPD resulted an ~13% larger primary semi-amplitude, and consequently, via the spectroscopic mass-function, a higher mass-ratio. The discrepancy might come from two reasons, either (i) the unresolved light contamination of the secondary’s spectra to the primary’s spectral lines in CCF measurements, which acts to reduce the semi-amplitude of the primary RV curve, or (ii) the same effect which causes the radial velocity residual wobbling, discussed in Sect. 4.2, resulting in slight spectral variations and therefore, slightly biases the disentangling. Note, a thorough analysis of different CCF and disentangling methods were carried out in Southworth & Clausen (2007), who also found that SPD gives higher (and more reliable) semi-amplitudes, especially when the spectra were affected by line-blending. A portion of disentangled spectral region is shown in Fig. 5. The spectrum of a mid-F type secondary component is clearly revealed as could be judged according to the S/N, and an initial spectral resolution.

5 LIGHT CURVE ANALYSIS

The Kepler light curve reveals at least three different features. The most prominent pattern shows that HD 183648 is a relatively long-period ($P_{orb} = 31.973$ d) eclipsing binary on an eccentric orbit. The light curve also shows pulsations with periods near 1.78 d. Moreover, the amplitudes of these pulsations shows an obvious beat phenomenon with a period that is equal to half of the orbital period. As a consequence, the maxima and minima of the envelope of the pulsation occur at the same orbital phases during the whole 4-year observational interval. Furthermore, another sinusoidal light variation is also observable with a period equal to half-orbital period, and phased in such a way that the maximum brightnesses occur near orbital phases 0.0 and 0.5 (i.e., near the eclipses). Therefore, this enigmatic variation looks like an “inverse” ellipsoidal effect, or resembles a reflection or irradiation effect, although its high amplitude clearly excludes this latter explanation. An additional sinusoidal brightness variation with a period equal to the orbital period is also observable, however, as it will be shown later, this latter feature well can be explained by Doppler boosting. All these light curve features are illustrated in Fig. 6.

In order to obtain a physically correct binary star model, the different properties of these complex light curve variations were disentangled. As simultaneous eclipsing binary and pulsation modelling methods and programs are not available yet, we followed an iterative procedure, similar to that which was described and applied in the papers of Maceroni et al. (2013) and Debosscher et al. (2013). This method is based on the rectification of the light curve with an iterative separation and then, removal of the other light curve variations from the eclipsing binary features, by the use of Fourier space, obtaining an approximately pure eclipsing binary light curve, which can then be fitted by a light curve fitting algorithm. Following the removal of this solution from the original curve, a more accurate pulsation pattern can be obtained. This method can lead to an improved pulsation model that is then removed from the original light curve to obtain a more improved eclipsing binary light curve. In the present situation, however, the presence of the exactly half orbital period extra variation provides a slight complication, as it covers the possibly small “normal” ellipsoidal effect, and modifies eclipse depths and shapes coherently in phase. Note that Southworth et al. (2011) explained the unphysical outputs of their light curve solution for KIC 10661783 with such an effect. Fortunately, however, the amplitude of this variation is less than 1 mmag, and consequently, it has only minor effect on the eclipses.

For the initial disentangling of the pulsation and eclipse patterns, we calculated the Discrete Fourier Transform amplitude spectrum of the raw data. As one can see in Fig. 4, a very regular spectrum was obtained which contains harmonics of the orbital frequency almost exclusively. There are two main pulsation peaks separated equally in frequency from $f_{orb}$ and $2f_{orb}$.

After obtaining these two pulsation frequencies, we carried out a four-frequency linear least-squares fit on the out-of-eclipse parts of the raw, detrended Q0 − Q16 LC light curve. We fit not only the two dominant pulsation frequencies, but also, in accordance with the additional light curve features mentioned above, the frequencies $f_{orb}$, $2f_{orb}$, $3f_{orb}$, $4f_{orb}$,
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Figure 5. Disentangled spectra of the components in the binary system HD 183648 (lower two spectra) in the spectral region centered on the Mg triplet λλ5167 – 5184 Å. For comparison, the top curve is a synthetic spectrum of a star with atmospheric parameters of the secondary (c.f. Table 1), rotationally broadened with $v_{\text{rot}} \sin i_{\text{rot}} = 26$ km s$^{-1}$ and diluted by a factor of 20.

Figure 6. Folded light curve of HD 183648 around the maximum, out of eclipse light level (the eclipses are therefore off scale). The folded total Q0 – Q16 long cadence light curve illustrates well that the nodes of the beating phenomenon remained at constant orbital phases over the whole 4-yr data set (red data). Black data represent the Q3.2 (only) short cadence observations, which show the pulsational pattern over one orbital cycle.

too. Then we removed this least-squares solution from the raw curve. It is evident that we possibly removed the ellipsoidal, reflection and Doppler-boosting effects. However, from the preliminary system characteristics and light curve properties, we expected only minor (if any) contributions from ellipsoidal and reflection effects. Regarding Doppler-boosting, the version of the PHOEBE software package that was used in this preliminary stage does not model it.

The initial values of the fundamental parameters for the primary star were taken from the spectroscopic results, while the orbital elements were taken from the preliminary radial velocity and ETV analyses. The differential correction part of the PHOEBE analysis was applied for three different datasets, namely, for the pulsation-removed (i) Q0 LC data,
(ii) Q3.2 SC data and finally, (iii) the binned, averaged Q0 – Q16 LC data.

After the removal of the PHOEBE solution an improved pulsation model was calculated and subtracted in a similar manner. Then, after reaching a quick convergence of this iterative method, we made a final parameter refinement with our own LIGHTCURVEFACTORY light curve synthesis program (Borkovits et al. 2013). As a recent improvement, a linear least-squares based multi-frequency Fourier polynomial fitting subroutine was also built into the code, which made it possible to fit quasi-simultaneously both the eclipsing binary and the pulsation models internally, at every step. Note that such a combination has only practical and time saving advantages, but remains an unphysical solution for the combined investigation of pulsation and binarity effects, and hence suffers from all the disadvantages that were discussed in Wilson & van Hamme (2010). We used five frequencies for the Fourier fitting procedure, namely, the four higher amplitude pulsation frequencies (see Sect. 6.1), and $2f_{\text{orb}}$. As our program also takes Doppler-boosting into account, we removed the $f_{\text{orb}}$ frequency component from the Fourier fitting. Furthermore, in this refinement process, the rotation synchronization parameter was no longer kept fixed, but was constrained according to the spectroscopically determined values of $v_{\text{rot}} \sin i_{\text{rot}}$ (assuming that $i_{\text{rot}} = i_{\text{orb}}$).

For this next combined refinement, the complete, previously detrended, unaveraged, unbinned Q0–Q16 long cadence light curve was used. This curve contains 64,528 data points. In order to reduce computing time, we switched off the computation of the reflection effect (which is by far the most time-consuming part of the calculations), and used four-times coarser stellar grids in the out-of-eclipse phases. A test verified that reflection/irradiation affected the light curve around the secondary minima (where it reaches its maximum), at an insignificant 10 ppm level, while the coarser grid was found to have no systematic effect on the goodness of a given parameter set, but resulted in a somewhat higher $\chi^2$ value due to the noisier synthesis curve. Naturally, reaching a convergent solution, the final light curves and residuals were calculated with reflection and finer grids.

Calculating the refined solution in this manner, the residual curve revealed that there were systematic discrepancies in certain Quarters. This manifested itself in non-zero average slopes of some quarterly data. Although it cannot be excluded that these effects have physical origins (e.g., longer time-scale brightening or fading of the system, or a residual effect of the Doppler-boosting caused by the Kepler spacecraft’s motion), from our point of view they represent additional, systematic noise which should be removed.

Therefore, we fitted the residual data with first order polynomials, individually for each quarter, and by the use of them, we detrended again the previously used Q0–Q16 LC data. Then, we repeated only the last, refining part of our analysis. The residuals of the combined eclipsing and 5-frequency pulsation curve before and after this final detrending are plotted in Fig. 8.

The final results of the combined eclipsing light and radial velocity curve analysis are listed in Tables 7 and 8 and are shown in Fig. 9. Furthermore, Fig. 10 gives details on the out-of-eclipse part of the folded and binned solution, which is plotted there both with and without the 5-frequency pulsation. The latter corresponds to the theoretical, pure eclipsing binary light curve solution, i.e. the sum of the “normal” ellipsoidal effect and Doppler boosting (blue curve in the upper panel). The regular half-orbital-period sinusoidal shape of the phased residuals of this theoretical curve (blue curve in the lower panel of Fig. 10) (i.e., the absence of the brightness differences between the two quadratures) demonstrates clearly that the $f_{\text{orb}}$ component is well described purely with Doppler boosting. This also gives independent evidence for the absence of significant third light in the light curve. If there were significant third light, the additional light contribution would reduce the observable amplitude of Doppler-boosting and, consequently, the theoretical fit would overes-
Figure 9. Upper panels: Parts of the final combined eclipse and 5-frequency pulsation light curve solution (black line) for the detrended Kepler LC data (red dots). Bottom panels: The residuals are for the combined solution curve (black), and its pure eclipsing contribution (red). The latter represents the pulsation component of the observed data, which is further analysed in Sect. 6.1.

The oscillatory features of the residual curve will be discussed in the next section. Here we only comment on the small residual discrepancies during the two kinds of minima. What is surprising is not their presence (they occur commonly in the case of very accurate satellite light curves due to the incomplete physics included in the presently available models, see Hambleton et al. (2013) for a short discussion), but that their amplitudes do not exceed $300 - 500$ ppm in relative flux. Taking into account the irregular, and therefore incompletely modelled, ellipsoidal effect (to be discussed in the next Section), we are inclined to take the extraordinary goodness of our fit as a mere coincidence and not the outcome of a serendipitously found accurate physical model.
Table 7. Stellar and orbital parameters derived from the combined radial velocity, eclipsing light curve and ETV analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Primary</th>
<th>Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{orb}} ) (days)</td>
<td>31.97325 ± 0.00002</td>
<td>31.97325 ± 0.00002</td>
</tr>
<tr>
<td>( T_{\text{MINI}} ) (BJD)</td>
<td>2454966.8687 ± 0.0002</td>
<td>2454966.8687 ± 0.0002</td>
</tr>
<tr>
<td>( a ) (R(_{\odot}))</td>
<td>61.08 ± 1.27</td>
<td>61.08 ± 1.27</td>
</tr>
<tr>
<td>( e )</td>
<td>0.0477 ± 0.0020</td>
<td>0.0477 ± 0.0020</td>
</tr>
<tr>
<td>( \omega ) (°)</td>
<td>40.08 ± 0.08</td>
<td>40.08 ± 0.08</td>
</tr>
<tr>
<td>( i ) (°)</td>
<td>87.32 ± 0.15</td>
<td>87.32 ± 0.15</td>
</tr>
<tr>
<td>( \tau ) (BJD)</td>
<td>245962.798 ± 0.025</td>
<td>245962.798 ± 0.025</td>
</tr>
<tr>
<td>( q )</td>
<td>0.5523 ± 0.0226</td>
<td>0.5523 ± 0.0226</td>
</tr>
<tr>
<td>( \tau_{\text{ape}} ) (years)</td>
<td>10.400 ± 3.000</td>
<td>10.400 ± 3.000</td>
</tr>
<tr>
<td>( r_{\text{pole}} )</td>
<td>0.05240 ± 0.00010</td>
<td>0.01810 ± 0.00020</td>
</tr>
<tr>
<td>( r_{\text{side}} )</td>
<td>0.05476</td>
<td>0.01813</td>
</tr>
<tr>
<td>( r_{\text{point}} )</td>
<td>0.05476</td>
<td>0.01813</td>
</tr>
<tr>
<td>( r_{\text{back}} )</td>
<td>0.05476</td>
<td>0.01813</td>
</tr>
<tr>
<td>( M ) (M(_{\odot}))</td>
<td>1.93 ± 0.12</td>
<td>1.06 ± 0.08</td>
</tr>
<tr>
<td>( R ) (R(_{\odot}))</td>
<td>3.30 ± 0.07</td>
<td>1.11 ± 0.03</td>
</tr>
<tr>
<td>( T_{\text{eff}} ) (K)</td>
<td>7650 ± 100</td>
<td>6450 ± 100</td>
</tr>
<tr>
<td>( L ) (L(_{\odot}))</td>
<td>32.82 ± 0.20</td>
<td>1.87 ± 0.12</td>
</tr>
<tr>
<td>( \log g ) (dex)</td>
<td>3.71 ± 0.03</td>
<td>4.38 ± 0.04</td>
</tr>
<tr>
<td>( P_{\text{rot}} ) (days)</td>
<td>1.60 ± 0.04</td>
<td>2.15 ± 0.21</td>
</tr>
</tbody>
</table>

Table 8. Model-dependent (readjusted) and fixed parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Primary</th>
<th>Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear limb darkening (bolometric)</td>
<td>0.6658</td>
<td>0.6658</td>
</tr>
<tr>
<td>Logarithmic limb darkening (bol.)</td>
<td>0.2493</td>
<td>0.1701</td>
</tr>
<tr>
<td>Linear limb darkening (monochrom.)</td>
<td>0.6121</td>
<td>0.6191</td>
</tr>
<tr>
<td>Logarithmic limb darkening (mono.)</td>
<td>0.2350</td>
<td>0.1799</td>
</tr>
<tr>
<td>First apsidal motion constant ( k_2 )</td>
<td>0.0020</td>
<td>0.0080</td>
</tr>
<tr>
<td>Second apsidal motion constant ( k_3 )</td>
<td>0.0020</td>
<td></td>
</tr>
<tr>
<td>Bolometric albedo</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Gravity darkening exponent</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Gravity darkening exponent</td>
<td>0.32</td>
<td></td>
</tr>
</tbody>
</table>

In Table 7 we tabulate some derived quantities, such as the rotational period \( P_{\text{rot}} \) of the two components, and the theoretical relativistic and classical tidal apsidal motion angular velocities. For this calculation the apsidal motion constants (listed in Table 8) were taken from the tables of Claret & Gimenez (1992). Note that for the calculation of the tidally forced apsidal motion we used only the equilibrium tide model (Cowling 1938; Sterne 1939), and did not consider the dynamical contribution (see, e.g., Claret & Willems 2002). A proper calculation of the dynamical tides for the fast rotating primary is beyond the scope of the present paper. It should be stressed, however, that in the case of resonant tidal locking, the contribution of the dynamical tides may exceed the classical ones (Claret & Willems 2002). This fact might offer an additional explanation for the discrepancy between the calculated apsidal advance rate and the observed one, which was examined previously in Sect. 4.

The role of the fast rotation of the primary in the tidal oscillations will be discussed below in Sect. 6.2. The uncertainties of the parameters were determined with various methods. For the ETV and the radial velocity analysis, the errors given are mostly the formal errors of the differential correction procedures. It is well known, however, that these formal errors underestimate the real uncertainties due to the strongly degenerate nature of the eclipsing binary light curve modelling, with substantial correlations among the parameters, and should not be taken too seriously. Therefore we resorted to the more realistic estimations given by the final refinement to the light curve solution, which was essentially a Monte Carlo simulation. Our experiences are in accordance with those found by Hambleton et al. (2013) in a similar situation. Therefore we conclude that, despite the significant correlations, the light curve parameters are relatively well determined for this sort of detached \textit{Kepler} binary with significantly deep eclipses.

6 OSCIILLATIONS AND TIDAL EFFECTS

6.1 Frequency search

After subtracting the eclipses, rotation and other binary related variations (see Sect. 4), we analysed the remaining nearly continuous data set containing mainly the pulsations. For the period analysis we used PERIOD04 (Lenz & Breger 2005), least-squares fitting of the parameters was also included and the signal-to-noise ratio \( S/N \) of each frequency was calculated following Breger et al. (1993). The resulting significant peaks are listed in Table 8 while the Fourier spectrum is shown in Fig. 11.

We identified the two main pulsation frequencies at \( F_1 = 0.535157(1) \) d\(^{-1} \) and \( F_2 = 0.597712(1) \) d\(^{-1} \). The most intriguing result is that \( F_2 - F_1 \) is exactly equal to \( 2f_{\text{orb}} \) within 0.000003 d\(^{-1} \), suggesting tidal origin. A further 6 statistically significant peaks were identified in the data. The \( F_5 \), \( F_6 \) and \( F_7 \) peaks represent the orbital frequency, and
its second and third harmonics, respectively. While the less-significant $F_5$ frequency (i.e. the orbital frequency) might purely be the remnants of the light curve solution, the two higher harmonics are thought to be real, and will be discussed below. Furthermore, $F_3 = 0.766149 \text{ d}^{-1}$ might also be interpreted as an independent oscillation frequency, which is supported by the fact that $F_3 = 0.230964 \text{ d}^{-1}$ is equal to $F_3 - F_1$ within 0.000028 $\text{ d}^{-1}$. Finally, $F_6 = 0.100662 \text{ d}^{-1}$ might be a remnant of the light curve fit or an instrumental effect.

6.2 Discussion: Oscillations and Tidal Effects

The presence of oscillations at integer harmonics of the orbital frequency is not surprising. As described above, these oscillations are produced by a combination of tidal ellipsoidal effects, reflection effects, and Doppler beaming (see Shporer et al. 2011). In a circular orbit, the reflection and Doppler beaming effects contribute mainly to variation at $f_{\text{orb}}$, while the tidal effect contributes mainly to variation at $2f_{\text{orb}}$. For an eccentric orbit, each of these effects contributes variations at every harmonic of the orbital frequency (see Welsh et al. 2011; Burkart et al. 2012). In HD 183648, the low eccentricity implies that these effects only contribute at low harmonics of the orbital frequency. Indeed, we only observe modulation at $f_{\text{orb}}$, $2f_{\text{orb}}$, and $3f_{\text{orb}}$. In what follows, we assume all modulation arises from the primary since its light dominates the luminosity of the system.

The especially odd feature of HD 183648 is the phase of the oscillation at $2f_{\text{orb}}$. In typical nearly circular eclipsing binaries which show ellipsoidal variations, the eclipses occur near the minima of the ellipsoidal modulations, while the maxima occur one quarter of an orbital period later. The phase of this modulation is intuitive: the maxima occur away from eclipse when the equilibrium tidal distortion (i.e. causes the star to present a larger surface area toward the line of sight. However, in HD 183648, the oscillation at $2f_{\text{orb}}$ shows the opposite phase, with maxima near the eclipses (phases 0 and 0.5).

There are three possible explanations for the strange features of the oscillations at orbital harmonics in HD 183648. The first is that non-adiabatic effects near the surface of the star are strongly affecting the temperature perturbation created by the equilibrium tidal distortion of the primary star. Tidal ellipsoidal variations are typically modelled by using Von Zeipel’s theorem to calculate the surface temperature perturbations. In this case, the tidally depressed regions (where the surface gravity is stronger) are hotter, creating a luminosity fluctuation of the same phase as described above (i.e., the luminosity maxima occur away from eclipses). However, as shown in Fahil et al. (2008), non-adiabatic effects can completely alter the temperature perturbations in hot stars with radiative envelopes like the primary in HD 183648. For hot stars, the luminosity variation is typically dominated by temperature variations (rather than surface area distortion), and the phase of this variation can be arbitrary. Therefore, non-adiabatic effects may be strongly altering the luminosity variations produced by the equilibrium tidal distortion of HD 183648, leading to the strange phase of the oscillation at $2f_{\text{orb}}$.

A second explanation is that dynamical tidal effects are important. In stars with radiative envelopes, dynamical tides are composed of stellar g-modes that are nearly resonant with the tidal forcing frequencies. As with the equilibrium tide, the dynamical tide produces observable oscillations at exact integer harmonics of the orbital frequency (Kumar et al. 1995; Welsh et al. 2011; Fuller & Lai 2012; Burkart et al. 2012). The phase of the luminosity fluctuations produced by dynamical tides can be different from that of the equilibrium tidal distortion (see O’Leary & Burkart 2014), potentially creating the observed oscillations. However, in most cases the luminosity oscillations produced by the dynamical tide are smaller than that of the equilibrium tide (see Thompson et al. 2012), so a g mode unusually close to resonance may be needed to produce the oscillation at $2f_{\text{orb}}$.

A third possibility is that non-linear interactions are affecting the mode phases and amplitudes. We discuss this in greater detail below.

A full calculation of tidal excitation of non-adiabatic oscillation modes in rotating stars is beyond the scope of this paper. Instead, we simply calculate the expected luminosity fluctuation and phase of the adiabatic equilibrium tidal distortion, using the stellar parameters of Table 7. The tidal distortion causes luminosity fluctuations of form

$$\frac{\Delta L}{L} = A_n \cos \left(2\pi n f_{\text{orb}}t + \delta_n\right),$$

where the integer $n$ is the orbital harmonic of the oscillation, $A_n$ is its amplitude, and $\delta_n$ is its phase relative to periastron when $t = 0$. We calculate the amplitude of the equilibrium tide as described in Burkart et al. (2012), using Von Zeipel’s theorem to calculate the flux perturbation. We also calculate the expected phase of the equilibrium tide luminosity fluctuation, which is

$$\delta_n = |m| \omega \quad \text{for} \quad |m| = 2$$

$$= \pi \quad \text{for} \quad m = 0,$$

where $\omega$ is the argument of periastron listed in Table 7. We plot these results in Fig. 12. It is evident that although the magnitude of the observed luminosity fluctuations are similar to those expected from an adiabatic equilibrium tide, the phases are completely different. Hopefully, a more in depth investigation of tidally excited oscillations in this system will provide constraints on the tidal dynamics at play.

Finally, we emphasize that it is important to consider the rapid rotation frequency of the primary in HD 183648...
relative to the orbital frequency. If the primary’s spin axis is aligned with the orbit, the stellar rotation period is about 1.6 d, implying the rotation frequency is \( f_{\text{spin}} \approx 19.98 f_{\text{orb}} \). In this scenario, the observed g modes (\( f_1 \) and \( f_2 \)) cannot be prograde modes (in the rotating frame of the star) because their minimum frequency in the inertial frame is \(|m| f_{\text{spin}} > f_1, f_2\). Moreover, the tidally excited oscillations are retrograde oscillations in the rotating frame of the primary (although they are prograde in the inertial frame). Note that in the rotating frame, the tidal forcing frequencies are \( f_{\text{tide}} = n f_{\text{orb}} - |m| f_{\text{spin}} \). Since \( f_{\text{spin}} \gg f_{\text{orb}} \) the absolute values of the forcing frequencies are much larger in the rotating frame, allowing for excitation of g modes with frequencies (in the rotating frame) \( f_a \sim |m| f_{\text{spin}} \).

### 6.2.1 Non-linear Mode Coupling

As described above, the dominant two oscillation frequencies \( f_1 \) and \( f_2 \) are separated by exactly \( 2 f_{\text{orb}} \), which is the third largest amplitude oscillation observed. It is well known that combination frequencies of this sort are indicative of non-linear mode coupling (see, e.g., Wu & Goldreich 2003). Indeed, there are now many cases of combination frequencies in close binaries which appear to be caused by non-linear mode coupling with tidally excited modes (see Mukadam et al. 2010; Fuller & Lai 2012; Burkart et al. 2012; Hambleton et al. 2013). In the case of HD 183648, the non-linear coupling causes interactions between two g modes (corresponding to \( f_1 \) and \( f_2 \) in Table 9) and a tidally excited oscillation at \( 2 f_{\text{orb}} \). At least one of the g modes may be self-excited, perhaps because one of the stars is a \( \delta \) Sct instability strip, while the secondary lies near the cool end. The observed frequencies \( f_1 \) and \( f_2 \) are on the low side, but are compatible with \( \gamma \) Dor pulsations (Balona et al. 2011). The primary also lies within the \( \delta \)-Sct instability strip, although no p-modes are observed. The tidally excited oscillation is either composed of the equilibrium tide (which is dominated by the \( l = 2, |m| = 2 \) f modes) or the dynamical tide (which is dominated by

Table 9. The significant peaks of the period analysis. (Phases are calculated for periastron passage \( \tau = 2.454 \, 962.798 \).)  

<table>
<thead>
<tr>
<th>Frequency (d(^{-1}))</th>
<th>Amplitude (( \times 10^{-14} ) flux)</th>
<th>phase (rad)</th>
<th>S/N</th>
<th>Orbital solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1(^*) 0.5355157(1)</td>
<td>8.711(11)</td>
<td>-0.2200(13)</td>
<td>88</td>
<td>( f_1 )</td>
</tr>
<tr>
<td>F2(^*) 0.597711(1)</td>
<td>5.880(11)</td>
<td>-2.6713(19)</td>
<td>61</td>
<td>( f_2 )</td>
</tr>
<tr>
<td>F3(^*) 0.062551(1)</td>
<td>4.946(11)</td>
<td>-1.3473(22)</td>
<td>20</td>
<td>( 2 f_{\text{orb}} ) or ( 3 f_{\text{orb}} )</td>
</tr>
<tr>
<td>F4 0.093783(1)</td>
<td>0.6805(112)</td>
<td>2.0380(165)</td>
<td>6</td>
<td>( 3 f_{\text{orb}} )</td>
</tr>
<tr>
<td>F5(^*) 0.766149(1)</td>
<td>0.6276(112)</td>
<td>1.9013(180)</td>
<td>7</td>
<td>( f_3 )</td>
</tr>
<tr>
<td>F6 0.100660(1)</td>
<td>0.6199(112)</td>
<td>-2.9061(182)</td>
<td>5</td>
<td>( f_3 )</td>
</tr>
<tr>
<td>F7(^*) 0.230942(1)</td>
<td>0.5647(112)</td>
<td>-1.2457(199)</td>
<td>5</td>
<td>( f_3 ) - ( f_1 )</td>
</tr>
<tr>
<td>F8 0.031280(1)</td>
<td>0.5630(112)</td>
<td>-1.4853(200)</td>
<td>4</td>
<td>( f_{\text{orb}} )</td>
</tr>
</tbody>
</table>

* denotes the frequencies used for the simultaneous binary light-curve, pulsation curve fitting process (see Sect. 5).
an $|m| = 2$ g mode). The modes interact via a parametric resonance, redistributing energy amongst the three modes. This transfer of energy changes the phases of the observed oscillations, and it may be possible that this is affecting the phase of the $2f_{\text{orb}}$ oscillation.

It is also possible that $f_1$ and $f_2$ are not self-excited modes, but instead are non-linearly tidally driven modes. The signature of non-linear tidal excitation is that $f_1 \pm f_2 = n f_{\text{orb}}$ where $n$ is an integer (see Weinberg et al. 2012). In HD 183648, $f_2 - f_1 = 2f_{\text{orb}}$, which is compatible with non-linear excitation of $f_1$ and $f_2$ (although this does not explain the large amplitude of $f_3$). Non-linear tidal driving was observed in a similar system examined by Hambleton et al. (2013).

7 SUMMARY AND CONCLUSIONS

We have presented a complex photometric and spectroscopic analysis of HD 183648, a marginally eccentric ($e = 0.05$), wide ($P_{\text{orb}} = 31.973$), detached eclipsing binary system with a low amplitude pulsating component. The photometric analysis of the extremely accurate Kepler Q6 – Q16 long cadence photometry incorporated disentangling of the eclipse and pulsation features, an eclipsing light curve solution and extended orbital period study via an ETV analysis. The spectroscopic investigations were based on ground-based high- and medium resolution spectra obtained with various instruments (echelle spectrograph at KPNO, ARCES Echelle spectrograph at APO, Hamilton Echelle Spectrograph at Lick Observatory, and eShel spectrograph of GAO, mounted on two telescopes at Szombathely and Piszkestető, in Hungary) between 2011 and 2013. The spectroscopic data were mainly used for radial velocity analysis and for determination of stellar atmospheric properties and evolutionary states. Furthermore, the spectral disentangling technique made it also possible to detect the spectral lines of the secondary. Namely, the results and constraints of the radial velocity and ETV analysis were incorporated in the light curve analysis and vice versa, in an iterative manner; similarly, the quantitative spectral analysis was constrained at the same time by the outputs of the light curve analysis. In this way we were able to find a solution consistent with both the observations and the theoretical constraints. We found that the binary is composed of two main sequence stars with an age of $0.9 \pm 0.2$ Gyr, having fundamental parameters of $M_1 = 1.93 \pm 0.126 M_\odot$, $R_1 = 3.30 \pm 0.07 R_\odot$ for the primary, and $M_2 = 1.06 \pm 0.08 M_\odot$, $R_2 = 1.11 \pm 0.03 R_\odot$ for the secondary. Both stars were found to be fast rotators with $(v_{\text{rot}} \sin i_{\text{rot}})_1 = 104$ km s$^{-1}$ and $(v_{\text{rot}} \sin i_{\text{rot}})_2 = 26$ km s$^{-1}$ which in the aligned case correspond to rotation periods $P_{\text{rot}1} = 1.60 \pm 0.04$ d $\sim 19.98 f_{\text{orb}}$ and $P_{\text{rot}2} = 2.15 \pm 0.21$ d $\sim 14.87 f_{\text{orb}}$, respectively.

We have found various types of eclipse timing variations in our analysis. We showed that the short time scale ($\sim 287$ d) periodic variation is a false positive due to an apparent beating between orbital and pulsational frequencies. The parabolic variation, which indicates a period increase with a constant rate, however, is suggested to be a real effect. The most plausible explanation is presence of an additional, distant, third body in the system. Clear indicators of apsidal motion have been found as well. We found a significant discrepancy between the theoretically computed and observed apsidal advance rates. This can be explained either with the insufficiently short time coverage of the apsidal motion cycle, which has a period of the order of ten thousand years, or perturbations from a tertiary component. Another alternative explanation is precession induced by dynamical tides (Willems & Claret 2003).

We made efforts to separate the oscillatory features from the binary characteristics, but there are strong connections between binarity and the detected oscillations. First, the difference of the two most dominant oscillation frequencies is equal to the twice of the orbital frequency, which indicates a binary origin. Furthermore, the most enigmatic feature of the out-of-eclipse part of the light curve is a sinusoidal variation with similar frequency and amplitude expected for the ellipsoidal effect, but with a completely opposite phase. Finally, there is a low amplitude oscillation at three times the orbital frequency, in addition to the “inverse ellipsoidal” variation at twice the orbital frequency.

These phenomena are likely due to tidal effects. The oscillations at two and three times the orbital frequency are most likely tidally induced oscillations. However, it is unclear whether they are produced by hydrostatic equilibrium tides or by tidally excited g-modes. If they are equilibrium tides, non-adiabatic effects must be strongly altering their observed phase. If they are g-modes, they must be resonantly excited to account for their large amplitudes. Finally, the observed combination frequency $F_2 - F_1 = F_3 = 2f_{\text{orb}}$ indicates that non-linear mode coupling with the tidally excited oscillations is occurring. We are hopeful that a more detailed tidal analysis of HD 183648 may explain these observations and yield constraints on tidal dissipation theories.
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Wu & Goldreich (2001), a self-excited “parent” mode non-linearly transfers energy to two “daughter” modes. However, it is also possible for two self-excited (or tidally excited) parent modes to transfer energy to a single daughter mode.
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