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Università degli Studi della Basilicata

Potenza, Italy

alessandro.siciliano@unibas.it

Abstract

We investigate punctured maximum rank distance codes in cyclic models
for bilinear forms of finite vector spaces. In each of these models we consider an
infinite family of linear maximum rank distance codes obtained by puncturing
generalized twisted Gabidulin codes. We calculate the automorphism group
of such codes and we prove that this family contains many codes which are not
equivalent to any generalized Gabidulin code. This solves a problem posed
recently by Sheekey in [30].
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1 Introduction

Let Mm,n(Fq), m ≤ n, be the rank metric space of all the m×n matrices with entries
in the finite field Fq with q elements, q = ph, p a prime. The distance between two
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matrices by definition is the rank of their difference. An (m,n, q; s)-rank distance
code (also rank metric code) is any subset X of Mm,n(Fq) such that the distance
between two of its distinct elements is at least s. An (m,n, q; s)-rank distance code
is said to be linear if it is an Fq-linear subspace of Mm,n(Fq).

It is known [10] that the size of an (m,n, q; s)-rank distance code X is bounded
by the Singleton-like bound:

|X | ≤ qn(m−s+1).

When this bound is achieved, X is called an (m,n, q; s)-maximum rank distance
code, or (m,n, q; s)-MRD code for short.

Although MRD codes are very interesting by their own and they caught the atten-
tion of many researchers in recent years [1, 5, 29, 30], such codes also have practical
applications in error-correction for random network coding [16, 25, 32], space-time
coding [33] and cryptography [15, 31].

Obviously, investigations of MRD codes can be carried out in any rank metric
space isomorphic toMm,n(Fq). In his pioneering paper [10], Ph. Delsarte constructed
linear MRD codes for all the possible values of the parameters m, n, q and s by using
the framework of bilinear forms on two finite-dimensional vector spaces over a finite
field. Delsarte called such sets Singleton systems instead of maximum rank distance
codes. Few years later, Gabidulin [14] independently constructed Delsarte’s linear
MRD codes as evaluation codes of linearized polynomials over a finite field [20].
Although originally discovered by Delsarte, these codes are now called Gabidulin
codes. In [24] Gabidulin’s construction was generalized to get different MRD codes.
These codes are now known as Generalized Gabidulin codes. For m = n a different
construction of Delsarte’s MRD codes was given by Cooperstein [6] in the framework
of the tensor product of a vector space over Fq by itself.

Recently, Sheekey [30] presented a new family of linear MRD codes by using lin-
earized polynomials over Fqn. These codes are now known as generalized twisted
Gabidulin codes. The equivalence classes of these codes were determined by Lu-
nardon, Trombetti and Zhou in [23]. In [28] a further generalization was considered
giving new MRD codes when m < n; the authors call these codes generalized twisted
Gabidulin codes as well. In this paper the term ”generalized twisted Gabidulin code”
will be used for codes defined in [30, Remark 8]. For different relations between lin-
ear MRD codes and linear sets see [9, 22], [30, Section 5], [7, Section 5]. To the
extent of our knowledge, these are the only infinite families of linear MRD codes
with m < n appearing in the literature.

In [12] infinite families of non-linear (n, n, q;n − 1)-MRD codes, for q ≥ 3 and
n ≥ 3 have been constructed. These families contain the non-linear MRD codes
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provided by Cossidente, Marino and Pavese in [7]. These codes have been afterwards
generalized in [11] by using a more geometric approach. A generalization of Sheekey’s
example which yields additive but not Fq-linear codes can be found in [27].

Let X be a rank distance code in Mn,n(Fq). For any given m×n matrix A over Fq

of rank m < n, the set AX = {AM : M ∈ X} is a rank distance code in Mm,n(Fq).
The code AX is said to be obtained by puncturing X with A and AX is called a
punctured code. The reason of this definition is that if A = (Im|0n−m), where Im
and 0n−m is the m×m identity and m× (n−m) null matrix, respectively, then the
matrices of AX are obtained by deleting the last n−m rows from the matrices in X .
Punctured rank metric codes have been studied before in [3, 26] but the equivalence
problem among these codes have not been dealt with in these papers.

In [30, Remark 9] Sheekey posed the following problem:

Are the MRD codes obtained by puncturing generalized twisted Gabidulin codes equiv-
alent to the codes obtained by puncturing generalized Gabidulin codes?

Here we investigate punctured codes and study the above problem in the frame-
work of bilinear forms. We point out that the very recent preprint [35] deals with the
same problem by using q-linearized polynomials. In [35] the authors investigate the
middle nucleus and the right nucleus of punctured generalized twisted Gabidulin
codes, for m < n. By exploiting these nuclei, they derive necessary conditions
on the automorphisms of these codes which depend on certain restrictions for the
parameters.

Let V and V ′ be two vector spaces over Fq of dimensions m and n, respectively.
Since the rank is invariant under matrix transposition, we may assume m ≤ n.

A bilinear form on V and V ′ is a function f : V × V ′ → Fq that satisfies the
identity

f

(
∑

i

xivi,
∑

j

x′
jv

′
j

)

=
∑

i,j

xif(vi, v
′
j)x

′
j ,

for all scalars xi, x
′
j ∈ Fq and all vectors vi ∈ V , v′j ∈ V ′. The set Ωm,n = Ω(V, V ′)

of all bilinear forms on V and V ′ is an mn-dimensional vector space over Fq.

The left radical Rad (f) of any f ∈ Ωm,n is by definition the subspace of V
consisting of all vectors v satisfying f(v, v′) = 0 for every v′ ∈ V ′. The rank of f is
the codimension of Rad (f), i.e.

rank(f) = m− dimFq
(Rad (f)). (1)

Then the Fq-vector space Ωm,n equipped with the above rank function is a rank
metric space over Fq.
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Let {u0, . . . , um−1} and {u′
0, . . . , u

′
n−1} be a basis for V and V ′, respectively. For

any f ∈ Ωm,n, the m × n Fq-matrix Mf = (f(ui, u
′
j)), is called the matrix of f in

the bases {u0, . . . , um−1} and {u′
0, . . . , u

′
n−1}. It turns out that the map

ν{u0,...,um−1;u′

0,...,u
′

n−1}
: Ωm,n → Mm,n(Fq)

f 7→ Mf
(2)

is an isomorphism of rank metric spaces with rank(f) = rank(Mf ).

Let ΓL(Ωm,n) denote the general semilinear group of themn-dimensional Fq-vector
space Ωm,n, that is, the group of all invertible semilinear transformations of Ωm,n.
Let {w1, . . . , wmn} be a basis for Ωm,n, and recall that Aut(Fq) = 〈φp〉, where φp :
Fq → Fq is the Frobenius map λ 7→ λp. Using φp, we define the map φ : Ωm,n → Ωm,n

by

φ :
∑

i

λiwi 7→
∑

i

λp
iwi.

Then φ is an invertible semilinear transformation of Ωm,n, and for (aij) ∈ GL(mn, q)
we have (aij)

φ = (apij). Therefore φ normalizes the general linear group GL(mn, q)
and we have ΓL(Ωm,n) = GL(Ωm,n)⋊Aut(Fq).
An automorphism of the rank metric space Ωm,n is any transformation τ ∈ ΓL(Ωm,n)
such that rank(f τ ) = rank(f), for all f ∈ Ωm,n. The automorphism group Aut(Ωm,n)
of Ωm,n is the group of all automorphisms of Ωm,n, i.e.

Aut(Ωm,n) = {τ ∈ ΓL(Ωm,n) : rank(f
τ ) = rank(f), for all f ∈ Ωm,n}.

By [36, Theorem 3.4],

Aut(Ωm,n) = (GL(V )×GL(V ′))⋊ Aut(Fq) for m < n,

and
Aut(Ωn,n) = (GL(V ′)×GL(V ′))⋊ 〈⊤〉⋊Aut(Fq) for m = n,

where ⊤ is an involutorial operator. In details, any given (g, g′) ∈ GL(V )×GL(V ′)
defines the linear automorphism of Ωm,n given by

f (g,g′)(v, v′) = f(gv, g′v′),

for any f ∈ Ωm,n. If A and B are the matrices of g ∈ GL(V ) and g′ ∈ GL(V ′)
in the given bases for V and V ′, then the matrix of f (g,g′) is AtMfB, where t
denotes transposition. Additionally, the semilinear transformation φ of Ωm,n is the
automorphism given by

fφ(v, v′) = [f(vφ
−1

, v′
φ−1

)]p.
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If Mf = (aij) is the matrix of f in the given bases for V and V ′, then the matrix

of fφ is Mφ
f = (apij). Therefore φ normalizes the group GL(V )×GL(V ′). If m < n,

the above automorphisms are all the elements in Aut(Ωm,n).
If m = n, one may assume, and we do, V ′ = V = 〈u0, . . . , um−1〉. The involutorial
operator ⊤ : Ωn,n → Ωn,n is defined by setting

f⊤(v, v′) = f(v′, v).

If Mf = (aij) is the matrix of f in the given bases for V and V ′, then the matrix of
f⊤ is the transpose matrix M t

f of Mf . The operator ⊤ acts on GL(V )×GL(V ) by
mapping (g, g′) to (g′, g).

For a given subset X of Ωm,n, the automorphism group of X is the subgroup of
Aut(Ωm,n) fixing X . Two subsets X1,X2 of Ωm,n are said to be equivalent if there
exists ϕ ∈ Aut(Ωm,n) such that X2 = X ϕ

1 .

The main tool we use in this paper is the k-cyclic model in V (r, qr) for an r-
dimensional vector space V (r, q) over Fq, where k is any positive integer such that
gcd(r, k) = 1. This model generalizes the cyclic model introduced in [6, 13, 18] and
it is studied in Section 2. In particular, the endomorphisms of the k-cyclic model
are represented by r × r qk-circulant matrices over Fqr .
For any k such that gcd(m, k) = 1 = gcd(n, k), the elements of Ωm,n acting on the
k-cyclic model of V and V ′ are represented by qk-circulant m×n matrices over Fqd,
where d = lcm(m,n). We then have a description of the elements in Aut(Ωm,n) in
terms of qk-circulant matrices.
In Section 3 we prove that the code obtained by puncturing an (n, n, q; s)-MRD
code is an (m,n, q; s + m − n)-MRD code, where n − s < m ≤ n. In particular,
the code in Ωm,n obtained by puncturing a generalized Gabidulin code in Ωn,n is a
generalized Gabidulin code. Conversely, every generalized Gabidulin code in Ωm,n

can be obtained by puncturing a generalized Gabidulin code in Ωn,n.
By using the representation by qk-circulant matrices of the elements of Ωm,n acting
on the k-cyclic model for V and V ′, we calculate the automorphism group of some
generalized Gabidulin code. In Section 3 we also construct an infinite family of MRD
codes by puncturing generalized twisted Gabidulin codes [30, 23]. We calculate the
automorphism group of these codes in Section 4. By using a recent result by Liebhold
and Nebe [21], we prove in Section 5 that the above family contains many MRD
codes which are inequivalent to the MRD codes obtained by puncturing generalized
Gabidulin codes. This solves the problem posed by Sheekey in [30, Remark 9].
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2 Cyclic models for bilinear forms on finite vector

spaces

Let V (r, q) = 〈u0, . . . , ur−1〉Fqr
, r ≥ 2, be an r-dimensional vector space over

the finite field Fqr . We denote the set of all linear transformations of V (r, q) by
End(V (r, q)).

Embed V (r, q) in V (r, qr) by extending the scalars. Concretely this can be done
by defining V (r, qr) = {

∑r−1
i=0 λiui : λi ∈ Fqr}.

Let ξ : V (r, qr) → V (r, qr) be the Fqr-semilinear transformation with associated
automorphism δ : x ∈ Fqr → xq ∈ Fqr such that ξ(ui) = ui. Clearly, V (r, q) consists
of all the vectors in V (r, qr) which are fixed by ξ.

In the paper [6], the cyclic model of V (r, q) was introduced by taking the eigen-
vectors s0, . . . , sr−1 in V (r, qr) of a Singer cycle σ of V (r, q); here a Singer cycle of
V (r, q) is an element σ of GL(V (r, q)) of order qr − 1. The cyclic group S = 〈σ〉 is
called a Singer cyclic group of GL(V (r, q)).

Since s0, . . . , sr−1 have distinct eigenvalues in Fqr , they form a basis of the exten-
sion V (r, qr) of V (r, q).

In this basis the matrix of σ is the diagonal matrix diag(w,wq, . . . , wqr−1
), where

w is a primitive element of Fqr over Fq and wqi is the eigenvalue of si. The action
of the linear part ℓξ of the Fqr -semilinear transformation ξ is given by ℓξ(si) = si+1,
where the indices are considered modulo r [6]. It follows that

V (r, q) =

{
r−1∑

i=0

xqisi : x ∈ Fqr

}

. (3)

We call {s0, . . . , sr−1} a Singer basis for V (r, q) and the representation (3) for V (r, q),
or equivalently the set {(x, xq, . . . , xqr−1

) : x ∈ Fqr} ⊂ F
r
qr , is the cyclic model for

V (r, q) [13, 18].

We point out that the Fqr-semilinear transformation φ : V (r, qr) → V (r, qr) with
associated automorphism the Frobenius map φp : x ∈ Fqr → xp ∈ Fqr such that
φ(ui) = ui acts on the cyclic model (3) by mapping xs0 + xqs1 + ... + xqr−1

sr−1 to
xpqr−1

s0 + xps1 + ... + xpqr−2
sr−1.

Let k be a positive integer such that gcd(k, r) = 1. Set s
(k)
i = ski mod r, for

i = 0, . . . , r − 1. For brevity, we use [j] = qj and a[j] = aq
j

, for any a ∈ Fqr . It is
clear that the exponent j is taken mod r because of the field size. Then we may
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write

V (r, q) =

{
r−1∑

i=0

x[ki]s
(k)
i : x ∈ Fqr

}

. (4)

We call the representation (4) for V (r, q), or equivalently the set {(x, x[k], . . . , x[k(r−1)]) :
x ∈ Fqr} ⊂ F

r
qr , the k-cyclic model for V (r, q).

It is easily seen that the linear part of the semilinear transformation ξk acts on
the k-th cyclic model for V (r, q) by mapping s

(k)
i to s

(k)
i+1, with indices considered

modulo r.

An r × r qk-circulant matrix over Fqr is a matrix of the form

D
(k)
(a0,a1,...,ar−1)

=








a0 a1 · · · ar−1

a
[k]
r−1 a

[k]
0 · · · a

[k]
r−2

...
...

. . .
...

a
[k(r−1)]
1 a

[k(r−1)]
2 · · · a

[k(r−1)]
0








with ai ∈ Fqr . We say that the above matrix is generated by the array (a0, . . . , ar−1).

Let D
(k)
r (Fqr) denote the matrix algebra formed by all r × r qk-circulant matrices

over Fqr and B
(k)
r (Fqr) the set of all invertible qk-circulant r × r matrices. When

k = 1, an r × r q-circulant matrix over Fqr is also known as a Dickson matrix,

Dr(Fqr) = D
(1)
r (Fqr) is the Dickson matrix algebra and Br(Fqr) = B

(1)
r (Fqr) is the

Betti-Mathieu group [2, 4]. It is known that End(V (r, q)) ≃ Dr(Fqr) and Br(Fqr) ≃
GL(V (r, q)) [20, 37].

Remark 2.1. In terms of matrix representation, the above isomorphisms are de-
scribed as follows. Let V (r, q) = 〈u0, . . . , ur−1〉Fq

and {s0, . . . , sr−1} a Singer basis
for V (r, q) defined by the primitive element w of Fqr over Fq. Up to a change of the
basis {u0, . . . , ur−1} in V (r, q), we may assume

ui = wis0 + . . .+ wiqr−1

sr−1, for i = 0, . . . , r − 1.

Notice that ui ∈ V (r, q), for i = 0, . . . , r − 1. The non-singular Moore matrix

Er =








1 w · · · wr−1

1 wq · · · w(r−1)q

...
...

...

1 wqr−1
· · · w(r−1)qr−1








(5)

is the matrix of the change of basis from {u0, . . . , ur−1} to {s0, . . . , sr−1}. Therefore,
the matrix mapD ∈ Dr(Fqr) → E−1

r DEr ∈ Mr,r(Fq) realizes the above isomorphism.
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Proposition 2.2. End(V (r, q)) ≃ D
(k)
r (Fqr) and GL(V (r, q)) ≃ B

(k)
r (Fqr).

Proof. For any a = (a0, . . . , ar−1) over Fqr , the qk-circulant matrix D
(k)
a acts on the

k-th cyclic model (4) for V (r, q) by mapping (x, x[k], . . . , x[k(r−1)]) to (a0x+ a1x
[k] +

. . .+ar−1x
[k(r−1)], a

[k]
r−1x+a

[k]
0 x[k]+. . .+a

[k]
r−2x

[k(r−1)], . . . , a
[k(r−1)]
1 x+a

[k(r−1)]
2 x[k]+. . .+

a
[k(r−1)]
0 x[k(r−1)]), giving D

(k)
a is an endomorphism of (4). Let Da, Da′ ∈ D

(k)
r (Fqr)

such that Dax
t = Da′xt, for every x = (x, x[k], . . . , x[k(r−1)]), x ∈ Fqr . Hence,

(a0 − a′0)x + (a1 − a′1)x
[k] + . . . + (ar−1 − a′r−1)x

[k(r−1)] = 0, for all x ∈ Fqr . As the
left hand side is a polynomial of degree at most qr−1 with qr roots, we get a = a′.
Therefore, matrices in D

(k)
r (Fqr) represent qr

2
distinct endomorphisms of the k-th

cyclic model for V (r, q). As qr
2
= |End(V (r, q))|, we get the result.

Remark 2.3. Let Kr be the (permutation) matrix of the change of basis from

{s
(k)
0 , . . . , sr−1

(k)} to {s0, . . . , sr−1}. As s
(k)
i = sik mod r, for i = 0, . . . , r − 1, then the

i-th column of Kr is the array (0, . . . , 0, 1, 0, . . . , 0)t where 1 is in position ik mod r,

for i = 0, . . . , r− 1. If τ ∈ End(V (r, q)) has qk-circulant matrix D
(k)
(a0,a1,...,ar−1)

in the

basis {s
(k)
0 , . . . , sr−1

(k)}, then the matrix of τ in the Singer basis {s0, . . . , sr−1} is the

q-circulant matrix D(b0,...,br−1) = KrD
(k)
(a0,a1,...,ar−1)

K−1
r , for some array (b0, . . . , br−1)

over Fqr . Since gcd(k, r) = 1, we can write 1 = lr+hk, for some integers l, h, giving

bi = aih mod r, for i = 0, . . . , r − 1.

Therefore, D
(k)
r (Fqr) = K−1

r Dr(Fqr)Kr and B
(k)
r (Fqr) = K−1

r Br(Fqr)Kr.

Remark 2.4. We explicitly describe the action of Aut(Fq) on V (r, qr) in the Singer

basis {s
(k)
0 , . . . , s

(k)
r−1}. By Remark 2.1 the invertible semilinear transformation φ

of V (r, qr) defined by the Frobenius map φp : x ∈ Fqr → xp ∈ Fqr acts in the
basis {s0, . . . , sr−1} via the pair (Er(E

−1
r )p;φp), where Er is the non-singular Moore

matrix (5) and (E−1
r )p is the matrix obtained by E−1

r by applying φp to every entry.

By Remark 2.3 φ acts in the basis {s
(k)
0 , . . . , s

(k)
r−1} via the pair (K−1

r Er(E
−1
r )pKr;φp),

since Kp
r = Kr.

Let V = 〈u0, . . . , um−1〉Fq
and V ′ = 〈u′

0, . . . , u
′
n−1〉Fq

, with m ≤ n. If m = n
we take V ′ = V = 〈u0, . . . , um−1〉Fq

. Let σ and σ′ be Singer cycles of GL(V )
and GL(V ′), respectively, with associated semilinear transformations ξ and ξ′. Let
{s0, . . . , sm−1} and {s′0, . . . , s

′
n−1} be a Singer basis for V and V ′, defined by σ and σ′,

respectively. For any given positive integer k such that gcd(k, n) = gcd(k,m) = 1, let

{s
(k)
0 , . . . , s

(k)
m−1} and {s

′(k)
0 , . . . , s

′(k)
n−1} be the bases of V (m, qm) and V (n, qn) defined

as above. Therefore, we may consider Ωm,n as the set of all bilinear forms acting on
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the k-th cyclic model for V and V ′. In addition, any element in GL(V )×GL(V ′) is

represented by a pair (A,B) ∈ B
(k)
m (Fqm)× B

(k)
n (Fqn).

Set e = gcd(m,n) and d = lcm(m,n), the greatest common divisor and the least
common multiple of m and n, respectively.

Let Trqd/q denote the trace function from Fqd onto Fq:

Trqd/q : y ∈ Fqd → Trqd/q(y) =
d−1∑

i=0

yq
i

∈ Fq.

Since gcd(k, d) = 1, we may write Trqd/q as

T (k) : y ∈ Fqd → T (k)(y) =

d−1∑

i=0

y[k] ∈ Fq.

For 0 ≤ j ≤ e− 1 and a given a ∈ Fqd and v = xs
(k)
0 + . . .+x[k(m−1)]s

(k)
m−1 ∈ V and

v′ = x′s
′(k)
0 + . . .+ x′[k(n−1)]s

′(k)
n−1, the map

f
(k)
a,j (v, v

′) = T (k)(axx′[kj]) (6)

is a bilinear form on the k-cyclic model for V and V ′. We set

Ω
(k)
j = {f

(k)
a,j : a ∈ Fqd}, for 0 ≤ j ≤ e− 1. (7)

The following result gives the decomposition of Ωm,n as sum of the subspaces Ω
(k)
j .

Theorem 2.5.

Ωm,n =

e−1⊕

j=0

Ω
(k)
j . (8)

Proof. Let first assume k = 1. For any e-tuple a = (a0, . . . , ae−1) over Fqd we define

anm×n matrix Da = D
(1)
a = (di,j) over Fqd as follows. We will use indices from 0 for

both rows and columns of D. Let d0,j = aj , for 0 ≤ j ≤ e−1, and let di,j = di−1,j−1,
where the row index is taken modulo m and the column index is taken modulo n.
Notice that the above rule determines every entry of Da. In fact, di,j = aq

s

l , where
l ≡ j − iv (mod e), 0 ≤ l ≤ e− 1 and s = βm+ i, where β is the unique integer in
{0, 1, . . . , n/e− 1} such that j − i ≡ l + βm (mod n).
Now let fa,j ∈ Ωj . Then the matrix of fa,j in the Singer bases {s0, . . . , sm−1} and

9



{s′0, . . . , s
′
n−1} is the matrix obtained by applying the above construction to the array

a = (0, . . . , 0, a, 0, . . . , 0), with a in the j-th position. It is now easy to see that the
Fq-spaces Ωj , for j = 0, . . . , e−1 intersect trivially. By consideration on dimensions
we may write Ωm,n =

⊕e−1
j=0Ωj .

The k-cyclic model for V ′ and V is obtained from the 1-cyclic model by applying
the changing of basis described in Remark 2.3. Therefore the Fq-spaces Ω

(k)
j , k > 1,

are pairwise skew and Ωm,n =
⊕e−1

j=0Ω
(k)
j .

Example 1. Let m = 2, n = 6 and k = 1, so that d = 6 and e = 2. For any array
a = (a0, a1) over Fq6, we have

Da =

(

a0 a1 aq
2

0 aq
2

1 aq
4

0 aq
4

1

aq
5

1 aq0 aq1 aq
3

0 aq
3

1 aq
5

0

)

.

Example 2. Let m = 4, n = 6 and k = 5, so that d = 12 and e = 2. For any array
a = (a0, a1) over Fq12 , we have

D(k)
a

=








a0 a1 a
[8k]
0 a

[8k]
1 a

[4k]
0 a

[4k]
1

a
[5k]
1 a

[k]
0 a

[k]
1 a

[9k]
0 a

[9k]
1 a

[5k]
0

a
[6k]
0 a

[6k]
1 a

[2k]
0 a

[2k]
1 a

[10k]
0 a

[10k]
1

a
[11k]
1 a

[7k]
0 a

[7k]
1 a

[3k]
0 a

[3k]
1 a

[11k]
0








=








a0 a1 aq
4

0 aq
4

1 aq
8

0 aq
8

1

aq1 aq
5

0 aq
5

1 aq
9

0 aq
9

1 aq0
aq

6

0 aq
6

1 aq
10

0 aq
10

1 aq
2

0 aq
2

1

aq
7

1 aq
11

0 aq
11

1 aq
3

0 aq
3

1 aq
7

0








.

We call a matrix of type D
(k)
a an m × n qk-circulant matrix over Fqd, where d =

lcm(m,n). We say that D
(k)
a is generated by the array a = (a0, a1, . . . , ae−1), where

e = gcd(m,n). We will denote the set of all m× n qk-circulant matrices over Fqd by

D
(k)
m,n(Fqd).

The next result gives a description of Ωm,n and Aut(Ωm,n) in terms of qk-circulant
matrices.

Proposition 2.6. Let m ≤ n. Then Ωm,n ≃ D(k)
m,n(Fqd).

If m < n, then

Aut(Ωm,n) ≃ (B(k)
m (Fqm)× B(k)

n (Fqn))⋊ Aut(Fq);

if m = n, then

Aut(Ωn,n) ≃ (B(k)
n (Fqm)× B(k)

n (Fqn))⋊ 〈⊤〉⋊Aut(Fq).

10



Proof. For any a = (a0, . . . , ae−1) over Fqd we consider the bilinear form f
(k)
a = f

(k)
a0,0+

. . .+f
(k)
ae−1,e−1. Straightforward calculation shows that the matrix of f

(k)
a in the bases

{s
(k)
0 , . . . , s

(k)
m−1} and {s

′(k)
0 , . . . , s

′(k)
n−1} is the m×n qk-circulant matrix D

(k)
a generated

by a. Now assume that f
(k)
a is the null bilinear form. Let V = 〈u0, . . . , um−1〉Fq

and

V ′ = 〈u′
0, . . . , u

′
n−1〉Fq

. By Remarks 2.1 and 2.3 the matrix of f
(k)
a in the bases

{u0, . . . , um−1} and {u′
0, . . . , u

′
n−1} is (K−1

m Em)
tD

(k)
a (K−1

n En), which is clearly the

zero matrix. As K−1
m Em and K−1

n En are both non singular we get D
(k)
a is the

zero matrix giving a is the zero array. Therefore, matrices in D(k)
m,n(Fqr) represent

qde = qmn distinct bilinear forms acting on the k-th cyclic models for V and V ′. As
qmn = |Ωm,n|, we get Ωm,n ≃ D

(k)
m,n(Fqd).

To prove the second part of the Proposition we first note that Proposition 2.2
implies that the group of all Fq-linear automorphisms of Ωm,n is isomorphic to

(B
(k)
m (Fqm)× B

(k)
n (Fqn)), if m < n, and to (B

(k)
m (Fqm)× B

(k)
n (Fqn))⋊ 〈⊤〉, if m = n.

If D
(k)
(a0,...,ae−1)

is the matrix of f in the bases {s0, . . . , sm−1} and {s0, . . . , sn−1} for

V and V ′ respectively, then fφ is D
(k)

(ap0 ,...,a
p
e−1)

by Remark 2.4. This concludes the

proof.

Remark 2.7. The isomorphism ν = ν
{s

(k)
0 ,...,s

(k)
m−1;s

′(k)
0 ,...,s

′(k)
n−1}

: Ωm,n → D
(k)
m,n(Fqd) is

described as follows. Let V = 〈u0, . . . , um−1〉Fq
and V ′ = 〈u′

0, . . . , u
′
n−1〉Fq

and let
f ∈ Ωm,n with matrix Mf over Fq in the bases {u0, . . . , um−1} and {u′

0, . . . , u
′
n−1}

of V and V ′. Since {u0, u1, . . . , um−1} is a basis for V (m, qd) and {u′
0, u1, . . . , u

′
n−1}

is a basis for V (n, qd), we can extend the action of f on V × V ′ to an action on

V (m, qd)×V (n, qd) in the natural way. Let f(s
(k)
0 , s

′(k)
j ) = aj ∈ Fqd, j = 0, . . . , e−1.

By Remarks 2.1 and 2.3, the matrix of the change of basis from {u0, . . . , ur−1} to

{s
(k)
0 , . . . , s

(k)
0 } is E−1

r Kr. Therefore, ν(f) = D
(k)
a = (E−1

m Km)
tMf (E

−1
n Kn), with

a = (a0, . . . , ae−1). Since change of bases in V (m, qd)× V (n, qd) preserves the rank

of bilinear forms, we have rank(f) = rank(Mf ) = rank(D
(k)
a ).

3 Puncturing generalized Gabidulin codes

Let X be a rank distance code in Mn,n(Fq) and A any given m× n matrix of rank
m, m < n. It is clear that the set AX = {AM : M ∈ X} is a rank distance code in
Mm,n(Fq). We say that the code AX , which we will denote by PA(X ), is obtained
by puncturing X with A and PA(X ) is known as a punctured code.
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Theorem 3.1 (Sylvester’s rank inequality). [17, p.66] Let A be an m × n matrix
and M an n× n′ matrix. Then

rank(AM) ≥ rank(A) + rank(M)− n.

Theorem 3.2. (see also [3, Corollary 35]) Let X be an (n, n, q; s)-MRD code. Let
A be any m×n matrix over Fq of rank m, with n− s < m ≤ n. Then the punctured
code PA(X ) is an (m,n, q; s′)-MRD code, with s′ = s+m− n.

Proof. We first show that the map M 7→ AM is injective. Assume AM1 = AM2 for
some distinct matrices M1,M2 ∈ X . Then A(M1 − M2) = 0, giving dim(kerA) ≥
rank (M1 − M2) ≥ s > 0, thus rankA = m − dim(kerA) < m, a contradiction.
Therefore, |AX | = |X | = qn(n−s+1) = qn(m−s′+1).

By the Sylvester’s rank inequality, we have

rank(AM1 − AM2) ≥ rank(A) + rank(M1 −M2)− n ≥ m+ s− n = s′ > 0.

It follows that AX is an (m,n, q; s′)-MRD code.

Remark 3.3. Let B be matrix in Mm,n(Fq) of rank m. It is known that there exist
S ∈ GL(m, q) and T ∈ GL(n, q) such that B = SAT [17, p.62]. Therefore

PB(X ) = PSAT (X ) = SPA(TX ),

giving PB(X ) is equivalent to the punctured code PA(TX ). Note that TX is equiv-
alent to X .

We recall the construction of the generalized Gabidulin codes as given in [14]. For

any positive integers t, k with t ≤ n and gcd(k, n) = 1, set L
(k)
t (Fqn) to be the set of

all qk-polynomials over Fqn of qk-degree at most t− 1, i.e.

L
(k)
t (Fqn) = {a0 + a1x

[k] + . . .+ at−1x
[k(t−1)] : ai ∈ Fqn}.

We note that by reordering the powers of x in any f ∈ L
(k)
n (Fqn) we actually find

a q-polynomial. However, to study the generalized Gabidulin codes in terms of
qk-polynomials we need to keep the original order for the powers in f .

Let g0, . . . , gm−1 ∈ Fqn, m ≤ n, be linearly independent over Fq. Let G[k] be the
matrix

G[k] =







g0 g1 · · · gm−1

g
[k]
0 g

[k]
1 · · · g

[k]
m−1

· · · · · · · · · · · ·

g
[(t−1)k]
0 g

[(t−1)k]
1 · · · g

[(t−1)k]
m−1







.
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We consider the matrix G[k] as a generator matrix of a subset G̃
(k)
t of arrays over

Fqn, i.e. G̃
(k)
t = G̃(k)

(g0,...,gm−1);t
= {(f(g0), . . . , f(gm−1)) : f ∈ L[k]

t (Fqn)}.

Let V ′ = Fqn = 〈u0, . . . , un−1〉Fq
. The map

ε = ε{u0,...,un−1} : Fqn −→ F
n
q∑

xiui 7→ (x0, . . . , xn−1)
t

maps the set G̃
(k)
t to the matrix set

ε(G̃
(k)
t ) = {(M (0) M (1) . . . M (m−1)) : f ∈ L

(k)
t (Fqn)} ⊆ Mn,m(Fq),

where M (i) = ε(f(gi)). Since the rank is invariant under matrix transposition and
in this paper we consider matrix codes in Mm,n(Fq) with m ≤ n, we may take

the matrix code G
(k)
t obtained by taking the transpose of the elements in ε(G̃

(k)
t ).

Therefore G
(k)
t is a (m,n, q;m − t + 1)-MRD code. These MRD codes are called

generalized Gabidulin codes [24].

By Proposition 2.2, we may identify the elements in End(V ′) with elements in

L
(k)
n (Fqn) via the map D(a0,...,an−1) 7→ a0+ a1x

[k]+ . . .+ an−1x
[k(n−1)]. Therefore, G

(k)
t

consists of the matrices of the restriction over the subspace V = 〈g0, . . . , gm−1〉Fq

of V ′ = Fqn of all the endomorhisms of V ′. These matrices act on the set Fm
q of all

row vectors as v 7→ vM . As we are working in the framework of bilinear forms, we
consider any matrix in G

(k)
t as a matrix of the restriction on V × V ′ of the bilinear

form acting on V ′ ×V ′ whose n×n matrix is the matrix of an element in L
(k)
n (Fqn).

By Proposition 2.6 the elements in G
(k)
t can be represented by qk-circulant matrices

over Fqd, where d = gcd(m,n).

he following result seems to be known, but we include a proof for the sake of
completness.

Theorem 3.4. Let G be any generalized Gabidulin (n, n, q;n− t+1)-code and let A
be any given m× n matrix over Fq of rank m, with t < m ≤ n. Then the punctured
code PA(G) is a generalized Gabidulin (m,n, q;m − t + 1)-code. Conversely, every
generalized Gabidulin (m,n, q;m − t + 1)-code, with 1 ≤ t ≤ m, is obtained by
puncturing a generalized Gabidulin (n, n, q;n− t+ 1)-code.

Proof. Let V ′ = Fqn = 〈u0, . . . , un−1〉Fq
. By the argument above, G is considered

as the set of all bilinear forms acting on V ′ × V ′ whose matrix corresponds to a
qk-polynomial in L

(k)
t (Fqn) = {a0 + a1x

[k] + . . .+ at−1x
[k(t−1)] : ai ∈ Fqn}.

The given matrix A = (aij) corresponds to the linear transformation

τ : ui 7→
∑n−1

j=0 aijuj, i = 0, . . . , m− 1.
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As rankA = m, the subspace V = 〈τ(u0), . . . , τ(um−1)〉 is an m-dimensional sub-
space of V ′. It follows that PA(G) consists of the matrices of the bilinear forms on
V × V ′ in the bases {gi = τ(ui) : i = 0, . . . , m− 1} and {u0, . . . , un−1} of V and V ′,

respectively. Therefore PA(G) is the generalized Gabidulin code G
(k)
(g0,...,gm−1),t

. By

Theorem 3.2 G
(k)
(g0,...,gm−1),t

is an (m,n, q; s+m− n)-MRD code.

For the converse, let G
(k)
t = G

(k)
(g0,...,gm−1);t

be a generalized Gabidulin code. Set

V = 〈g0, . . . , gm−1〉Fq
and extend g0, . . . , gm−1 with gm, . . . , gn−1 to form a basis of

V ′ = Fqn = V (n, q). Then, elements in G
(k)
t are the restriction on V × V ′ of the

bilinear forms acting on V ′×V ′ whose matrix is the matrix of elements in L
(k)
t (Fqn)

in the basis g0, . . . , gn−1. The set G
(k)

t = G
(k)
(g0,...,gn−1);t

of such bilinear forms is a

generalized Gabidulin (n, n, q;n − t + 1)-code. In addition, matrices in G
(k)
t are

obtained from the matrices of G
(k)

t by deleting the last n−m rows, i.e. G
(k)
t = AG

(k)

t

with A = (Im|On−m). Therefore, the generalized Gabidulin code G
(k)
t is obtained by

puncturing the generalized Gabidulin code G
(k)

t with A.

From the proof of the previous result we get the following description for the
generalized Gabidulin codes.

Corollary 3.5. Let g0, . . . , gm−1 ∈ Fqn, m ≤ n, be linearly independent over Fq.

Then the generalized Gabidulin code G
(k)
(g0,...,gm−1);t

is the set of all the bilinear forms

acting on V × V ′ with V = 〈g0, . . . , gm−1〉Fq
and V ′ = Fqn.

Remark 3.6. Let e = gcd(m,n) and d = lcm(m,n). From the arguments contained
in Section 2 there exists a (Singer) basis of V = 〈g0, . . . , gm−1〉Fq

and a (Singer) basis

of V ′ = Fqn such that the elements in G
(k)
(g0,...,gm−1);t

may be represented as m × n

qk-circulant matrices over Fqd.

Remark 3.7. By the isomorphism Ωm,n ≃ D
(1)
m,n(Fqd) stated by Proposition 2.6, the

Gabidulin code G
(1)
(g0,...,gm−1),t

is actually the Delsarte code defined by (6.1) in [10]

with V = 〈g0, . . . , gm−1〉Fq
.

In the rest of the paper, m will be a divisor of n. We set r = n/m. Let V =
〈u0, . . . , um−1〉 and V ′ = 〈u′

0, . . . , u
′
n−1〉 be two vector spaces over Fq of dimension m

and n, respectively. If m = n we take V ′ = V = 〈u0, . . . , um−1〉.

In the light of the isomorphism ν{u0,...,um−1;u′

0,...,u
′

n−1}
described by (2), every bilinear

form acting on V × V ′ may be identified with an m × n matrix over Fq. In other
words, if we assume V is an m-dimensional subspace of V ′ after a vector-space
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isomorphism, then the bilinear forms in Ωm,n are the restrictions on V × V ′ of the
bilinear form in Ωn,n. Thus, Ωm,n is the puncturing of Ωn,n by a suitable m × n
matrix of rank m.

In this paper we work with cyclic models for vector spaces over Fq. Let {s0, . . . , sn−1}
be a Singer basis for V ′. We note that not all m-dimensional subspaces of V ′ can
be represented with a cyclic model over Fqm. Therefore, we need to choose suitable
vectors {s′0, . . . , s

′
m−1} in V ′ such that the projection of the vectors in the cyclic

model for V ′ on the subspace spanned by {s′0, . . . , s
′
m−1} gives a cyclic model for

V = V (m, q). This is what we do in the rest of this section.

Let σ′ be a Singer cycle of V ′ with associated primitive element w′. Let {s′0, . . . , s
′
n−1}

be the Singer basis for V ′ defined by σ′. Note that s′i ∈ V (n, qn), for i = 0 . . . , n−
1. Set si =

∑r−1
j=0 s

′
i+jm for i = 0, 1, . . . , m − 1, σ = σ′(qn−1)/(qm−1) and w =

w′(qn−1)/(qm−1). Then σ has order qm − 1 and ω is a primitive element of Fqm

over Fq. It is easily seen that si is an eigenvector for σ with eigenvalue wqi, for
i = 0, . . . , m − 1. Since m divides n, the Fqm-span V (m, qm) of {s0, . . . , sm−1} is
contained in V (n, qn). Let ξ be the semilinear transformation on V (m, qm) whose
linear part is defined by ℓξ(si) = si+1, where the indices are considered modulo m,
and whose companion automorphism is δ : x ∈ Fqm 7→ xq ∈ Fqm. Since the subset
{xs0 + . . .+ xqm−1

sm−1 : x ∈ Fqm} of V (m, qm) is fixed pointwise by ξ, it is a cyclic
model for V . By Proposition 2.6, every bilinear form on V × V ′ can be represented
by m× n q-circulant matrices over Fqn.

Lemma 3.8. Let k be a positive integer such that gcd(k, n) = 1. Then s
(k)
i =

∑r−1
j=0 s

′(k)
i+jm, for i = 0, 1, . . . , m− 1.

Proof. For i = 0, 1, . . . , m − 1 we have s
(k)
i = ski mod m =

∑r−1
j=0 s

′
(ki mod m)+jm. On

the other hand, s
′(k)
i+jm = sk(i+jm) mod n. Therefore we need to prove

{(ki mod m) + jm : j = 0, . . . , r − 1} = {k(i+ lm) mod n : l = 0, . . . , r − 1}.

Let ki = tm+ s with 0 ≤ s ≤ m− 1. For each j ∈ {0, 1, . . . , r − 1} we need to find
l ∈ {0, 1, . . . , r−1} such that s+ jm ≡ (tm+ s+klm) mod n. This is equivalent to

j ≡ (t + kl) mod r, (9)

as r = n/m. Since gcd(k, n) = 1, we also have gcd(k, r) = 1. Let k−1 denote the
inverse of k modulo r. With l = k−1(j − t) mod r equation (9) is satisfied and

{k−1(j − t) mod r : j ∈ {0, 1, . . . , r − 1}} = {0, 1, . . . , r − 1}.

Hence the assertion is proved.
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The above Lemma implies the following result.

Proposition 3.9. Let k be a positive integer such that gcd(k, n) = 1 and m a

divisor of n. Let {s′0, . . . , s
′
n−1} be a Singer basis for V ′. Set s

(k)
i =

∑r−1
j=0 s

′(k)
i+jm, for

i = 0, 1, . . . , m− 1. Then the Fq-subspace
{
∑m−1

i=0 x[ki]s
(k)
i : x ∈ Fqm

}

of V (n, qn) is

a k-cyclic model for V .

Proof. By Remark 2.3 the k-cyclic model for V is obtained from the cyclic model V =
{
∑m−1

i=0 xqisi : x ∈ Fqm} by applying the change of basis, say κ, from {s0, . . . , sm−1}

with si =
∑r−1

j=0 s
′
i+jm for i = 0, 1, . . . , m − 1, to {s

(k)
0 , . . . , s

(k)
m−1}. We recall that κ

is represented by the permutation matrix K−1
m . By Lemma 3.8, s

(k)
i =

∑r−1
j=0 s

′(k)
i+jm,

for i = 0, 1, . . . , m − 1. This implies that the image under κ of the cyclic model

{
∑m−1

i=0 xqisi : x ∈ Fqm} is
{
∑m−1

i=0 x[ki]s
(k)
i : x ∈ Fqm

}

.

Let f be any given bilinear form acting on the k-th cyclic model of V ′ with qk-
circulant matrix D

(k)
a in the basis {s

′(k)
0 , . . . , s

′(k)
n−1}. As the matrix of the coordinates

of the vectors s
(k)
0 , . . . , s

(k)
m−1 in this basis is the 1 × r block matrix A = (Im | Im |

. . . | Im), the restriction f |V×V ′ of f on V × V ′ has matrix D = AD
(k)
a in the bases

{s
(k)
0 , . . . , s

(k)
m−1} and {s

′(k)
0 , . . . , s

′(k)
n−1}.

To make notation easier, we index the rows and columns of an m × n matrix M
by elements in {0, . . . , m−1} and {0, . . . , n−1}. Further, M(i) and M (j) will denote
the i-th row and j-th column of M , respectively.

For i = 0, . . . , m − 1, we have A(i) = (0, . . . , 0, 1, 0, . . . , 0, 1, 0 . . . , 0, 1, 0 . . .), with

1 at position i + km, for k = 0, . . . , r − 1, and 0 elsewhere. Let D
(k)
a be generated

by the array a = (a0, . . . , an−1). Then, [D
(k)
a ](j) = (aj , a

[k]
j−1, . . . , a

[k(n−1)]
j+1 )t, for j =

0, . . . , n− 1. Therefore, the (i, j)-entry of D is

a
[ki]
j−i + a

[k(i+m)]
j−(i+m) + . . .+ a

[k(i+(r−1)m)]
j−(i+(r−1)m) =

r−1∑

h=0

a
[k(i+hm)]
j−(i+hm),

where indices are taken modulo n. It turns out that D is the m×n qk-circulant ma-
trix over Fqn generated by the array (

∑r−1
h=0 a

[khm]
−hm ,

∑r−1
h=0 a

[khm]
1−hm, . . . ,

∑r−1
h=0 a

[khm]
m−1−hm).

In particular, if a = (a0, . . . , at−1, 0, . . . , 0) for some t ∈ {1, . . . , m}, then D is gen-
erated by the m-array (a0, . . . , at−1, 0, . . . , 0) giving D to be the matrix of a bilinear
form in the rank distance code

Φ
(k)
m,n,t =

t−1⊕

j=0

Ω
(k)
j , (10)
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where the Fq-subspaces Ω
(k)
j are given in (7). Note that the dimension of Φm,n,t over

Fq is nt. The above arguments together with Theorem 3.4 prove the following result.

Theorem 3.10. Let m > 1 be any divisor of n. For any t ∈ {1, . . . , m}, the subset

Φ
(k)
m,n,t of Ωm,n is a generalized Gabidulin (m,n, q;m− t+ 1)-code.

We now describe the generalized twisted Gabidulin codes as provided by Sheekey
in the recent paper [30] by using the framework of qk-polynomials over Fqn . In [23]
the equivalence between different generalized twisted Gabidulin codes was addressed.

Let Nqn/q denote the norm map from Fqn onto Fq:

Nqn/q : y ∈ Fqn 7→ Nqn/q(y) =

n−1∏

j=0

yq
j

∈ Fq.

Theorem 3.11. [23, 30] For any t ∈ {1, . . . , n − 1} and µ ∈ Fqn with Nqn/q(µ) 6=
(−1)nt, define the subset

Γ
(k)
n,n,t,µ,s = {f

(k)
a,0 + f

(k)

µaqsk ,t
: a ∈ Fqn}

of Ωn,n and put

H
(k)
n,n,t,µ,s = Γ

(k)
n,n,t,µ,s ⊕ Ω

(k)
1 ⊕ . . .⊕ Ω

(k)
t−1.

Then H
(k)
n,n,t,µ,s is an (n, n, q;n − t + 1)-MRD code which is not equivalent to Φ

(k)
n,n,t

if t 6= 1, n− 1.

Let A be the 1 × r block matrix (Im | Im | . . . | Im). By Theorem 3.2, for any

t ∈ {1, . . . , m−1}, the punctured code PA(H
(k)
n,n,t,µ,s) is an MRD code with the same

parameters as the code Φ
(k)
m,n,t defined by (10). We denote such (m,n, q;m− t+ 1)-

MRD code by H
(k)
m,n,t,µ,s. By using the decomposition (8) of Ω

(k)
m,n with e = m, we

get
H

(k)
m,n,t,µ,s = Γ

(k)
m,n,t,µ,s ⊕ Ω

(k)
1 ⊕ . . .⊕ Ω

(k)
t−1 (11)

where Γ
(k)
m,n,t,µ,s = {f

(k)
a,0 + f

(k)

µaqsk ,t
: a ∈ Fqn} and f

(k)
a,j ∈ Ω

(k)
j is defined by (6). It

turns out that H
(k)
m,n,t,µ,s is an linear MRD code of dimension nt.

Remark 3.12. It is easy to see that the MRD code H
(k)
m,n,t,µ,s has the same pa-

rameters as the (m, rm/2, q;m − 1)-MRD codes provided in [9] only for t = 2 and
n = m.

17



4 The automorphism group of some punctured

generalized Gabidulin codes

Very recently, Liebhold and Nebe calculated the group of all linear automorphisms
of any generalized Gabidulin code. Here we give the finite fields version of Theorem
4.9 in [21].

Theorem 4.1. [21] Let G
(k)
t = G

(k)
(g0,...,gm−1),t

be a generalized Gabidulin code. Let

Fq ≤ Fqm′ ≤ Fqn be the maximal subfield of Fqn such that 〈g0, . . . , gm−1〉Fq
is an

Fqm′ -subspace. Let Fqd be the minimal subfield of Fqn such that 〈g0, . . . , gm−1〉Fq

is contained in a one-dimensional Fqd-subspace. Then there is a subgroup G of

Gal(Fqd/Fq) such that the group of all linear automorphisms of G
(k)
t is isomorphic

to
(F×

qm′ ×GL(n/d, qd))⋊G.

Remark 4.2. The generalized Gabidulin code Φ
(k)
m,n,t defined by (10) corresponds

to the case 〈g0, . . . , gm−1〉Fq
= Fqm in the previous theorem.

In spite of Theorem 4.1, we believe that it is useful to have an explicit description
of the full automorphism group of an MRD code to compare MRD codes among
each other; see [30, 34].

Let S ′ = 〈σ′〉 be a Singer cyclic group of GL(V ′) with associated semilinear trans-

formation ξ′ as described in Section 2. In the basis {s
′(k)
0 , . . . , s

′(k)
n−1}, the matrix of σ′

is the diagonal matrix diag(w,w[k], . . . , w[k(n−1)]). Therefore, (σ′i, σ′j) acts on Ωn,n

by mapping the bilinear form with qk-circulant matrix D
(k)
(a0,...,an−1)

to the bilinear

form with matrix D
(k)

(wia0wj ,...,wian−1wj[k(n−1)])
. The matrix of the linear part ℓξ′ of ξ

′ is

the permutation matrix D
(k)
(0,...,0,1). Then (ℓξ′, ℓξ′) acts on Ωn,n by mapping the bilin-

ear form with qk-circulant D
(k)
(a0,...,an−1)

to the bilinear form with matrix D
(k)

(a
[k]
0 ,...,a

[k]
n−1)

.

Set ℓ̄ = (ℓξ′, ℓξ′) and C̄ be the cyclic subgroup of Aut(Ωn,n) generated by ℓ̄. It turns

out that any element in (S ′×S ′)⋊ C̄ ⋊Aut(Fq) fixes every component Ω
(k)
j of Ωn,n.

In the paper [30], Sheekey gave a complete description of the automorphism group

of the MRD codes Φ
(k)
n,n,t and H

(k)
n,n,t,µ,s, for any t ∈ {1, . . . , n− 2}.

Theorem 4.3. [30] Let q = ph, p a prime.

i) For any given t ∈ {1, . . . , n − 2}, the automorphism group of Φ
(k)
n,n,t is the

semidirect product (S ′ × S ′)⋊ C̄ ⋊Aut(Fq).
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ii) For any given t ∈ {1, . . . , n − 2}, the automorphism group of H
(k)
n,n,t,µ,s is the

subgroup of (S ′ × S ′)⋊ C̄ ⋊Aut(Fq) whose elements correspond to the triples
((Da, Db); ℓ̄

i; pe), with a = (a, 0, . . . , 0), b = (b, 0, . . . , 0) and aq
s−1bq

s−qt =
µpeqi−1.

We now give more informations on the automorphism group of the MRD code
H

(k)
n,n,t,µ,s.

Corollary 4.4. |Aut(H
(k)
n,n,t,µ,s)| = l(qn − 1)(qgcd(n,s,t) − 1), for some divisor l of nh.

If Fpd is the smallest subfield of Fqn which contains µ, then nh
d
| l. In particular, if

µ ∈ F
∗
p, then l = nh.

Proof. Let Gn,k = {xqk−1 : x ∈ F
∗
qn}. Note that Gn,k is a subgroup of the multiplica-

tive group of F∗
qn. To calculate |Gn,k| it is enough to observe that xqk−1 = yq

k−1 for
some x, y ∈ F

∗
qn if and only if x/y ∈ F

∗
qk , and hence x/y ∈ F

∗
qgcd(n,k) . It follows that

|Gn,k| =
qn−1

qgcd(n,k)−1
. Also, the size of the subgroup Gn,k ∩Gn,j is

cn,k,j = gcd

(
qn − 1

qgcd(n,k) − 1
,

qn − 1

qgcd(n,j) − 1

)

.

Note that for each c ∈ Fqn we have |Gn,k ∩ cGn,j| ∈ {0, cn,k,j}.

Let dn,k,j denote the number of pairs (x, y) ∈ F
∗
qn × F

∗
qn such that

xqk−1yq
j−1 = 1.

If xqk−1yq
j−1 = 1, then xqk−1 = (1/y)q

j−1 and hence xqk−1 ∈ Gn,k ∩ Gn,j. It

follows that we can choose x0 = xqk−1 in cn,k,j different ways, and it uniquely defines

y0 = yq
j−1. We have

|{x : xqk−1 = x0}| = |{x : xqk−1 = 1}| = qgcd(n,k) − 1

and
|{y : yq

j−1 = y0}| = |{y : yq
j−1 = 1}| = qgcd(n,j) − 1,

thus
dn,k,j = (qn − 1)(qgcd(n,k,j) − 1).

If xqk−1yq
j−1 = c, then xqk−1 = c(1/y)q

j−1, thus xqk−1 ∈ Gn,k ∩ cGn,j. From the
above arguments, we get that for each c ∈ F

∗
qn, the number of pairs (x, y) ∈ F

∗
qn×F

∗
qn

such that xqk−1yq
j−1 = c is either 0, or dn,k,j.
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Now, let µ be a given element in F
∗
qn , q = ph, and let H denote the set of integers

r, such that
xqk−1yq

j−1 = µpr−1

has a solution in F
∗
qn×F

∗
qn . By the above arguments, we have 0 ∈ H. If xqk−1

0 yq
j−1

0 =

µpr−1 and xqk−1
1 yq

j−1
1 = µps−1, then

(xps

0 )q
k−1(yp

s

0 )q
j−1 = µpr+s−ps

and
(xps

0 x1)
qk−1(yp

s

0 y1)
qj−1 = µpr+s−1,

thus r, s ∈ H yields r + s ∈ H giving H is an additive subgroup in Znh. Therefore,
l = |H| divides nh.

By the above arguments, the number of triples (a, b, i) ∈ F
∗
qn ×F

∗
qn ×Znh such that

aq
s−1bq

s−qt = µpi−1 is l(qn − 1)(qgcd(n,s,t) − 1), for some divisor l of nh. If Fpd is the
smallest subfield of Fqn which contains µ, then H contains the additive subgroup of
Znh generated by d, giving nh

d
| l.

If µ ∈ F
∗
p, then µpi−1 = 1 for all i ∈ Znh.

Let m > 1 be any divisor of n and k any positive integer such that gcd(k, n) =
1. Let S = 〈σ〉 and S ′ = 〈σ′〉 be Singer cyclic groups of GL(V ) and GL(V ′),
respectively, and {s0, . . . , sm−1} and {s′0, . . . , s

′
n−1} the Singer bases defined by σ

and σ′.

Set ℓ = (ℓξ, ℓξ′) and let C be the cyclic subgroup of Aut(Ωm,n) generated by ℓ.
Then C ≃ Aut(Fqm/Fq).

Remark 4.5. To make notation easier, in all the arguments used in the actual and
in the next section we assume k = 1. We put Ωj = Ω

(1)
j and Φm,n,t−1 = Φ

(1)
m,n,t−1. By

Lemma 3.8, the same arguments work perfectly well for any k with gcd(k, n) = 1 if
the cyclic model of vector spaces and q-circulant matrices involved are replaced by
the k-th cyclic model and qk-circulant matrices. The details are left to the reader.

Both the Singer cyclic groups S = 〈σ〉 and S ′ = 〈σ′〉, as well as the cyclic group
C, fix every component Ωj of Ωm,n giving that every element in (S × S ′)⋊ C is an
automorphism of Φm,n,t, for any t ∈ {1, . . . , m}.

Theorem 4.6. Let T
′
be the subset of End(V ′) whose elements correspond to q-

circulant matrices defined by an array of type

(c0, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

, c1, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

, cr−1, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

)

20



over Fqn, and set T ′ = T
′
∩ GL(V ′). Then, for any given t ∈ {1, . . . , m − 1}, the

automorphism group of Φm,n,t is the semidirect product (S × T ′)⋊ C ⋊ Aut(Fq).

Proof. Straightforward calculations show that the given group is a subgroup of
Aut(Φm,n,t).

Let ϕ = (A,B; θ) ∈ Aut(Φm,n,t), with A ∈ GL(V ) and B ∈ GL(V ′). As Φm,n,t

is fixed by the semilinear automorphism φ defined by the Frobenius map x 7→ xp,
we may assume θ = 1. We identify the elements A and B with their Dickson
matrices in Bm(Fqm) and Bn(Fqn), respectively. To suit our present needs, we set
At = D(a0,a1,...,am−1) and B = Dt

(b0,b1,...,bn−1)
.

Let f be any given element in Φm,n,t with q-circulant matrixDa. Then, the Dickson
matrix of fϕ is defined by the m-tuple formed by the first m entries of (AtDaB)(0).

The l-th entry, with 0 ≤ l ≤ m − 1, in (AtDaB)(0) is given by the inner prod-

uct (AtDa)(0) · B
(l), with B(l) = (bq

l

−l, b
ql

−l+1, . . . , b
ql

−l+n−1) where subscripts are taken
modulo n.

We recall that M (i) and M(j) denotes the i-th column and the j-th row of M ,
respectively.

Let f = fα,j with α ∈ Fqn and 0 ≤ j ≤ m − 1. Then Da has only n non-zero
entries, one in each column. More precisely, the non-zero entry of the h-th column
of Da is αqh−j

at position (h− j) mod m. It follows that the h-th entry of

(AtDa)(0) = (At
(0)D

(0)
a
, At

(0)D
(1)
a
, . . . , At

(0)D
(n−1)
a

)

is ah−jα
qh−j

, where the subscript h− j is taken modulo m. Hence, the l-th entry of
(AtDaB)(0) is

n−1∑

h=0

ah−jα
qh−j

bq
l

h−l =

m−1∑

h=0

ah−j

r−1∑

k=0

αqh−j+km

bq
l

h−l+km. (12)

Since we are assuming that ϕ fixes Φm,n,t =
⊕t−1

j=0Ωj , we must have (by putting
h− j = i)

m−1∑

i=0

ai

r−1∑

k=0

αqi+km

bq
l

i+j−l+km = 0 (13)

for 0 ≤ j ≤ t− 1, t ≤ l ≤ m− 1.

Since equation (13) holds for all α ∈ Fqn , we get

aibi+j−l = aibi+j−l+m = · · · = aibi+j−l+(r−1)m = 0,
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for 0 ≤ i ≤ m− 1 and t ≤ l ≤ m− 1.

As A ∈ Bm(Fqm), (a0, a1, . . . , am−1) 6= (0, . . . , 0). By applying a suitable element
in C, we may assume a0 6= 0. Therefore, we get

bj−l = bj−l+m = . . . = bj−l+(r−1)m = 0,

for 0 ≤ j ≤ t − 1 and t ≤ l ≤ m − 1. By considering subscripts modulo n, we see
that the possible non-zero entries in (b0, . . . , bn−1) are those in position km, with
0 ≤ k ≤ r − 1, with at least one of them non-zero.

In B(l), the only non-zero entries are bq
l

km in (l + km)-th positions, for 0 ≤
k ≤ r − 1. Then the expression (12) for the l-th entry in (AtDaB)(0), reduces

to al−j

∑r−1
k=0 α

ql−j+km

bq
l

km, which must be zero for 0 ≤ j ≤ t− 1, t ≤ l ≤ m− 1 and
all α ∈ Fqn . In addition, 1 ≤ l − j ≤ m− 1 gives (a0, a1, . . . , am−1) = (a0, 0, . . . , 0),
a0 6= 0, and therefore Aut(Φm,n,t) has the prescribed form.

Remark 4.7. Statement i) in Theorem 4.3 is obtained by taking m = n in the
previous Theorem.

Remark 4.8. By Remark 4.5, Theorem 4.6 provides also the description of the
automorphism group of the generalized Gabidulin code Φ

(k)
m,n,t. We notice that the

codes Φ
(k)
m,n,t are defined in different cyclic models for Ωm,n, for different values of k.

Proposition 4.9. Let T
′
be defined as in Theorem 4.6. Then T

′
≃ End(V (n/m, qm))

and T ′ = T
′
∩GL(V ′) ≃ GL(n/m, qm).

Proof. Set r = n/m. By Proposition 2.2 we have End(V (r, qm)) ∼= Dr(Fqn), where
Dr(Fqn) is the Dickson matrix algebra of all the qm-circulant r × r matrices acting
on the cyclic model W = {(x, xqm , . . . , xqn−m

) : x ∈ Fqn} for V (r, qm). Both W and
V ′ = {(x, xq, . . . , xqn−1

) : x ∈ Fqn} are n-dimensional vector spaces over Fq and the
map

τ : W −→ V ′

(x, xqm , . . . , xqn−m

) 7→ (x, xq, . . . , xqn−1
)

is an isomorphism of vector spaces.

A straightforward computation shows that τ induces the group isomorphism

τ̄ : Dr(Fqn) −→ T ′

D(c0,c1,...,cr−1) 7→ D(c0,0,...0,c1,0,...,0,cr−1,0,...,0)
.

That is enough to get the result.
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Corollary 4.10. For any given t ∈ {1, . . . , m− 1},

Aut(Φm,n,t) ≃ (F×
qm ×GL(n/m, qm))⋊ Aut(Fqm/Fq)⋊Aut(Fq).

Proof. Since the Singer cyclic group S of GL(V ) is isomorphic to the multiplica-
tive group F

×
qm and the cyclic group C generated by ℓ = (ℓξ, ℓξ′) is isomorphic to

Aut(Fqm/Fq), the result follows from Theorem 4.6 and Proposition 4.9.

5 The automorphism group of some punctured

generalized twisted Gabidulin code

The following result gives information on the geometry of the punctured code
H

(k)
m,n,t,µ,s and it will be used to calculate the automorphism group of this MRD

code. We apply arguments similar to those used by Shekeey in [30]. As we did
in the previous Section, we consider only the case k = 1 to make notation easier.
The arguments below work perfectly well in the general case. We put Ωj = Ω

(1)
j ,

Φm,n,t−1 = Φ
(1)
m,n,t−1 and Hm,n,t,µ,s = H

(1)
m,n,t,µ,s.

Theorem 5.1. Let m > 1 be any divisor of n and µ ∈ Fqn such that Nqn/q(µ) 6=

(−1)nt. For any given t ∈ {1, . . . , m − 2} and s 6≡ 0,±1,±2 (mod m),
⊕t−1

j=1Ωj is
the unique subspace of Hm,n,t,µ,s which is equivalent to Φm,n,t−1.

Proof. Let ϕ = (A,B; θ) ∈ Aut(Ωm,n) such that Φϕ
m,n,t−1 is contained in Hm,n,t,µ,s.

Here, θ = φe. As every component Ωj is fixed by the semilinear automorphism
φ, we may assume θ = 1. We identify the elements A and B with their Dickson
matrices in Bm(Fqm) and Bn(Fqn), respectively. To suit our present needs, we set
At = D(a0,a1,...,am−1) and B = Dt

(b0,b1,...,bn−1)
.

Let f = fα,j with α ∈ Fqn and 0 ≤ j ≤ t − 2. Let Da be the Dickson matrix of
f in the Singer bases s0, . . . , sm−1 and s′0, . . . , s

′
n−1. Set r = n/m. By arguing as in

the proof of Theorem 4.6, we get that the l-th entry in (AtDaB)(0) is given by

m−1∑

h=0

ah−j

r−1∑

k=0

αqh−j+km

bq
l

h−l+km, (14)

where the indices of the entries of A and B are taken modulo m and n, respectively.
Since we are assuming that Φϕ

m,n,t−1 is contained in Hm,n,t,µ,s, we must have (after
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substituting h− j with i)

m−1∑

i=0

ai

(
r−1∑

k=0

αqi+km

bq
l

i+j−l+km

)

= 0,

for 0 ≤ j ≤ t− 2, t+ 1 ≤ l ≤ m− 1 and all α ∈ Fqn. Therefore,

aibi+j−l+km = 0, for 0 ≤ i ≤ m− 1.

As B ∈ Bn(Fqn), some of the bi’s are non-zero. On the other hand, the cyclic
group C = 〈ℓ〉 fixes every component Ωj . Hence, we can assume b0 6= 0 and get
al−j = 0, for 0 ≤ j ≤ t− 2 and t + 1 ≤ l ≤ m− 1, i.e.

al = al−1 = . . . = al−t+2 = 0

for t+ 1 ≤ l ≤ m− 1, giving (a0, . . . , am−1) = (a0, a1, a2, 0 . . . , 0). Whenever ai 6= 0,
we get

bi+j−l+km = 0,

for 0 ≤ j ≤ t− 2, 0 ≤ k ≤ r − 1, i.e.

bi+km+1 = . . . = bi+(k+1)m−3 = 0 (15)

for i = 0, 1, 2 and 0 ≤ k ≤ r − 1 since j − l can take all integers from {1 −m, 2 −
m, . . . ,−4,−3}. We now compare the 0-th and t-th entries of (AtDaB)(0). From
(14) we can see that the 0-th entry of (ADaB

t)(0) is

∑

i=0,1,2

ai

(
r−1∑

k=0

αqi+km

bi+j+km

)

and the t-th entry is
∑

i=0,1,2

ai

(
r−1∑

k=0

αqi+km

bq
t

i+j−t+km

)

.

Since we are assuming that Φϕ
m,n,t−1 is contained in Hm,n,t,µ,s, we must have

µ

[
∑

i=0,1,2

ai

(
r−1∑

k=0

αqi+km

bi+j+km

)]qs

=
∑

i=0,1,2

ai

(
r−1∑

k=0

αqi+km

bq
t

i+j−t+km

)

,
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for all α ∈ Fqn, i.e.

∑

i=0,1,2

ai

(
r−1∑

k=0

αqi+km

bq
t

i+j−t+km

)

− µ
∑

i=0,1,2

aq
s

i

(
r−1∑

k=0

αqi+km+s

bq
s

i+j+km

)

= 0,

for all α ∈ Fqn. Since s 6= ±i+ km, for i = 0, 1, 2 and 0 ≤ k ≤ r − 1, we get

{km+ i : i = 0, 1, 2, 0 ≤ k ≤ r − 1} ∩ {km+ s+ i : i = 0, 1, 2, 0 ≤ k ≤ r − 1} = ∅

and hence {
µaibi+j+km = 0

aibi+j−t+km = 0,

for 0 ≤ j ≤ t− 2 and 0 ≤ k ≤ r − 1. Thus, whenever ai 6= 0, we get
{

bi+j+km = 0

bi+j−t+km = 0.

The first equation with j = 0, the second with j = t− 2 and (15) give us

bi+km = . . . = bi+(k+1)m−2 = 0,

for i = 0, 1, 2 and 0 ≤ k ≤ r − 1.

For a0 6= 0 we get
bkm = . . . = b(k+1)m−2 = 0,

for a1 6= 0 we get
bkm+1 = . . . = b(k+1)m−1 = 0

and for a2 6= 0 we get
bkm+2 = . . . = b(k+1)m = 0,

with 0 ≤ k ≤ r − 1.

Hence, just one of the ai’s is non-zero. By choosing a suitable element in C we
can assume a0 6= 0 so that

(b0, . . . , bn−1) = (0, . . . , 0, bm−1, 0, . . . , 0, b2m−1, 0, . . . , 0, bn−1).

By recalling that B = Dt
(b0,...,bn−1)

, we can see that the action of ϕ = (A,B; 1) on

Ω
(1)
j is the following:

fϕ
α,j(v, v

′) = fα,j(a0x, b
q
n−1x

′q + bq
m+1

(r−1)m−1x
′q

m+1

+ . . .+ bq
(r−1)m+1

m−1 x′q
(r−1)m+1

)

= Tr(αa0x(bn−1x
′ + bq

m

(r−1)m−1x
′q

m

+ . . .+ bq
(r−1)m

m−1 x′q
(r−1)m

)q
j+1

)
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giving fϕ
α,j ∈ Ωj+1. By consideration on dimensions we have

Ωϕ
j = Ωj+1

giving that Φϕ
m,n,t−1 =

⊕t−1
j=1Ωj is the unique subspace of Hm,n,t,µ,s which is equiva-

lent to Φm,n,t−1.

We are now in position to calculate the automorphism group of the MRD code
Hm,n,t,µ,s.

Theorem 5.2. Let q = ph, p a prime. Let m > 1 be any divisor of n and µ ∈ Fqn

such that Nqn/q(µ) 6= (−1)nt. Set r = n/m. For any given t ∈ {1, . . . , m − 2} and
s 6≡ 0,±1,±2 (mod m), the automorphism group of Hm,n,t,µ,s is the subgroup of (S×
T ′)⋊C⋊Aut(Fq) whose elements correspond to triples ((Da, Db); ℓ

i; pe), where a =
(a, 0, . . . , 0), with a ∈ Fqm, and b = (b0, 0, . . . , 0

︸ ︷︷ ︸

m−1 times

, bm, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

, b(r−1)m, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

),

with blm ∈ Fqn such that

µaq
s−1b

(qs−qt)q−lm

lm = µpeqi−lm

,

for 0 ≤ l ≤ r − 1 whenever blm is non-zero.

Proof. From Theorem 5.1 every automorphism of Hm,n,t,µ,s must fix
⊕t−1

j=1Ωj giv-

ing Aut(Hm,n,t,µ,s) is a subgroup of Aut(
⊕t−1

j=1Ωj) which in turn is conjugate to
Aut(Φm,n,t−1). By Theorem 4.6, Aut(Φm,n,t−1) = (S × T ′) ⋊ C ⋊ Aut(Fq), and it
is easy to see that this group fixes every component Ωj . Let ϕ = ((A,B), ℓi; θ) ∈
Aut(Hm,n,t,µ,s) with θ = φe. As ϕ fixes every component Ωj , then ϕmust fix Γm,n,t,µ,s.
In addition, ℓi maps Γm,n,t,µ,s to Γm,n,t,µqi ,s, thus the above condition holds if and
only if ϕ = ((A,B), 1; θ) maps Γm,n,t,µqi ,s to Γm,n,t,µ,s.

Let D(a,0,...,0) and Dt
(b0,...,0,bm,0,...,0,b(r−1)m,0,...,0) be the q-circulant matrix of A and B,

respectively. Let f = fα,0 + fµqiαqs ,t be any bilinear form in Γm,n,t,µqi ,s. Then, f
ϕ is
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the bilinear form defined by

fϕ(v, v′) = fαpe ,0(ax, b0x
′ + bmx

′q
m

+ . . .+ b(r−1)mx
′q

(r−1)m

)

+ fµpeqiαqspe ,t(ax, b0x
′ + bmx

′q
m

+ . . .+ b(r−1)mx
′q

(r−1)m

)

= Tr(αpeax(b0x
′ + bmx

′q
m

+ . . .+ b(r−1)mx
′q

(r−1)m

))

+ Tr(µpeqiαqspeax(b0x
′ + bmx

′q
m

+ . . .+ b(r−1)mx
′q

(r−1)m

)q
t

)

= Tr(a(αpeb0 + αpeq(r−1)m
bq

(r−1)m

m + . . .+ αpeqmbq
m

(r−1)m)xx
′)

+ Tr(a(µpeqiαpeqsbq
t

0 + µpeq(r−1)m+i

αpeq(r−1)m+s

bq
(r−1)m+t

m + . . .

+ µpeqm+i

αpeqm+s

bq
m+t

(r−1)m)xx
′q

t

).

For fϕ to lie in Γm,n,t,µ,s we must have

aq
s

µ(αpeqsbq
s

0 + αpeq(r−1)m+s

bq
(r−1)m+s

m + . . .+ αpeqm+s

bq
m+s

(r−1)m) =

a(µpeqiαpeqsbq
t

0 + µpeq(r−1)m+i

αpeq(r−1)m+s

bq
(r−1)m+t

m + . . .+ µpeqm+i

αpeqm+s

bq
m+t

(r−1)m)

for all α ∈ Fqn. This yields

µaq
s

bq
(r−l)m+s

lm = aµpeq(r−l)m+i

bq
(r−l)m+t

lm

giving

µaq
s−1b

(qs−qt)q−lm

lm = µpeqi−lm

, (16)

for 0 ≤ l ≤ r − 1 whenever blm is non-zero.

Remark 5.3. Statement ii) in Theorem 4.3 is obtained by taking m = n in the
previous Theorem.

Remark 5.4. By Lemma 3.8, the arguments used in the proof of Theorems 5.2
work perfectly well for any k with gcd(k, n) = 1 if the cyclic model of vector spaces
and q-circulant matrices involved are replaced by the k-th cyclic model and qk-
circulant matrices. This implies that the automorphism group of the punctured
code H

(k)
m,n,t,µ,s is the subgroup of (S × T ′) ⋊ C ⋊ Aut(Fq) whose elements corre-

spond to triples ((D
(k)
a , D

(k)
b

); ℓi; pe), where a = (a, 0, . . . , 0), with a ∈ Fqm , and
b = (b0, 0, . . . , 0

︸ ︷︷ ︸

m−1 times

, bm, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

, b(r−1)m, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

) with blm ∈ Fqn such that

µaq
sk−1b

(qsk−qt)q−lm

lm = µpeqi−lm

, (17)

for 0 ≤ l ≤ r − 1 whenever blm is non-zero.
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Theorem 5.5. Let m > 1 be any divisor of n and µ ∈ Fqn, µ 6= 0, such that

Nqn/q(µ) 6= (−1)nt. For any given t ∈ {1, . . . , m− 2}, the punctured code H
(k)
m,n,t,µ,s,

with s 6≡ 0,±1,±2 (mod m) and gcd(n, sk− t) < m is not equivalent to any gener-
alized Gabidulin code.

Proof. In Section 3 we have seen that H
(k)
m,n,t,µ,s is an MRD (m,n, q;m − t + 1)-

code. Therefore H
(k)
m,n,t,µ,s has the same parameters as any generalized Gabidulin

code G
(j)
(g0,...,gm−1);t

, with g0, . . . , gm−1 ∈ Fqn linearly independent over Fq.

By Theorem 4.1 the subgroup LG of all linear automorphisms of G(j)
(g0,...,gm−1);t

is
isomorphic to

(F×

qm′ ×GL(n/d, qd))⋊G,

for some divisors m′ and d of n and a subgroup G of Aut(Fqd/Fq). Note that
m divides d. We represent the elements of LG by pairs of type ((a, A);ϕ), with
a ∈ F

×

qm′ , A ∈ GL(n/d, qd) and ϕ ∈ G. In particular the subgroup {(1, A); id)} of

LG is isomorphic to GL(n/d, qd).

By way of contradiction, assume that H
(k)
m,n,t,µ,s is equivalent to G

(j)
(g0,...,gm−1);t

, for

some g0, . . . , gm−1 ∈ Fqn linearly independent over Fq. Then, Aut(H
(k)
m,n,t,µ,s) must

be isomorphic to Aut(G
(j)
(g0,...,gm−1);t

). In particular the subgroup LH of all linear

automorphisms of H
(k)
m,n,t,µ,s must be isomorphic to LG .

Set r = n/m. By Theorem 5.2 and Remark 5.4, LH is the subgroup of (S × T ′) ⋊

C whose elements correspond to pairs ((D
(k)
a , D

(k)
b

); ℓi), where a = (a, 0, . . . , 0),
with a ∈ Fqm , and b = (b0, 0, . . . , 0, bm, 0, . . . , 0, b(r−1)m, 0, . . . , 0), with blm ∈ Fqn

satisfying Eq. (17) with e = 0.

For i = 0 and a = (1, 0, . . . , 0), the pairs ((Im, D
(k)
b

), id), with blm ∈ Fqn such that

µb
(qsk−qt)q−lm

lm = µq−lm

, (18)

for 0 ≤ l ≤ r − 1 whenever blm is non-zero, form a subgroup B of LH which should
be isomorphic to GL(n/d, qd). By raising to the qlm-th power both sides of Eq. (18),
it becomes

b
qt(qsk−t−1)
lm = µ1−qlm. (19)

It is clear that the elements blm ∈ Fqn that satisfy Eq. (19) corresponds to the
solutions of

Xqsk−t−1 = µ1−qlm. (20)

over Fqn. If this equation has no solution in Fqn then blm = 0.

Set F∗
qr = Fqr \ {0}. Let x, y ∈ F

∗
qn be solutions of Eq. (20). Then (x/y)q

sk−t−1 = 1,
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or equivalently x/y ∈ F
∗
qc , with c = gcd(n, sk − t). Thus the solutions of Eq. (20)

over Fqn are exactly the elements in {λx : x ∈ F
∗
qc} where λ ∈ Fqn is a fixed solution

of (20). Therefore the number of solutions of (20) is either 0 or qc − 1. In any case
this number is strictly less than qm. It follows that

|B| ≤ qcr − 1 < qn − 1 = |GL(1, qn)| ≤ |GL(n/d, qd)|.

From the above inequality it follows that the subgroup B is not isomorphic to
GL(n/d, qd). This contradicts the assumption thatH

(k)
m,n,t,µ,s is equivalent to G

(j)
(g0,...,gm−1);t

.
The result then follows.

Corollary 5.6. Let m > 1 be any divisor of n and µ, ν ∈ Fqn such that Nqn/q(µ) 6=
(−1)nt 6= Nqn/q(ν). For any given t ∈ {1, . . . , m − 2} and s 6≡ 0,±1,±2 (mod m)

the punctured code H
(k)
m,n,t,µ,s is equivalent to H

(k)
m,n,t,ν,u if and only if there exist j ∈

{0, . . . , r − 1}, an integer i, a non-zero element a ∈ Fqm and bhm ∈ Fqn, h =

0, . . . , r − 1, such that aµpeq(r−h)m+i

bq
(r−h)m+t

hm = aq
u

νbq
(j−h)m+u

(h−j)m , for 0 ≤ h ≤ r − 1

(with indices of b considered modulo n) and the qk-circulant matrix Db defined by
b = (b0, 0, . . . , 0

︸ ︷︷ ︸

m−1 times

, bm, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

, b(r−1)m, 0, . . . , 0
︸ ︷︷ ︸

m−1 times

) is non-singular.

Proof. We argue with k = 1. By Theorem 5.1, Hm,n,t,µ,s and Hm,n,t,ν,u contains a
unique subspace equivalent to Φm,n,t−1. Therefore, any isomorphism from Hm,n,t,µ,s

to Hm,n,t,ν,u is in Aut(Φm,n,t−1). By using similar arguments as in the proof of
Theorem 5.2, we may consider isomorphisms of type ((A,B), 1; θ). Let f = fα,0 +
fµqiαqs ,t be any bilinear form in Γm,n,t,µqi ,s. Then, f

ϕ lies in Γm,n,t,ν,u if and only if

aq
u

ν(αpequbq
u

0 + αpeq(r−1)m+u

bq
(r−1)m+u

m + . . .+ αpeqm+u

bq
m+u

(r−1)m) =

a(µpeqiαpeqsbq
t

0 + µpeq(r−1)m+i

αpeq(r−1)m+s

bq
(r−1)m+t

m + . . .+ µpeqm+i

αpeqm+s

bq
m+t

(r−1)m)

for all α ∈ Fqn . This yields s = jm + u for some j ∈ {0, . . . , r − 1} giving

aµpeq(r−h)m+i

bq
(r−h)m+t

hm = aq
u

νbq
(j−h)m+u

(h−j)m , for 0 ≤ h ≤ r − 1. Straightforward calcula-
tions show that the latter conditions imply that Hm,n,t,µ,s is equivalent to Hm,n,t,ν,u.
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