# Induced spin-orbit coupling in twisted graphene-TMDC heterobilayers: twistronics meets spintronics 

<br>${ }^{1}$ Department of Physics, University of Konstanz, D-78464 Konstanz, Germany<br>${ }^{2}$ Department of Physics of Complex Systems, Eötvös Loránd University, Budapest, Hungary


#### Abstract

We propose an interband tunneling picture to explain and predict the interlayer twist angle dependence of the induced spin-orbit coupling in heterostructures of graphene and monolayer transition metal dichalcogenides (TMDCs). We obtain a compact analytic formula for the induced valley Zeeman and Rashba spin-orbit coupling in terms of the TMDC band structure parameters and interlayer tunneling matrix elements. We parametrize the tunneling matrix elements with few parameters, which in our formalism are independent of the twist angle between the layers. We estimate the value of the tunneling parameters from existing DFT calculations at zero twist angle and we use them to predict the induced spin-orbit coupling at non-zero angles. Provided that the energy of the Dirac point of graphene is close to the TMDC conduction band, we expect a sharp increase of the induced spin-orbit coupling around a twist angle of 18 degrees.


## I. INTRODUCTION

Since its isolation, graphene ${ }^{[12]}$ has shown a plethora of interesting phenomena ${ }^{3}$. Among others, long spinrelaxation times ${ }^{4 / 5}$ and spin-diffusion lengths ${ }^{\sqrt{6}}$ have been observed in graphene, making it a strong candidate for spintronics applications ${ }^{77}$. However, the weak intrinsic spin-orbit coupling (SOC) of graphene hinders the control and tunability of possible spintronics devices. Moreover, the quantum spin Hall effect was initially predicted for graphene ${ }^{8}$, but the low intrinsic $\mathrm{SOC}^{9}$ has prevented the experimental verification of this prediction.

A recent impetus to graphene spintronics has been given by van der Waals engineering ${ }^{10}$, i.e., the fabrication of heterostructures of different two-dimensional materials weakly bound by van der Waals forces. These heterostructures can posses functionalities that the individual constituent layers may not have. In order to increase the SOC in graphene, one of the most actively pursued directions is to interface it with materials that have strong intrinsic SOC, such as transition metal dichalcogenides (TMDCs) ${ }^{11-25}$. TMDCs are expected to be good candidates for graphene spintronics for two reasons: i) it was shown that TMDC substrates do not degrade the mobility of graphene ${ }^{23266}$, and ii) they host a strong intrinsic SOC of the order of 100 meV (10 meV ) in their valence (conduction) band ${ }^{27}$ and hence can potentially be suitable materials for proximity induced SOC. Indeed, the measurement of weak antilocalization (WAL $)^{12 / 14 / 16 \mid 19-21}$ and the beating of Shubnikovde Haas oscillations $(\mathrm{SdH})^{13}$ proved that SOC is strongly enhanced in graphene/TMDC heterostructures. Details regarding the type and magnitude of the proximity induced SOC are less clear. Based on WAL measurement, Refs. 1416 argued that the induced SOC in graphene is of Rashba type which is due to the inversion symmetry breaking effect of the substrate. The measurements of a large anisotropy of the in-plane and out-ofplane spin-relaxation times ${ }^{17 \mid 24}$ can be interpreted ${ }^{288}$ as an indication that a valley-Zeeman type SOC is also in-
duced and its magnitude is comparable to the Rashba type SOC. This is consistent with the data extracted from SdH oscillations ${ }^{13}$ and a similar conclusion was also reached in a more recent WAL measurement ${ }^{20}$. These measurements usually employed either bulk or few-layer TMDC substrate. On the other hand, Ref. 21 found that a monolayer TMDC substrate may induce strong KaneMele type SOC.

On the theoretical side, density functional theory (DFT) calculations for aligned graphene/TMDC structures ${ }^{12[29]} \sqrt[32]{ }$ showed that SOC can be induced in graphene. Direct comparison between these theoretical results and the measurements is not straightforward. Firstly, the DFT bandstructure calculations are usually fitted with model Hamiltonians for graphene in order to extract the SOC constants and the corresponding energy scales. However, most measurements yield information on spin-relaxation times. Therefore further information about intervalley scattering times as well as the dominant spin-relaxation mechanisms is needed in order to interpret the observations in terms of SOC energy scales. Secondly, while most measurements used few-layer TMDCs as substrates, the DFT calculations assumed monolayer TMDCs. It is not entirely clear if the differences in the band structure of monolayer and bulk TMDCs can influence the induced SOC. Thirdly, in contrast to the theoretical calculations, in the experiments the layers were not intentionally aligned and in general there is most likely to be a twist angle between them, as observed in Ref. 33, (We note that Refs. 34|35] performed calculations for a few twist angles where the graphene and TMDC layers form approximately commensurate structures, but the SOC was not taken into account.) The tight-binding (TB) models of Refs. 3637 considered aligned structures or small twist angles. Only very recently was the TB methodology extended to the calculation of induced SOC for arbitrary twist angle between graphene and the TMDC substrate ${ }^{38}$.

Here we use an approach that describes the induced SOC in terms of virtual band-to-band tunneling between
graphene and the monolayer TMDC substrate. This perturbative approach is motivated by previous DFT calculations ${ }^{12 \mid 29]} 32|34| 35$ which show that the linear dispersion of graphene close to the Dirac point is preserved because the interaction between the layers is rather weak. In real space, we take into account tunneling processes between graphene and the closest layer of chalcogen atoms in the TMDC. This approximation allows to obtain a simple and effective parametrization of the interlayer tunneling using just two real parameters. We show how these parameters can be applied to describe tunneling for all twist angles. We then calculate the induced valley Zeeman and Rashba type SOC in graphene as a function of interlayer twist angle and demonstrate the close relation between the intrinsic properties of the substrate and the induced SOC in graphene. As a concrete example we consider graphene on monolayer $\mathrm{MoS}_{2}$, but the same approach can be used for other semiconductor monolayer TMDC where the Dirac point of graphene is in the band gap of the substrate. The possibility to tune the strength of the induced SOC in graphene by changing the interlayer twist angle links graphene spintronics with the newly emerging field of twistronics ${ }^{39 \mid} 42$.

This paper is organized as follows. In Sec. [I] we present the details of the heterostructure. In Sec. III we describe the tunneling between the two layers and we introduce the idea of tunneling to a band. We construct a Hamiltonian for the Dirac points of graphene in Sec. IV and we indicate how valley Zeeman and Rashba type SOC are induced in graphene by the TMDC substrate in Sec. V and Sec. VI, respectively. We present and discuss our result in Sec. VII and we draw our conclusions in Sec. VIII.

## II. TWISTED HETEROSTRUCTURE

Graphene $e^{11 \sqrt{3}}$ and monolayer TMDCs $\sum^{27 / 43 \mid 44}$ share the same 2D hexagonal structure given by two triangular sublattices, $A$ and $B$. For graphene the lattice constant is $a_{G}=2.46 \AA$ and the two sublattices are occupied by carbon atoms. Conduction and valence band of graphene show conic dispersion relations at the two inequivalent corners of the Brillouin zone, $\boldsymbol{K}_{\tau}=\tau \boldsymbol{K}=4 \pi / 3 a_{G}(\tau, 0)$, where $\tau= \pm 1$, also known as Dirac points. A two-band nearest-neighbor tight-binding (TB) model that takes into account only one $p_{z}$ orbital per carbon atom leads to the Hamiltonian ${ }^{3}$

$$
\begin{equation*}
h_{\tau \boldsymbol{K}}^{\mathrm{gr}}(\boldsymbol{k})=\hbar v_{F}\left(\tau k_{x} \sigma_{x}+k_{y} \sigma_{y}\right), \tag{1}
\end{equation*}
$$

where $|\boldsymbol{k}| \ll|\boldsymbol{K}|, \sigma_{x}, \sigma_{y}$ are Pauli matrices for the sublattice pseudospin and $v_{F}$ is the Fermi velocity of the electrons. Monolayer TMDCs have larger lattice constants than graphene ( $a_{T}=3.1 \div 3.3 \AA$ ), therefore smaller Brillouin zones. The metal atoms occupy the $A$ sublattice sites, while the chalcogen atoms are found on the $B$ sublattice sites but vertically shifted by $\pm d_{\mathrm{X}-\mathrm{X}} / 2$, where $d_{\mathrm{X}-\mathrm{x}}$ is the chalcogen-chalcogen distance ${ }^{277}$. We consider a heterobilayer van der Waals structure formed


FIG. 1. 3D view of graphene on top of monolayer TMDC. Here $\theta$ is the twist angle between graphene and the TMDC layer, while $d_{\perp}$ is the perpendicular distance between graphene and the upper (closest) chalcogen layer of the TMDC.
by graphene deposited on top of monolayer TMDC. The graphene layer is separated by $d_{\perp}$ from the topmost TMDC chalcogen layer (see Fig. 1). Because of the lattice constant difference between graphene and the TMDC they do not form a commensurate structure. In general, the graphene lattice vectors can be rotated by angle $\theta$ with respect to the TMDC lattice vectors and the $A$ sublattice of graphene may be shifted horizontally with respect to the $A$ sublattice of the TMDC by vector $\boldsymbol{r}_{0}$. (The vector $\boldsymbol{r}_{0}$ is contained in the first (rotated) unit cell of graphene.) In the rest of the paper, we use the following notations: primed quantities are related to the TMDC and every vector $\boldsymbol{r}$ that is rotated by an angle $\theta$ with respect to its original definition is indicated by $\boldsymbol{r}^{\theta}=R(\theta) \boldsymbol{r}$, where $R$ is the rotation operator around the $z$-axis. The sublattice sites are found at the positions $\boldsymbol{R}_{X}^{\theta}=n_{1} \boldsymbol{a}_{1}^{\theta}+n_{2} \boldsymbol{a}_{2}^{\theta}+\boldsymbol{\tau}_{X}^{\theta}+\boldsymbol{r}_{0}, \boldsymbol{R}_{X^{\prime}}=n_{1}^{\prime} \boldsymbol{a}_{1}^{\prime}+n_{2}^{\prime} \boldsymbol{a}_{2}^{\prime}+\boldsymbol{\tau}_{X^{\prime}}$, where $X=A, B$ and $X^{\prime}=A^{\prime}, B^{\prime}$ refer to the graphene and TMDC sublattice, respectively. Here, $\boldsymbol{a}_{1,2}\left(\boldsymbol{a}_{1,2}^{\prime}\right)$ are the lattice vectors of graphene (TMDC) and $\boldsymbol{\tau}_{X}\left(\boldsymbol{\tau}_{X^{\prime}}\right)$ indicates the position of sublattice $X\left(X^{\prime}\right)$ in the unit cell. See Appendix A for the explicit definitions used in this work.

## III. INTERLAYER TUNNELING

Looking at the $a b$ initio calculations of Ref. 12|31, the Dirac point of graphene is located inside the TMDC band gap and its linear dispersion is mostly unaffected. How-
ever, modifications of the graphene bands very close to the Dirac point indicate spin-orbit splittings and possibly the presence of a spin-independent band gap opening as well. We will use perturbation theory to give a microscopic description of the induced spin-splitting of the graphene bands.

The total Hamiltonian has three parts, describing the isolated eigenstates of graphene and TMDC and the interlayer tunneling respectively, $H_{\text {tot }}=H_{\mathrm{gr}}+H_{\mathrm{tmdc}}+H_{\mathrm{T}}$. The theory for interlayer interactions in incommensurate atomic layers ${ }^{45}$ gives a compact analytic form, in momentum space, for the interlayer tunneling matrix elements $U_{X X^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)={ }_{\mathrm{gr}}\left\langle X, \boldsymbol{k}^{\theta}\right| H_{\mathrm{T}}\left|X^{\prime}, \boldsymbol{k}^{\prime}\right\rangle_{\mathrm{tmdc}}$ between unperturbed graphene and TMDC states. Here, $X$ and $X^{\prime}$ run over the sublattice indices and, in general, also over all the atomic orbitals located on the same sublattice site. If there is only one atomic orbital per lattice site, the Bloch states read $\left|X, \boldsymbol{k}^{\theta}\right\rangle_{\mathrm{gr}}=N^{-1 / 2} \sum_{\boldsymbol{R}_{X}^{\theta}} e^{i \boldsymbol{k}^{\theta} \cdot \boldsymbol{R}_{X}^{\theta}}\left|\boldsymbol{R}_{X}^{\theta}\right\rangle$ and $\left|X^{\prime}, \boldsymbol{k}^{\prime}\right\rangle_{\mathrm{tmdc}}=N^{\prime-1 / 2} \sum_{\boldsymbol{R}_{X^{\prime}}} e^{i \boldsymbol{k}^{\prime} \cdot \boldsymbol{R}_{X^{\prime}}}\left|\boldsymbol{R}_{X^{\prime}}\right\rangle$ and the theory gives ${ }^{39|45| 46}$

$$
\begin{align*}
& U_{X X^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)=\sum_{\boldsymbol{G}, \boldsymbol{G}^{\prime}} \delta_{\boldsymbol{k}^{\theta}+\boldsymbol{G}^{\theta}, \boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}} t_{X^{\prime}}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right) \\
& \times e^{i \boldsymbol{G}^{\theta} \cdot\left(\boldsymbol{\tau}_{X}^{\theta}+\boldsymbol{r}_{0}\right)-i \boldsymbol{G}^{\prime} \cdot \boldsymbol{\tau}_{X^{\prime}}} \tag{2}
\end{align*}
$$

where $\boldsymbol{G}, \boldsymbol{G}^{\prime}$ are reciprocal lattice vectors of graphene and TMDC, respectively. The term $\delta_{\boldsymbol{k}^{\theta}+\boldsymbol{G}^{\theta}, \boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}}$ expresses quasi-momentum conservation. In the derivation of Eq. (2) the Slater-Koster two-center approximation ${ }^{47}$ has been used, whereby $\left\langle\boldsymbol{R}_{X}^{\theta}\right| H_{\mathrm{T}}\left|\boldsymbol{R}_{X^{\prime}}\right\rangle=T_{X X^{\prime}}\left(\boldsymbol{R}_{X}^{\theta}-\right.$ $\boldsymbol{R}_{X^{\prime}}$ ) and the tunneling strength in momentum space, $t_{X^{\prime}}(\boldsymbol{q})$, is the Fourier transform of $T_{X X^{\prime}}(\boldsymbol{R})$. As we consider only one $p_{z}$ orbital per carbon atom and we adopt the Slater-Koster approximation, $t_{X^{\prime}}(\boldsymbol{q})$ is insensitive to the graphene sublattice index $X$ (see Appendix B).

Considering now the graphene on monolayer TMDC heterostructure, in real space an electron from graphene may tunnel to any of the three layers of atoms of the TMDC. However, the probability to reach the second or the third atomic layers of the monolayer TMDC is exponentially suppressed with respect to reaching the first, closest one. Therefore, to describe the tunneling we consider only the first (upper) chalcogen layer that is closer to graphene. In contrast to graphene, monolayer TMDCs have a rather complicated band structure. Since DFT calculations indicate that the Dirac point of graphene is found inside the band gap of the TMDC, we expect that the most important bands of the TMDC are those nearest in energy, namely the conduction and the valence bands. These bands are mainly formed by metal atom $d$ orbitals, but the weights of chalcogen atom $p$ orbitals are non-zerd ${ }^{27}$. It follows that the nearest chalcogen layer approximation for tunneling can be used in combination with the band description of the TMDC. Accordingly, we need to extend the theory of Ref. 45 to consider tunneling not from atomic orbital to atomic orbital but from orbital to an energy band.


FIG. 2. Backfolded TMDC BZ vectors satisfying the quasimomentum conservation of Eq. (4) for the rotated Dirac point of graphene $\boldsymbol{K}^{\theta}$. The dashed lines indicate the full paths of the backfolded vectors in the range of twist angles $\theta \in$ $[0, \pi / 3]$. Moreover, $\boldsymbol{G}_{1,2}^{\theta}$ are rotated reciprocal lattice vectors of graphene, while $\boldsymbol{G}_{1,2,3}^{\prime}$ are reciprocal lattice vectors of the TMDC. As an example, here we have shown in orange the BZ of $\mathrm{MoS}_{2}$ (with lattice constant $a_{T}=3.15 \AA$ ).

The state of an electron in band $b$ of the TMDC, can be written as a linear combination of single orbital Bloch states, $\left|b, \boldsymbol{k}^{\prime}\right\rangle_{\text {tmdc }}=\sum_{X^{\prime}} c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right)\left|X^{\prime}, \boldsymbol{k}^{\prime}\right\rangle_{\text {tmdc }}$. Here the complex amplitudes $c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right)$ are different for each band $b$. In our approximation, when computing the interlayer tunneling matrix, this sum runs over the three $p$ orbitals of the nearest chalcogen layer, hence $\boldsymbol{\tau}_{X^{\prime}}=\boldsymbol{\tau}_{B^{\prime}}$ in Eq. (2). We introduce the interlayer tunneling matrix element between orbital $X$ of graphene and band $b$ of the TMDC as $U_{X b}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)=\mathrm{gr}^{2}\left\langle X, \boldsymbol{k}^{\theta}\right| H_{\mathrm{T}}\left|b, \boldsymbol{k}^{\prime}\right\rangle_{\mathrm{tmdc}}$. As a consequence, $t_{X^{\prime}}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right)$ in Eq. (2) is replaced by $t_{b}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right)$, the band tunneling strength,

$$
\begin{equation*}
t_{b}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right)=\sum_{X^{\prime}} c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right) t_{X^{\prime}}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right) \tag{3}
\end{equation*}
$$

## IV. BILAYER HAMILTONIAN

We expect $\left|t_{b}(\boldsymbol{q})\right|$ to decay very fast in $\mid \boldsymbol{q}{ }^{[39] 45 \mid 46}$, therefore we consider only vectors $\boldsymbol{k}^{\prime}$ in the TMDC BZ that respect the quasi-momentum conservation of Eq. (2), i.e. $\tau \boldsymbol{K}^{\theta}+\boldsymbol{G}^{\theta}=\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}$, and such that $\left|\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right|$ is minimum. We find that these two conditions are satisfied for three distinct points $\tau \boldsymbol{k}_{j}^{\prime}, j=1,2,3$, of the TMDC BZ, for a fixed value of $\tau$. This is similar to what happens for rotated bilayer graphene ${ }^{39}$. When $\theta \in[0, \pi / 3]$, for our
choice of reciprocal lattice vectors, these three points are

$$
\begin{align*}
& \tau \boldsymbol{k}_{1}^{\prime}=\tau\left(\boldsymbol{K}^{\theta}-\boldsymbol{b}_{1}^{\prime}\right) \\
& \tau \boldsymbol{k}_{2}^{\prime}=\tau\left(\boldsymbol{K}^{\theta}+\boldsymbol{b}_{2}^{\theta}-\boldsymbol{b}_{2}^{\prime}\right)  \tag{4}\\
& \tau \boldsymbol{k}_{3}^{\prime}=\tau\left(\boldsymbol{K}^{\theta}-\boldsymbol{b}_{1}^{\theta}+\boldsymbol{b}_{1}^{\prime}+\boldsymbol{b}_{2}^{\prime}\right)
\end{align*}
$$

where $\boldsymbol{b}_{1,2}\left(\boldsymbol{b}_{1,2}^{\prime}\right)$ are the reciprocal lattice vectors of graphene (TMDC). (See Fig. 2 and Appendix A.) Then one can show (see Appendix B and Appendix C) that the band tunneling strength in Eq. (3) can be parametrized by two real numbers, $t_{\|}$and $t_{\perp}$,

$$
\begin{align*}
& t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)=i \tau\left[c_{b x}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \cos \theta+c_{b y}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \sin \theta\right] t_{\|} \\
&+c_{b z}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) t_{\perp} \tag{5}
\end{align*}
$$

where the connection between the Dirac point $\tau \boldsymbol{K}^{\theta}$ and first backfolded point $\tau \boldsymbol{k}_{1}^{\prime}$ is given in Eq. (4). We estimate $t_{\|} \approx t_{\perp} \approx 100 \mathrm{meV}$, see Appendix E for details. In order to compute the band tunneling strength for all twist angles $\theta$, Eq. (5) requires the knowledge of the orbital amplitudes $c_{b p}\left(\tau \boldsymbol{k}_{j}^{\prime}\right), p=x, y, z$, which are intrinsic properties of the TMDC. We have obtained their values for $\mathrm{MoS}_{2}$ from the tight-binding model of Ref. 48 .

One can then set up a bilayer Hamiltonian valid for a neighborhood of the Dirac point $\tau \boldsymbol{K}$ that describes the hybridization with the TMDC,

$$
\mathcal{H}=\left(\begin{array}{c|ccc}
h_{\tau \boldsymbol{K}}^{\mathrm{gr}, \theta}(\delta \boldsymbol{k}) & T_{\tau \boldsymbol{k}_{1}^{\prime}} & T_{\tau \boldsymbol{k}_{2}^{\prime}} & T_{\tau \boldsymbol{k}_{3}^{\prime}}  \tag{6}\\
\hline T_{\tau \boldsymbol{k}_{1}^{\prime}}^{\dagger} & h_{\tau \boldsymbol{k}_{1}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k}) & 0 & 0 \\
T_{\tau \boldsymbol{k}_{2}^{\prime}}^{\dagger} & 0 & h_{\tau \boldsymbol{k}_{2}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k}) & 0 \\
T_{\tau \boldsymbol{k}_{3}^{\prime}}^{\dagger} & 0 & 0 & h_{\tau \boldsymbol{k}_{3}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})
\end{array}\right)
$$

Here $\delta \boldsymbol{k}$ is a small displacement, $|\delta \boldsymbol{k}| \ll|\boldsymbol{K}|$, from the backfolded vectors $\tau \boldsymbol{k}_{j}^{\prime}$. The displacement from the Dirac point is therefore $\delta \boldsymbol{k}^{\alpha=-\theta}$ in graphene's coordinate system. The rotated graphene Hamiltonian reads

$$
h_{\tau \boldsymbol{K}}^{\mathrm{gr}, \theta}(\delta \boldsymbol{k})=\hbar v_{F} \tau|\delta \boldsymbol{k}|\left(\begin{array}{cc}
0 & e^{-i \tau\left(\varphi_{\delta \boldsymbol{k}}-\theta\right)}  \tag{7}\\
e^{i \tau\left(\varphi_{\delta \boldsymbol{k}}-\theta\right)} & 0
\end{array}\right) \otimes \mathbb{1}_{S}
$$

with $\varphi_{\delta \boldsymbol{k}}=\arctan \left(\delta \boldsymbol{k}_{x} / \delta \boldsymbol{k}_{y}\right)$ and $\mathbb{1}_{S}$ is the identity matrix for the spin degree of freedom. Moreover, $h_{\tau \boldsymbol{k}_{j}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})$ describes the Hamiltonian of the TMDC at a vector $\delta \boldsymbol{k}$ distance from $\tau \boldsymbol{k}_{j}^{\prime}$. $h_{\tau \boldsymbol{k}_{2,3}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})$ can be obtained from $h_{\tau \boldsymbol{k}_{1}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})$ because the points $\tau \boldsymbol{k}_{j}^{\prime}$ have $C_{3}$ symmetry with respect to the $\Gamma$ point of the TMDC BZ. Therefore

$$
\begin{align*}
& h_{\tau \boldsymbol{k}_{2}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})=h_{\tau \boldsymbol{k}_{1}^{\prime}}^{\mathrm{tmdc}}\left(\delta \boldsymbol{k}^{\alpha=-2 \pi / 3}\right) \\
& h_{\tau \boldsymbol{k}_{3}^{\mathrm{tmdc}}}(\delta \boldsymbol{k})=h_{\tau \boldsymbol{k}_{1}^{\prime}}^{\mathrm{tmdc}}\left(\delta \boldsymbol{k}^{\alpha=+2 \pi / 3}\right) \tag{8}
\end{align*}
$$

In the simplest case $h_{\tau \boldsymbol{k}_{j}^{\prime}}^{\mathrm{tdc}}(\delta \boldsymbol{k})$ contains the dispersion of those bands that we take into account, i.e., valence and the conduction band. In our case $h_{\tau \boldsymbol{k}_{j}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})$ also includes
the effects of the intrinsic SOC of the TMDC on the band structure. The dispersion of the bands can be obtained, e.g., using the $k \cdot p$ method (see Appendix (D) or taken from TB calculations. Finally, the tunneling from the $\tau \boldsymbol{K}^{\theta}$ point of graphene to the $\tau \boldsymbol{k}_{j}^{\prime}$ points of the TMDC BZ is given by $T_{\tau \boldsymbol{k}_{j}^{\prime}}$. In our approximation, the tunneling matrices $T_{\tau \boldsymbol{k}_{j}^{\prime}}$ do not depend on the value of the small wave vector $\delta \boldsymbol{k}$. Using Eq. (2) and Eq. (3), for each band $b$ of the TMDC that we take into account in $h_{\boldsymbol{k}_{j}^{\prime}}^{\mathrm{tmdc}}(\delta \boldsymbol{k})$ the corresponding column of the tunneling matrix $T_{\tau \boldsymbol{k}_{j}^{\prime}}$ reads

$$
\begin{equation*}
\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}\right)_{b}=e^{-i \tau \boldsymbol{G}_{j}^{\prime} \cdot \boldsymbol{\tau}_{X^{\prime}}} e^{i \tau \boldsymbol{G}_{j}^{\theta} \cdot \boldsymbol{r}_{0}} t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\binom{1}{e^{i \tau \phi_{j}}} \tag{9}
\end{equation*}
$$

where $\boldsymbol{G}_{j}=0, \boldsymbol{b}_{2},-\boldsymbol{b}_{1}$ and $\boldsymbol{G}_{j}^{\prime}=\boldsymbol{b}_{1}^{\prime}, \boldsymbol{b}_{2}^{\prime},-\boldsymbol{b}_{1}^{\prime}-\boldsymbol{b}_{2}^{\prime}$ for $j=1,2,3$, moreover $\phi_{j}=\boldsymbol{G}_{j} \cdot \boldsymbol{\tau}_{B}=0,2 \pi / 3,-2 \pi / 3$. We assume that $T_{\tau \boldsymbol{k}_{j}^{\prime}}$ preserves the spin degree of freedom and therefore it is diagonal in the spin space.

## V. VALLEY-ZEEMAN SOC

In order to gain further understanding of how the intrinsic properties of the monolayer TMDC determine the induced valley-Zeeman type SOC, we apply a SchriefferWolff transformation ${ }^{49150}$ to Eq. (6) to derive an effective graphene Hamiltonian. Following Ref. 51, within secondorder the perturbation reads

$$
\begin{equation*}
\delta H_{X s, X^{\prime} s}^{\mathrm{gr}, \tau}=\sum_{j, b} \frac{\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}\right)_{X, b}\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}^{\dagger}\right)_{b, X^{\prime}}}{E_{D}^{\mathrm{gr}}-E_{b s}^{\operatorname{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)} \tag{10}
\end{equation*}
$$

where $X, X^{\prime}=A, B$ refers to the graphene sublattices, $s=\uparrow, \downarrow$ is the spin index, $j=1,2,3$ and $b$ is the band index. Moreover, $E_{D}^{\mathrm{gr}}$ is the energy of the Dirac point that we fix, without the loss of generality, to $E_{D}^{\mathrm{gr}}=0$, while $E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)$ is the energy of the TMDC band $b$, spin index $s$, at the BZ point $\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}$. We remark that Eq. (10) does not describe spin-flip processes $\left(\delta H_{X \uparrow, X^{\prime} \downarrow}^{\mathrm{gr}, \tau}=0\right)$ because the tunneling matrices of Eq. (9) are spin-preserving. One can make use of the threefold rotational symmetry to simplify Eq. 10 (see Appendix D). Expanding $E_{b s}^{\text {tmdc }}$ up to linear terms in $\delta \boldsymbol{k}$, it turns out that the diagonal matrix elements, $\delta H_{X s, X s}^{\mathrm{gr}, \tau}$, are $\delta \boldsymbol{k}$ independent,

$$
\begin{equation*}
\delta H_{X s, X s}^{\mathrm{gr}, \tau}=-3 \sum_{b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)} \tag{11}
\end{equation*}
$$

where $E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ is the energy of the TMDC band $b$ (ignoring $\mathrm{SOC})$ at $\boldsymbol{k}_{1}^{\prime}$, computed with respect to the Dirac point of graphene and $\Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ is the spin splitting of band $b$ at $\boldsymbol{k}_{1}^{\prime}$ due to the diagonal part of the intrinsic SOC of the TMDC ${ }^{27}$. Neglecting a constant shift, Eq. (11) can be rewritten as $H_{\mathrm{VZ}}=\lambda_{\mathrm{VZ}} \tau s_{z}$, where $s_{z}$ is a Pauli
matrix for spin. The Hamiltonian term $H_{\mathrm{VZ}}$ describes the induced valley Zeeman SOC and the constant $\lambda_{\mathrm{VZ}}$ is given by

$$
\begin{equation*}
\lambda_{\mathrm{VZ}}=3 \sum_{b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2} \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)}{E_{b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)-\Delta_{0, b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)} \tag{12}
\end{equation*}
$$

This is the first important result of our work. It shows explicitly how $\lambda_{\mathrm{VZ}}$ depends on the intrinsic properties of the TMDC substrate and the twist angle $\theta$ between the layers. The latter determines the wavenumber $\boldsymbol{k}_{1}^{\prime}$ and affects the tunneling strength $t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)$ through Eq. (5).

The off-diagonal matrix elements $\delta H_{A s, B s}^{\mathrm{gr}, \tau}(\delta \boldsymbol{k})$ in Eq. 10 are $\delta \boldsymbol{k}$-dependent,

$$
\begin{align*}
& \delta H_{A s, B s}^{\mathrm{gr}, \tau}(\delta \boldsymbol{k})= \\
& \quad \frac{3}{2}\left(\sum_{b} \frac{w_{b s \tau, \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s \tau}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)}\right)\left[\tau \delta \boldsymbol{k}_{x}-i \delta \boldsymbol{k}_{y}\right], \tag{13}
\end{align*}
$$

where $E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)=E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ and $w_{b s \tau, \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)$ is a complex quantity related to the local slope of the TMDC band $b$ (see Appendix D. Eq. 13 ) gives a correction to the Fermi velocity of pristine graphene. The proximity corrected Fermi velocity is

$$
\begin{equation*}
\widetilde{v}_{F}=\left|v_{F}+e^{i \tau \theta} \frac{3}{2 \hbar} \sum_{b} \frac{w_{b s \tau, \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s \tau}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)}\right| . \tag{14}
\end{equation*}
$$

We have numerically computed this correction for a pristine graphene Fermi velocity $v_{F}=10^{6} \mathrm{~m} / \mathrm{s}$, using $\mathrm{MoS}_{2}$ as the TMDC compound. The correction we find is in the order of $\pm 0.2 \%$ depending on the twist angle. In general the value of $v_{F}$ is more sensitive to the dielectric constant of the environment ${ }^{[52}$, therefore we will not discuss this effect further.

## VI. RASHBA TYPE SOC

As already mentioned, WAL measurements suggest that a Rashba-type SOC is also induced in graphene. Traditionally, the Rashba SOC in graphene was understood in terms of a symmetry breaking effect of a perpendicular electric field ${ }^{779153}$. More generally, one can expect that Rashba-type SOC is induced when structural asymmetry is present in the heterostructure. Indeed, the DFT calculation of Ref. 31 indicated that even for zero external electric field a finite Rashba SOC is induced in graphene. To our knowledge, the microscopic mechanisms giving rise to the induced Rashba SOC has not yet been discussed. We show that an important contribution comes from virtual interlayer tunneling processes that are facilitated by the off-diagonal spin-flipping elements of the intrinsic SOC matrix of the monolayer TMDC, indicated by $\left(H_{\text {soc }}\right)_{b \uparrow, b^{\prime} \downarrow}$ and $\left(H_{\text {soc }}\right)_{b \downarrow, b^{\prime} \uparrow}$. Such off-diagonal matrix elements are allowed between pairs of bands if one of the
bands is symmetric (even) and the other one is antisymmetric (odd) with respect to reflection on the horizontal mirror plane of the TMDC (see, e.g., Ref. 54 for further discussion of the SOC in monolayer TMDCs). In third order perturbation theory one finds the following matrix elements ${ }^{51}$,

$$
\begin{align*}
& \left(\delta H_{\mathrm{R}}^{\mathrm{gr}, \tau}\right)_{X \uparrow, X^{\prime} \downarrow}= \\
& \quad \sum_{j, b, b^{\prime}} \frac{\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}\right)_{X, b}\left(H_{\mathrm{soc}}\right)_{b \uparrow, b^{\prime} \downarrow}\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}^{\dagger}\right)_{b^{\prime}, X^{\prime}}}{\left.E_{D}^{\mathrm{gr}}-E_{b}^{\operatorname{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)\right]\left[E_{D}^{\mathrm{gr}}-E_{b^{\prime}}^{\operatorname{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)\right]} \tag{15}
\end{align*}
$$

and $\left(\delta H_{\mathrm{R}}^{\mathrm{gr}, \tau}\right)_{X \downarrow, X^{\prime} \uparrow}$ is analogously defined. Here $b \neq b^{\prime}$ is the band index and in the denominator we have neglected the dependence of the TMDC band energies $E_{b}^{\text {tmdc }}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)$ on the intrinsic SOC (c.f., Eq. 10p) because it would lead to higher order effects. The matrix elements $\left(H_{\mathrm{soc}}\right)_{b \uparrow, b^{\prime} \downarrow}$ can be calculated using the TB model of Ref. 48, while the tunneling matrices $\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}\right)_{X, b}$ and $\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}^{\dagger}\right)_{b^{\prime}, X^{\prime}}$ can be obtained in the same way as explained in Sec. IV. As we show in Appendix F each pair of even and odd bands leads to a Rashba SOC strength

$$
\begin{equation*}
\lambda_{\mathrm{R}, e o}=\frac{6 \gamma_{d}\left|T_{e, o}\left(\boldsymbol{K}^{\theta}\right)\right|\left|\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)\right|}{\left(E_{D}^{\mathrm{gr}}-E_{e}^{\operatorname{tmdc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)\left(E_{D}^{\mathrm{gr}}-E_{o}^{\operatorname{tmdc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)} \tag{16}
\end{equation*}
$$

and to a complex phase factor $e^{i \vartheta_{e o}}$, where $\vartheta_{e o}=$ $\operatorname{Arg}\left[\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]$. Here $\gamma_{d}$ is the atomic SOC strength of the metal atoms' $d$ orbitals of the TMDC, $T_{e, o}\left(\boldsymbol{K}^{\theta}\right)=$ $t_{e}\left(\boldsymbol{K}^{\theta}\right) t_{o}^{*}\left(\boldsymbol{K}^{\theta}\right)$, with $t_{b}$ defined in Eq. (5) and $\Lambda_{1}$ is a complex quantity formed by the SOC matrix elements of the TMDC. We give the explicit definition of $\Lambda_{1}$ as well as the details of the calculations leading to $\mathrm{Eq} \sqrt[16]{ }$ in Appendix F. To obtain the total Rashba SOC strength one has to sum over all possible pairs of even and odd bands, including the complex phase factors $e^{i \vartheta_{e o}}$. Therefore one has $\lambda_{\mathrm{R}, \text { tot }}=\left|\lambda_{\mathrm{R}, e_{1} o_{0}} e^{i \vartheta_{e_{1} o_{1}}}+\lambda_{\mathrm{R}, e_{2} o_{2}} e^{i \vartheta_{e_{2} o_{2}}}+\ldots\right|$ and $\vartheta_{\text {tot }}=\operatorname{Arg}\left[\lambda_{\mathrm{R}, e_{1} o_{1}} e^{i \vartheta_{e_{1} o_{1}}}+\lambda_{\mathrm{R}, e_{2} o_{2}} e^{i \vartheta_{e_{2} o_{2}}}+\ldots\right]$. In the end one finds that the induced Rashba type SOC in graphene reads $H_{\mathrm{R}}=\lambda_{\mathrm{R}, \text { tot }} e^{-i \vartheta_{\mathrm{tot}} s_{z} / 2}\left(\tau \sigma_{x} s_{y}-\sigma_{y} s_{x}\right) e^{i \vartheta_{\text {tot }} s_{z} / 2}$, where $s_{x}, s_{y}$ are spin Pauli matrices. As one can see from Eq. 16 the induced Rashba type SOC, similarly to the induced valley Zeeman SOC, is a second order process in the interlayer tunneling, but in addition it involves a spin-flip process within the monolayer TMDC. We show the results of our numerical calculations for $\lambda_{\mathrm{R}}$ in Fig. 5. Finally, the total effective graphene Hamiltonian reads $H_{\mathrm{G}}(\delta \boldsymbol{k})=h_{\tau \boldsymbol{K}}^{\mathrm{gr}, \theta}(\delta \boldsymbol{k})+H_{\mathrm{VZ}}+H_{\mathrm{R}}$, see Eq. (7) and Eq. (11) for the first two terms and Eq. (16) for $H_{R}$.

## VII. DISCUSSION

In order to show explicitly how the twist angle $\theta$ between the layers affects the induced SOC in graphene, we need the band structure of the TMDC substrate and the weights $c_{b, x, y, z}\left(\tau \boldsymbol{k}_{1}^{\prime}\right)$ for all backfolded points $\boldsymbol{k}_{1}^{\prime}$ in the


FIG. 3. (a) and (b). Spin splitting in conduction, (a), and valence band, (b), of the TMDC. Blue (orange) arcs indicate the paths of the three backfolded vectors $\boldsymbol{k}_{j}^{\prime}\left(-\boldsymbol{k}_{j}^{\prime}\right)$ for Dirac point $\boldsymbol{K}(-\boldsymbol{K})$. (c). Valley Zeeman spin-orbit strength induced in graphene when the Dirac point energy is close to the TMDC conduction band edge $\left(f_{G}=1\right)$. The blue (orange) line shows the result of second-order perturbation theory for Dirac point $\boldsymbol{K}(-\boldsymbol{K})$, as derived in Eq. 12). The dashed black line is obtained from the exact diagonalization of the bilayer Hamiltonian, Eq. (6), for $\boldsymbol{K}$. (d). Same as (c) but in the case when the Dirac point energy is in the middle of the TMDC band gap ( $f_{G}=0.55$ ) and with a larger TMDC band gap of $E_{G}=2.0 \mathrm{eV}$ in order to reproduce the case of Ref. 33] (e). Spin-orbit splitting in TMDC encountered by the backfolded vectors of $\boldsymbol{K}$ along the paths in (a) (green line) and (b) (purple line). (f). Tunneling strength squared for a tunneling process from graphene to the conduction (green line) or the valence band (purple line) of the TMDC. The gray vertical lines in (c), (e) and (f) highlight the angles where the backfolded vectors $\boldsymbol{k}_{j}^{\prime}$ get as close as possible to the maximum of the spin-splitting in the conduction band of the TMDC.

BZ along the path shown in Fig. 2. As a concrete example, we take monolayer $\mathrm{MoS}_{2}$ (lattice constant $a_{T}=3.15$ $\AA^{[27}$ ) and we extract these values from the TB model of Ref. 48. The $a b$ initio calculations from Ref. 31]show the Dirac point very close to the conduction band of $\mathrm{MoS}_{2}$, while experimental results reported in Ref. 33 indicate that the Dirac point should be found in the middle of


FIG. 4. Induced valley Zeeman SOC as a function of the twist angle $\theta$ and the parameter $f_{G}$ that indicates how close the Dirac point lies to the conduction $\left(f_{G}=1\right)$ or to the valence band $\left(f_{G}=0\right)$. The dashed black lines indicate the two values of $f_{G}=1$ and $f_{G}=0.55$ used in Fig. 3.c) and (d) respectively.
the $\mathrm{MoS}_{2}$ band gap. Because of these discrepancies, we treat the energy of the Dirac point of graphene within the band gap of the TMDC as a parameter in our theory. We parametrize this energy by a number $f_{G} \in[0,1]$ whose value is a linear function of the position of the Dirac point in the TMDC band gap. When $f_{G}=0$, the Dirac point is aligned with the TMDC valence band edge, while for $f_{G}=1$ the Dirac point has the same energy as the TMDC conduction band edge.

According to Eq. 12 , the strength of the induced valley Zeeman SOC has three main contributions from each band $b$ : i) it is proportional to the magnitude square of the tunneling strength $\left|t_{b}\right|^{2}$ and ii) to the spin splitting $\Delta_{0, b}$, while iii) it is inversely proportional to the energy difference $E_{b}^{2}-\Delta_{0, b}^{2}$. In our numerical calculations of $\lambda_{\mathrm{VZ}}$, shown in Fig. 3(c) and (d), we take into account two bands, the conduction $(b=c)$ and the valence $(b=v)$ bands ( CB and VB). We plot $\Delta_{0, c}$ and $\Delta_{0, v}$ in Fig. 3 (a),(b) for the whole BZ of monolayer $\mathrm{MoS}_{2}$ and in Fig. $\overline{3}$ (e) along the path of the $\boldsymbol{k}_{j}^{\prime}$ points. Again along this path, we report the values of $\left|t_{c}\right|^{2}$ and $\left|t_{v}\right|^{2}$ in Fig. 3(f).

First we consider the case of the Dirac point close to the conduction band $\left(f_{G} \approx 1\right)$ as reported by DFT calculations ${ }^{31}$. Using Eq. 12 , the calculated $\lambda_{\mathrm{VZ}}$ is plotted in Fig. 3(c). One can see that starting from a small negative value at $\theta \gtrsim 0^{\circ}, \lambda_{\mathrm{VZ}}$ vanishes for $\theta \approx 10^{\circ}$ and then increases to 2 meV just before $\theta=20^{\circ}$. Then $\lambda_{\mathrm{VZ}}$ goes back to zero at $\theta=30^{\circ}$ and the dependence is reflected with opposite sign between $\theta=30^{\circ}$ and $\theta=60^{\circ}$. To understand these features, note that Eq. 10 and Eq. (12) suggest that when the Dirac point is very close to the $\mathrm{CB}(\mathrm{VB})$, the contribution from the $\mathrm{VB}(\mathrm{CB})$ to $\lambda_{\mathrm{VZ}}$ is suppressed by the large value of $E_{v}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)\left(E_{c}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)$. Hence, for $f_{G} \approx 1$, the behavior of $\lambda_{\mathrm{VZ}}$ over $\theta \in[0, \pi / 3]$ is qualitatively well explained by the contribution of the CB and the VB can be neglected.

The reason for the vanishing $\lambda_{\mathrm{VZ}}$ for $\theta \approx 10^{\circ}$ and
$\theta=30^{\circ}$ is that also the TMDC CB spin-splitting goes to zero and changes sign at these angles. The zero spin splitting at $\theta=30^{\circ}$ appears because the backfolded points $\boldsymbol{k}_{j}^{\prime}$ lie on the $\Gamma-M$ line which by symmetry has no spin splitting ${ }^{27}$. In the case of $\theta \approx 10^{\circ}$, the backfolded points $\boldsymbol{k}_{j}^{\prime}$ encounter a spin-splitting inversion of the TMDC conduction band (see Fig. 3(a)), i.e., the spinsplit conduction bands cross along certain low symmetry lines in the BZ. The peak around $\theta=20^{\circ}$ is expected for multiple reasons. Close to $\theta=20^{\circ}$ both spin splitting $\Delta_{0, c}\left(\boldsymbol{k}_{1}^{\prime}\right)$ and tunneling strength $t_{c}\left(\boldsymbol{K}^{\theta}\right)$ reach their largest absolute values (see green lines of Fig. 3 (e),(f)). For $\Delta_{0, c}\left(\boldsymbol{k}_{1}^{\prime}\right)$ this happens because the backfolded points $\boldsymbol{k}_{j}^{\prime}$ in the TMDC BZ get very close to the $Q$ valley of the CB, in the middle of the $\Gamma-K$ line, which has large spin splitting (see Fig. 3(a) ${ }^{27}$. The tunneling strength peak instead comes from a larger local weight of the $p_{z}$ orbitals (larger magnitude of orbital amplitudes $c_{c z}\left(\tau \boldsymbol{k}_{1}^{\prime}\right)$ in Eq. (5)). Additionally, the energy distance between the Dirac point of graphene and the bottom of the $Q$ point, which is a valley of the CB , is also smaller than for other $\boldsymbol{k}_{1}^{\prime}$ points in the BZ. We have checked that the above comments remain valid even if we add in the calculation the first band above the conduction band $(\mathrm{CB}+1)$. Including this higher band does not change qualitatively the values of $\lambda_{\mathrm{VZ}}$.

To confirm the behavior predicted by second order perturbation theory, we have computed $\lambda_{\mathrm{VZ}}$ at $\delta \boldsymbol{k}=0$ from exact diagonalization of the bilayer Hamiltonian in Eq. (6). Only the CB and the VB were taken into account in $h_{\tau \boldsymbol{k}_{j}^{\prime}}^{\mathrm{tm} d c}$. The result is shown in Fig. 3(c) by a dashed black line. The agreement is very close except for the largest absolute values where the second order perturbation results deviates by around $10 \%$. In these regions the Dirac points are quite near in energy to the CB of the TMDC and the small parameter $\left|t_{b}\right| /\left(E_{b} \pm \Delta_{0, b}\right)$ increases up to 0.16.

It is known that DFT calculations (and TB models fitted to DFT calculations) underestimate the band gap of the TMDC. Indeed, the ARPES experiment of Ref. 33 reports a larger band gap of 2.0 eV . Moreover, according to Ref. 33, in graphene/TMDC bilayers, the Dirac point of graphene is found in the middle of the TMDC band $\operatorname{gap}\left(f_{G} \approx 0.55\right)$. For these reasons we have computed the induced valley Zeeman SOC in Eq. (12) for these alternative parameters ( CB and VB dispersions were taken from the TB model as before). The results are plotted in Fig. 3(d). Here, the contribution from the VB is larger close to $\theta=0^{\circ}$ and $\theta=60^{\circ}$ (see purple lines in Fig. 3 (e),(f)) while it fades away around $\theta=20^{\circ}$ and $\theta=40^{\circ}$ where the CB contribution is more significant (see green lines in Fig. 3(e),(f)). Nevertheless, the values for $\lambda_{\mathrm{VZ}}$ predicted in Fig. 3 (d) are one order of magnitude lower than those in Fig. 3. c) (Dirac point close to CB). They are indeed suppressed by the large distance of the Dirac point from both CB and VB. We show in Fig. 4 the value of $\lambda_{\mathrm{VZ}}$ computed from Eq. 12 ) for all values of $f_{G}$ between 0 and 1 . The dashed black lines indicates the


FIG. 5. Magnitude of the induced Rashba type SOC as a function of the twist angle $\theta$ for $f_{G}=1$. The purple line shows the total Rashba type SOC, the gray lines indicate separately the contribution related to two asymmetric bands above the conduction band and an asymmetric band below the valence band, respectively.
two cuts at $f_{G}=1$ (Fig. 3(c)) and $f_{G}=0.55$ (Fig. 3(d)). One can observe that close to the $\mathrm{VB}\left(f_{G} \approx 0\right)$ the induced valley Zeeman SOC is comparable to the values obtained close to the CB. However close to the VB the highest spin-orbit strengths appear close to $\theta=0^{\circ}$ and $\theta=60^{\circ}$.

In Fig. 5 we show the induced Rashba SOC as a function of the twist angle $\theta$ between the layers. In these calculations we again considered $\mathrm{MoS}_{2}$ as a concrete example and used $f_{G}=1$. The gray lines indicate the separate contributions to Eq. (15) of three pairs of symmetricantisymmetric bands. In particular, we consider the interaction of the symmetric CB with two asymmetric bands higher in energy and the interaction of the symmetric VB with one asymmetric band lower in energy. The purple line represents the total sum of the three gray contributions taking into account the complex phases associated with them, see Appendix F for details of the calculation. One can see that the twist angle can considerably change the value of the SOC strength $\lambda_{R}$. In particular, a twofold increase of $\lambda_{\mathrm{R}}$ can be observed at $\theta \approx 20^{\circ}$ with respect to the $\theta=0^{\circ}$ case. This is a somewhat smaller increase than in the case of $\lambda_{\mathrm{VZ}}$, nevertheless it shows that $\lambda_{\mathrm{R}}$ is tunable by the twist angle. The increase of $\lambda_{\mathrm{R}}$ close to $20^{\circ}$ can partially be explained by the fact that one of the asymmetric bands, whose energy appears in the denominator of Eq. 15), is quite close to the conduction band in the vicinity of the $Q$ point. Comparing Fig. 3 (c) and Fig. 5 one can see that for $\theta \approx 0$ the values of $\lambda_{\mathrm{VZ}}$ and $\lambda_{\mathrm{R}}$ are comparable, while for $\theta \approx 20^{\circ}$ the valley Zeeman SOC dominates the Rashba type SOC. One can also see that $\lambda_{\mathrm{R}}$ drops to a small but non-zero value for $\theta=30^{\circ}$. This can be qualitatively understood by looking at Fig. 3 (f) which shows that the tunneling to the conduction band has a sharp minimum for this angle.

Finally, we note that Ref. 38 studied the same graphene/monolayer TMDC heterostructures using a TB
model to describe both graphene and the monolayer TMDC and setting up a TB parametrization for the inter-layer coupling. This approach, in principle, takes into account the coupling between all bands of the monolayer TMDC and graphene but also necessitates a number of new TB parameters to describe the interlayer coupling. For graphene/monolayer $\mathrm{MoS}_{2}$ our results are, both for the induced valley Zeeman and the Rashba type SOC, qualitatively similar to Ref. 38, which indicates that our approach captures the most important ingredients contributing to the induced SOC. However, the vanishing and sign change of $\lambda_{\mathrm{VZ}}$ at $\theta \approx 10^{\circ}$ was not predicted in Ref. 38. As explained above, we identified the band structure feature of the monolayer $\mathrm{MoS}_{2}$ that gives rise to this behavior of $\lambda_{\mathrm{VZ}}$ and we believe that it is not an artifact of our approach. This feature should appear in graphene/TMDC bilayers for other semiconductor monolayer TMDC compounds, not only for $\mathrm{MoS}_{2}$. Regarding the induced Rashba SOC, for $\theta=0^{\circ}$ our result is in good qualitative agreement with Ref. 31, where $\lambda_{R}$ was extracted from DFT calculations on commensurate graphene-TMDC supercells.

## VIII. CONCLUSIONS

In this paper we have presented the analytic twist angle dependence of the induced spin-orbit coupling in graphene from the van der Waals interaction with monolayer TMDC. This fills the gap between experimental and theoretical works on twisted graphene-TMDC heterobilayers. While experiments most likely have a twist angle between the layers of the heterostructure, often unaccounted for in the analyses of the results and different from sample to sample, theory only considered zero or small twist angles. Here we have shown that the induced SOC may vary significantly and even vanish as a function of the twist angle and of the position of the Dirac point in the TMDC band gap, therefore the knowledge of both $\theta$ and $f_{G}$ is important in order to compare experiments performed with different samples. The largest values of the induced valley Zeeman type SOC are $\sim 2 \mathrm{meV}$ when the Dirac point of graphene is close to the conduction band of the TMDC. In comparison, the intrinsic spinorbit coupling of isolated graphene is expected to be in the order of $24 \mu \mathrm{e} V{ }^{9}$. This indicates that, by juxtaposing monolayer TMDCs and by engineering the twist angle between the two layers, the induced SOC in graphene can be two orders of magnitude larger than the intrinsic one. We also identified a microscopic mechanism that gives rise to an induced Rashba type SOC and we have found that it can also be significantly enhanced as a function of the twist angle.

The use of a band-to-band tunneling picture was fundamental to reach our results. This framework simplifies the study of heterobilayers where the band structure of the individual constituent layers is well known and understood. Similarly to Ref. ${ }^{[38}$, it can also be used if
the lattice constants of the individual layers are incommensurate. Moreover, as the complexity of the material increases and the number of orbitals involved in its valence and conduction bands becomes large, an orbital-toorbital tunneling picture to describe interlayer tunneling would require a tight binding model with many parameters. In graphene/TMDC heterostructures, by using the nearest chalcogen layer approximation and the Fourier transform of the Slater-Koster matrix elements, the interlayer tunneling parametrization was reduced to just two overlap integrals. The bands of the isolated layers can be approximated by $k \cdot p$ theory which helped to obtain the induced SOC by applying quasi-degenerate perturbation theory. Using this approach we were able to separate the contribution from the different bands and analyse the behaviour of the induced valley Zeeman and Rashba type SOC as a function of the interlayer twist angle. Our approach makes the role of the intrinsic properties of the substrate more apparent and, therefore, it might be used to screen potential substrate materials for desired induced SOC properties in van der Waals heterostructures. We assumed perfectly ballistic layers in our work. An interesting extension would be to study the induced SOC in the presence of disorder effects. This may affect the interpretation of WAL measurements, as the interplay between spin, valley and disorder physics yields a rich behavior of the quantum correction to the conductivity ${ }^{55}$.
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## Appendix A: Definition of lattice vectors

The basis vectors for the hexagonal lattice are $\boldsymbol{a}_{1,2}=$ $a( \pm 1 / 2, \sqrt{3} / 2)$ with lattice constant $a=a_{G}\left(a=a_{T}\right)$ for graphene (TMDC). The $B$ sublattice is shifted by $\boldsymbol{\delta}=$ $a / \sqrt{3}(0,1)$. The reciprocal lattice vectors $\boldsymbol{b}_{1,2}$ follow the relation $\boldsymbol{a}_{i} \cdot \boldsymbol{b}_{j}=2 \pi \delta_{i j}$, where $\delta_{i j}$ is the Kronecker delta, and are explicitly given by $\boldsymbol{b}_{1,2}=4 \pi / a \sqrt{3}( \pm \sqrt{3} / 2,1 / 2)$. In the heterobilayer studied in this paper, graphene is on top of the TMDC layer, separated from the topmost TMDC chalcogen layer by $d_{\perp}$ (see Fig. 11). The positions of the atoms in the unit cell are given by $\boldsymbol{\tau}_{X}$ for graphene and by $\tau_{X^{\prime}}$ for the TMDC, with $X=A, B$ and $X^{\prime}=A^{\prime}, B_{1}^{\prime}, B_{2}^{\prime}$, where $B_{1}^{\prime}\left(B_{2}^{\prime}\right)$ indicate the upper
(lower) chalcogen atom site. We fix the origin of our coordinate system above a metal atom in the TMDC, but in the same plane as the upper chalcogen layer,

$$
\begin{gather*}
\boldsymbol{\tau}_{A}=d_{\perp} \hat{\boldsymbol{e}}_{z}, \quad \boldsymbol{\tau}_{B}=\boldsymbol{\delta}+d_{\perp} \hat{\boldsymbol{e}}_{z} \\
\boldsymbol{\tau}_{A^{\prime}}=-\frac{d_{\mathrm{X}-\mathrm{X}}}{2} \hat{\boldsymbol{e}}_{z}, \quad \boldsymbol{\tau}_{B_{1}^{\prime}}=\boldsymbol{\delta}^{\prime}, \quad \boldsymbol{\tau}_{B_{2}^{\prime}}=\boldsymbol{\delta}^{\prime}-d_{\mathrm{X}-\mathrm{X}} \hat{\boldsymbol{e}}_{z} \tag{A1}
\end{gather*}
$$

with $d_{\mathrm{X}-\mathrm{x}}$ the TMDC chalcogen-chalcogen distance.

## Appendix B: Slater-Koster tunneling coefficients and their Fourier transform

We are interested in the tunneling between the $p_{z}$ orbitals of the carbon atoms in graphene and the $p$ orbitals of the closest TMDC chalcogen layer. Using the twocenter approximation, the real space tunneling matrix elements $T_{X X^{\prime}}(\boldsymbol{R})$ can be written in terms of Slater-Koster parameters ${ }^{47}$,

$$
\begin{align*}
T_{p_{z}, p_{z}}(\boldsymbol{R}) & =n_{z}^{2} V_{p p \sigma}(R)+\left(1-n_{z}^{2}\right) V_{p p \pi}(R)  \tag{B1a}\\
T_{p_{z}, p_{x}\left(p_{y}\right)}(\boldsymbol{R}) & =n_{x(y)} n_{z}\left(V_{p p \sigma}(R)-V_{p p \pi}(R)\right) \tag{B1b}
\end{align*}
$$

with $R=|\boldsymbol{R}|$ and $\left(n_{x}, n_{y}, n_{z}\right)=\boldsymbol{R} / R$. Since $X=A, B$ refers always to the $p_{z}$ orbitals of the carbon atoms in graphene, there is no real dependence on $X$ and we omit it in the following, $T_{X X^{\prime}}=T_{X^{\prime}}$.

In cylindrical coordinates $(r, \varphi, z)$ we have $\boldsymbol{r}=$ $r \cos \varphi \hat{\boldsymbol{e}}_{x}+r \sin \varphi \hat{\boldsymbol{e}}_{y}, \boldsymbol{R}=\boldsymbol{r}+z \hat{\boldsymbol{e}}_{z}, R=\sqrt{r^{2}+z^{2}}$ and

$$
n_{x}=\frac{r \cos \varphi}{\sqrt{r^{2}+z^{2}}}, \quad n_{y}=\frac{r \sin \varphi}{\sqrt{r^{2}+z^{2}}}, \quad n_{z}=\frac{z}{\sqrt{r^{2}+z^{2}}}
$$

We can separate the radial part from the angular part in Eqs. (B1),

$$
\begin{align*}
& T_{p_{z}}(r, \varphi, z)=f_{z}(r, z)  \tag{B2a}\\
& T_{p_{x}}(r, \varphi, z)=\cos \varphi f_{x}(r, z)  \tag{B2b}\\
& T_{p_{y}}(r, \varphi, z)=\sin \varphi f_{x}(r, z) \tag{B2c}
\end{align*}
$$

where

$$
\begin{gather*}
f_{z}(r, z)=\frac{1}{R^{2}}\left[z^{2} V_{p p \sigma}(R)+r^{2} V_{p p \pi}(R)\right]  \tag{B3}\\
f_{x}(r, z)=f_{y}(r, z)=\frac{r z}{R^{2}}\left[V_{p p \sigma}(R)-V_{p p \pi}(R)\right]
\end{gather*}
$$

In Eqs. $\overline{\mathrm{B} 2}$, we refer to the $\varphi$-dependent parts as $a_{X^{\prime}}(\varphi)$, with $a_{z}(\varphi)=1, a_{x}(\varphi)=\cos \varphi$ and $a_{y}(\varphi)=\sin \varphi$. Hence, we can write $T_{X^{\prime}}(r, \varphi, z)=a_{X^{\prime}}(\varphi) f_{X^{\prime}}(r, z)$. Then, we take the Fourier trasform of Eq. $B 1{ }^{45}$,

$$
\begin{align*}
t_{X^{\prime}}(\boldsymbol{q})=\frac{1}{\sqrt{S S^{\prime}}} & \int T_{X^{\prime}}\left(\boldsymbol{r}+z \hat{\boldsymbol{e}}_{z}\right) e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d}^{2} r \\
= & \frac{1}{\sqrt{S S^{\prime}}} \int_{0}^{\infty} \mathrm{d} r r f_{X^{\prime}}(r, z) \\
& \times \int_{-\pi}^{\pi} \mathrm{d} \varphi a_{X^{\prime}}(\varphi) e^{-i q r \cos \left(\varphi-\varphi_{q}\right)} \tag{B4}
\end{align*}
$$

where $\boldsymbol{q}=\left(q \cos \varphi_{q}, q \sin \varphi_{q}\right)$ and $S\left(S^{\prime}\right)$ is the unit cell size of graphene (TMDC). The integral over the angle can be solved using the Jacobi-Anger expansion ${ }^{56157,}$

$$
\begin{align*}
\int_{-\pi}^{\pi} \mathrm{d} \varphi e^{-i q r \cos \left(\varphi-\varphi_{q}\right)} & =2 \pi J_{0}(q r)  \tag{B5a}\\
\int_{-\pi}^{\pi} \mathrm{d} \varphi \cos \varphi e^{-i q r \cos \left(\varphi-\varphi_{q}\right)} & =-2 \pi i J_{1}(q r) \cos \varphi_{q}  \tag{B5b}\\
\int_{-\pi}^{\pi} \mathrm{d} \varphi \sin \varphi e^{-i q r \cos \left(\varphi-\varphi_{q}\right)} & =-2 \pi i J_{1}(q r) \sin \varphi_{q} \tag{B5c}
\end{align*}
$$

where $J_{m}(x)$ is the $m$-th order Bessel function of the first kind. We see that the angular dependence of the tunneling matrix elements is preserved when switching from real space to momentum space. One may write

$$
\begin{equation*}
t_{X^{\prime}}\left(q, \varphi_{q}, z\right)=(-i)^{m} a_{X^{\prime}}\left(\varphi_{q}\right) P_{X^{\prime}}(q, z) \tag{B6}
\end{equation*}
$$

where $P_{X^{\prime}}(q, z)$ is real and equal to the integral of the radial part,

$$
\begin{equation*}
P_{X^{\prime}}(q, z)=\frac{2 \pi}{\sqrt{S S^{\prime}}} \int_{0}^{\infty} \mathrm{d} r r f_{X^{\prime}}(r, z) J_{m}(q r) \tag{B7}
\end{equation*}
$$

with $m=0$ for $X^{\prime}=p_{z}$, while $m=1$ for $X^{\prime}=p_{x}, p_{y}$.
We define the tunneling strength from graphene to a band of the TMDC as

$$
\begin{equation*}
t_{b}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right)=\sum_{X^{\prime}} c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right) t_{X^{\prime}}\left(\boldsymbol{k}^{\prime}+\boldsymbol{G}^{\prime}\right) \tag{B8}
\end{equation*}
$$

where $\boldsymbol{k}^{\prime}$ is a vector inside the first TMDC BZ, $\boldsymbol{G}^{\prime}$ is a reciprocal lattice vector of the TMDC and $c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right)$ is the amplitude of orbital $X^{\prime}$ in band $b$. We derive here the form of Eq. (B8) for the points $\tau\left(\boldsymbol{k}_{j}^{\prime}+\boldsymbol{G}_{j}^{\prime}\right)$ of Eq. (4), with $\boldsymbol{G}_{1}^{\prime}=\boldsymbol{b}_{1}^{\prime}, \boldsymbol{G}_{2}^{\prime}=\boldsymbol{b}_{2}^{\prime}$ and $\boldsymbol{G}_{3}^{\prime}=-\boldsymbol{b}_{1}^{\prime}-\boldsymbol{b}_{2}^{\prime}$. Using the quasimomentum conservation we have $\tau\left(\boldsymbol{k}_{j}^{\prime}+\boldsymbol{G}_{j}^{\prime}\right)=\tau\left(\boldsymbol{K}^{\theta}+\right.$ $\left.\boldsymbol{G}_{j}^{\theta}\right)=: \tau \boldsymbol{K}_{j}^{\theta}$, with $\boldsymbol{G}_{1}=0, \boldsymbol{G}_{2}=\boldsymbol{b}_{2}$ and $\boldsymbol{G}_{3}=-\boldsymbol{b}_{1}$ (see Fig. 2). We remark here that all vectors $\tau \boldsymbol{K}_{j}^{\theta}$ have the same magnitude $K$. Renaming the in-plane integral as $-P_{x}\left(K, z_{1}\right) \equiv-P_{y}\left(K, z_{1}\right) \equiv t_{\|}$and the out-of-plane integral as $P_{z}\left(K, z_{1}\right) \equiv t_{\perp}$, with $z_{1}=d_{\perp}$, we have then

$$
\begin{align*}
t_{b}\left(\tau \boldsymbol{K}_{j}^{\theta}\right)=i\left[c_{b x}\left(\tau \boldsymbol{k}_{j}^{\prime}\right) \cos \varphi_{\tau \boldsymbol{K}_{j}^{\theta}}\right. & \left.+c_{b y}\left(\tau \boldsymbol{k}_{j}^{\prime}\right) \sin \varphi_{\tau \boldsymbol{K}_{j}^{\theta}}\right] t_{\|} \\
& +c_{b z}\left(\tau \boldsymbol{k}_{j}^{\prime}\right) t_{\perp}, \quad(\mathrm{B} 9) \tag{B9}
\end{align*}
$$

where $\varphi_{\tau \boldsymbol{K}_{j}^{\theta}}$ is the polar angle of $\tau \boldsymbol{K}_{j}^{\theta}$. One may write $\varphi_{\tau \boldsymbol{K}_{j}^{\theta}}=\varphi_{\tau \boldsymbol{K}_{j}}+\theta$ with $\varphi_{\boldsymbol{K}_{1}}=\varphi_{\boldsymbol{K}}=0, \varphi_{\boldsymbol{K}_{2}}=2 \pi / 3$ and $\varphi_{\boldsymbol{K}_{3}}=-2 \pi / 3$, while $\varphi_{-\boldsymbol{K}_{j}}=\varphi_{\boldsymbol{K}_{j}}+\pi$. We treat $t_{\|}$and $t_{\perp}$ as two real parameters to be determined from experiments, ab initio calculations or tight binding models.

## Appendix C: Symmetry of orbital amplitudes in a TMDC band

To define the tunneling strength in Eq. (B8), we have expanded the state of an electron in band $b$ of the TMDC
as a linear combination of single orbital Bloch states,

$$
\begin{equation*}
\left|b, \boldsymbol{k}^{\prime}\right\rangle=\sum_{X^{\prime}} c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right)\left|X^{\prime}, \boldsymbol{k}^{\prime}\right\rangle \tag{C1}
\end{equation*}
$$

The properties of the coefficients $c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right)$ therefore play an important role in the form of the bilayer Hamiltonian, Eq. (6). These coefficients are constrained by the TMDC lattice symmetry and the coordinate transformations of the orbitals and of the Bloch states. We prove a useful relation focusing on $c_{b, x}\left(\boldsymbol{k}^{\prime}\right)$ and $c_{b, y}\left(\boldsymbol{k}^{\prime}\right)$, the coefficients of orbitals $p_{x}$ and $p_{y}$ respectively. For the sake of clarity we indicate $\left|X^{\prime}, \boldsymbol{k}^{\prime}\right\rangle \equiv\left|\psi_{X^{\prime}}, \boldsymbol{k}^{\prime}\right\rangle$, where we made the orbital wavefunction $\psi_{X^{\prime}}$ explicit, $\left\langle\boldsymbol{r} \mid \psi_{X^{\prime}}\right\rangle=\psi_{X^{\prime}}(\boldsymbol{r})$, with $\boldsymbol{r}=(x, y, z)^{T}$.

Consider two wavevectors $\boldsymbol{k}^{\prime}$ and $R(\alpha) \boldsymbol{k}^{\prime}$ where $R(\alpha)$ is a rotation of the point group of the TMDC crystal, i.e. $\alpha= \pm 2 \pi / 3$. Following Ref. 58, we know that

$$
\begin{align*}
\left|b, R(\alpha) \boldsymbol{k}^{\prime}\right\rangle & =R(\alpha)\left|b, \boldsymbol{k}^{\prime}\right\rangle \\
& =\sum_{X^{\prime}} c_{b X^{\prime}}\left(\boldsymbol{k}^{\prime}\right) R(\alpha)\left|\psi_{X^{\prime}}, \boldsymbol{k}^{\prime}\right\rangle . \tag{C2}
\end{align*}
$$

For a single orbital Bloch state, $\left|\psi_{X^{\prime}}, \boldsymbol{k}^{\prime}\right\rangle$, the transformation under rotation results in a rotation of the orbital wavefunction,

$$
\begin{align*}
& \langle\boldsymbol{r}| R(\alpha)\left|\psi_{X^{\prime}}, \boldsymbol{k}^{\prime}\right\rangle=\left\langle R(-\alpha) \boldsymbol{r} \mid \psi_{X^{\prime}}, \boldsymbol{k}^{\prime}\right\rangle \\
& =\frac{1}{\sqrt{N}} \sum_{\boldsymbol{R}_{X^{\prime}}} e^{i \boldsymbol{k}^{\prime} \cdot \boldsymbol{R}_{X^{\prime}}} \psi_{X^{\prime}}\left(R(-\alpha) \boldsymbol{r}-\boldsymbol{R}_{X^{\prime}}\right) \\
& =\frac{1}{\sqrt{N}} \sum_{\boldsymbol{R}_{X^{\prime}}} e^{i \boldsymbol{k}^{\prime} \cdot \boldsymbol{R}_{X^{\prime}}} \psi_{X^{\prime}}\left(R(-\alpha)\left(\boldsymbol{r}-R(\alpha) \boldsymbol{R}_{X^{\prime}}\right)\right) \\
& =\frac{1}{\sqrt{N}} \sum_{\widetilde{\boldsymbol{R}}_{X^{\prime}}} e^{i \boldsymbol{k}^{\prime} \cdot R(-\alpha) \widetilde{\boldsymbol{R}}_{X^{\prime}}}\left(R(\alpha) \psi_{X^{\prime}}\right)\left(\boldsymbol{r}-\widetilde{\boldsymbol{R}}_{X^{\prime}}\right)  \tag{C3}\\
& =\frac{1}{\sqrt{N}} \sum_{\widetilde{\boldsymbol{R}}_{X^{\prime}}} e^{i R(\alpha) \boldsymbol{k}^{\prime} \cdot \tilde{\boldsymbol{R}}_{X^{\prime}}}\left(R(\alpha) \psi_{X^{\prime}}\right)\left(\boldsymbol{r}-\widetilde{\boldsymbol{R}}_{X^{\prime}}\right) \\
& =\left\langle\boldsymbol{r} \mid R(\alpha) \psi_{X^{\prime}}, R(\alpha) \boldsymbol{k}^{\prime}\right\rangle,
\end{align*}
$$

therefore

$$
\begin{equation*}
R(\alpha)\left|\psi_{X^{\prime}}, \boldsymbol{k}^{\prime}\right\rangle=\left|R(\alpha) \psi_{X^{\prime}}, R(\alpha) \boldsymbol{k}^{\prime}\right\rangle \tag{C4}
\end{equation*}
$$

Due to the linear dependence of $p_{x}(\boldsymbol{r})$ and $p_{y}(\boldsymbol{r})$ on $x$ and $y$ respectively, we have the following transformations for $\psi_{X^{\prime}}=p_{x}, p_{y}$,

$$
\begin{align*}
& \left(R(\alpha) p_{x}\right)(\boldsymbol{r})=p_{x}(R(-\alpha) \boldsymbol{r})=\cos \alpha p_{x}(\boldsymbol{r})+\sin \alpha p_{y}(\boldsymbol{r}) \\
& \left(R(\alpha) p_{y}\right)(\boldsymbol{r})=p_{y}(R(-\alpha) \boldsymbol{r})=-\sin \alpha p_{x}(\boldsymbol{r})+\cos \alpha p_{y}(\boldsymbol{r}) \tag{C5}
\end{align*}
$$

which is reflected then in the Bloch states,

$$
\begin{align*}
\left|R(\alpha) p_{x}, \boldsymbol{k}^{\prime}\right\rangle & =\cos \alpha\left|p_{x}, \boldsymbol{k}^{\prime}\right\rangle+\sin \alpha\left|p_{y}, \boldsymbol{k}^{\prime}\right\rangle \\
\left|R(\alpha) p_{y}, \boldsymbol{k}^{\prime}\right\rangle & =-\sin \alpha\left|p_{x}, \boldsymbol{k}^{\prime}\right\rangle+\cos \alpha\left|p_{y}, \boldsymbol{k}^{\prime}\right\rangle \tag{C6}
\end{align*}
$$

Finally, multiplying the left and the right hand side of Eq. (C2) by $\left\langle\psi_{\tilde{X}^{\prime}}, R(\alpha) \boldsymbol{k}^{\prime}\right|$ and using the orthogonality between $p_{x}$ and $p_{y}$ orbitals, we obtain

$$
\begin{align*}
& c_{b, x}\left(R(\alpha) \boldsymbol{k}^{\prime}\right)=\cos \alpha c_{b, x}\left(\boldsymbol{k}^{\prime}\right)-\sin \alpha c_{b, y}\left(\boldsymbol{k}^{\prime}\right)  \tag{C7}\\
& c_{b, y}\left(R(\alpha) \boldsymbol{k}^{\prime}\right)=\sin \alpha c_{b, x}\left(\boldsymbol{k}^{\prime}\right)+\cos \alpha c_{b, y}\left(\boldsymbol{k}^{\prime}\right)
\end{align*}
$$

which can be written in short form as

$$
\begin{equation*}
\boldsymbol{c}_{b}\left(R(\alpha) \boldsymbol{k}^{\prime}\right)=R(\alpha) \boldsymbol{c}_{b}\left(\boldsymbol{k}^{\prime}\right) \tag{C8}
\end{equation*}
$$

with $\boldsymbol{c}_{b}\left(\boldsymbol{k}^{\prime}\right)=\left(c_{b, x}\left(\boldsymbol{k}^{\prime}\right), c_{b, y}\left(\boldsymbol{k}^{\prime}\right)\right)^{T}$.
We need Eq. C8 to prove that the band tunneling strength in Eq. (B9) has the same value for all the three backfolded vectors $\tau \boldsymbol{k}_{j}^{\prime}$ in Eq. (4). Eq. (B9) can be rewritten as

$$
\begin{equation*}
t_{b}\left(\tau \boldsymbol{K}_{j}^{\theta}\right)=\boldsymbol{c}_{b}\left(\tau \boldsymbol{k}_{j}^{\prime}\right) \cdot R\left(\varphi_{\tau \boldsymbol{K}_{j}^{\theta}}\right) \boldsymbol{t} \tag{C9}
\end{equation*}
$$

where $\boldsymbol{t}=\left(i t_{\|}, 0, t_{\perp}\right)$. Here we have included the $p_{z}$ coefficient $c_{b, z}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)$ in the vector $\boldsymbol{c}_{b}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)$ and the rotation operator $R\left(\varphi_{\tau \boldsymbol{K}_{j}^{\theta}}\right)$ is a $3 \times 3$ matrix rotating only the first two components of $\boldsymbol{t}$ while leaving the third one unchanged. We show that $t_{b}\left(\boldsymbol{K}_{2}^{\theta}\right)=t_{b}\left(\boldsymbol{K}_{1}^{\theta}\right)$ and one can obtain similar results for $\boldsymbol{K}_{3}^{\theta}$ and for the opposite Dirac point $(\tau=-)$. We remark that $\varphi_{\boldsymbol{K}_{2}^{\theta}}=\varphi_{\boldsymbol{K}_{1}^{\theta}}+2 \pi / 3$. Then,

$$
\begin{align*}
t_{b}\left(\boldsymbol{K}_{2}^{\theta}\right) & =\boldsymbol{c}_{b}\left(\boldsymbol{k}_{2}^{\prime}\right) \cdot R\left(\varphi_{\boldsymbol{K}_{2}^{\theta}}\right) \boldsymbol{t} \\
& =\boldsymbol{c}_{b}\left(R(2 \pi / 3) \boldsymbol{k}_{1}^{\prime}\right) \cdot R\left(\varphi_{\boldsymbol{K}_{1}^{\theta}}+2 \pi / 3\right) \boldsymbol{t}  \tag{C10}\\
& =\boldsymbol{c}_{b}\left(\boldsymbol{k}_{1}^{\prime}\right) \cdot R\left(\varphi_{\boldsymbol{K}_{1}^{\theta}}\right) \boldsymbol{t}=t_{b}\left(\boldsymbol{K}_{1}^{\theta}\right)
\end{align*}
$$

where we have used Eq. C8). It follows that we need to compute the band tunneling strength only for $\tau \boldsymbol{K}_{1}^{\theta}=$ $\tau \boldsymbol{K}^{\theta}$. Since $\varphi_{\boldsymbol{K}^{\theta}}=\theta$ and $\varphi_{-\boldsymbol{K}^{\theta}}=\theta+\pi$, we can write Eq. B9) as

$$
\begin{array}{r}
t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)=i \tau\left[c_{b x}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \cos \theta+c_{b y}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \sin \theta\right] t_{\|} \\
+c_{b z}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) t_{\perp} \tag{C11}
\end{array}
$$

## Appendix D: Second order Schrieffer-Wolff transformation

Here we derive Eq. (11) and Eq. 13). The second order Schrieffer-Wolff matrix elements are given by

$$
\begin{equation*}
\delta H_{X s, X^{\prime} s^{\prime}}^{\mathrm{gr}, \tau}=\sum_{j, b, s^{\prime \prime}} \frac{\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}\right)_{X s, b s^{\prime \prime}}\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}^{\dagger}\right)_{b s^{\prime \prime}, X^{\prime} s^{\prime}}}{E_{D}^{\mathrm{gr}}-E_{b s^{\prime \prime}}^{\operatorname{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)} \tag{D1}
\end{equation*}
$$

In the following we treat diagonal and off-diagonal elements separately. We also expand the numerator using Eq. (9) and we obtain for the diagonal elements

$$
\begin{equation*}
\delta H_{X s, X s}^{\mathrm{gr}, \tau}=-\sum_{j, b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)} . \tag{D2}
\end{equation*}
$$

Since the tunneling matrices in Eq. (9) preserve the spin, we have $\delta H_{X s, X^{\prime} s^{\prime}}^{\mathrm{gr}, \tau}=0$ for $s \neq s^{\prime}$. Hence only two independent off-diagonal elements are non-zero,

$$
\begin{equation*}
\delta H_{A s, B s}^{\mathrm{gr}, \tau}=-\sum_{j, b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2} e^{-i \tau \phi_{j}}}{E_{b s}^{\operatorname{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)}, \tag{D3}
\end{equation*}
$$

for $s=\uparrow, \downarrow$. As one can see, the diagonal elements are obtained from the off-diagonal ones by setting $\phi_{j}=0$.

We expand the $\delta \boldsymbol{k}$-dependence of $E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)$ us$\operatorname{ing} k \cdot p$ theory ${ }^{27}$. For a general $\boldsymbol{k}_{1}^{\prime}$ point in the TMDC BZ,

$$
\begin{align*}
& E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{1}^{\prime}\right.+\delta \boldsymbol{k})=E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right) \\
&+\left(w_{x, b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{1 x, b}\left(\boldsymbol{k}_{1}^{\prime}\right)\right) \tau \delta \boldsymbol{k}_{x} \\
&+\left(w_{y, b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{1 y, b}\left(\boldsymbol{k}_{1}^{\prime}\right)\right) \tau \delta \boldsymbol{k}_{y} \\
&+\frac{\hbar^{2} \delta \boldsymbol{k}_{x}^{2}}{2 m_{x}^{\tau, s}\left(\boldsymbol{k}_{1}^{\prime}\right)}+\frac{\hbar^{2} \delta \boldsymbol{k}_{y}^{2}}{2 m_{y}^{\tau, s}\left(\boldsymbol{k}_{1}^{\prime}\right)}+\frac{\hbar^{2} \delta \boldsymbol{k}_{x} \delta \boldsymbol{k}_{y}}{2 m_{x y}^{\tau, s}\left(\boldsymbol{k}_{1}^{\prime}\right)}+\mathcal{O}\left(\delta \boldsymbol{k}^{3}\right) \tag{D4}
\end{align*}
$$

where $E_{b}, \Delta_{0, b}, w_{x, b}, w_{y, b}, \Delta_{1 x, b}, \Delta_{1 y, b}, m_{x}^{\tau, s}, m_{y}^{\tau, s}, m_{x y}^{\tau, s}$ are material parameters for band $b$ locally dependent on the BZ point. They can be extracted from experiments, $a b$ initio calculations or tight-binding models. In particular, $E_{b}$ is the energy of band $b$ (ignoring SOC) with respect to the Dirac point of graphene, $\Delta_{0, b}$ is the local spin-splitting, $w_{x, b}, w_{y, b}, \Delta_{1 x, b}, \Delta_{1 y, b}$ describe the local slope of the band and $m_{x}^{\tau, s}, m_{y}^{\tau, s}, m_{x y}^{\tau, s}$ are the effective masses of the quadratic dispersion. The $k \cdot p$ expansion close to $\boldsymbol{k}_{2,3}^{\prime}$ is obtained from $E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{1}^{\prime}+\delta \boldsymbol{k}\right)$ by rotating $\delta \boldsymbol{k}$ according to Eq. (8). One may write

$$
\begin{equation*}
E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)=E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{1}^{\prime}+\delta \boldsymbol{k}^{-\varphi_{j}}\right) \tag{D5}
\end{equation*}
$$

with $\varphi_{j}=0,2 \pi / 3,-2 \pi / 3$ for $j=1,2,3$. We expand the denominator of Eq. (D3) with Eqs. (D4), (D5) and we retain up to the linear terms in $\delta \boldsymbol{k}$,

$$
\begin{equation*}
\frac{1}{E_{b s}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}+\delta \boldsymbol{k}\right)} \approx \frac{1}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)}-\frac{\boldsymbol{w}_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right) \cdot \tau \delta \boldsymbol{k}^{-\varphi_{j}}}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)^{2}} \tag{D6}
\end{equation*}
$$

where $E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)=E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ and $\boldsymbol{w}_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)=$ $\left(w_{x, b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{1 x, b}\left(\boldsymbol{k}_{1}^{\prime}\right), w_{y, b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{1 y, b}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)^{T}$. This holds under the condition that $\left|\boldsymbol{w}_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right) \cdot \delta \boldsymbol{k}^{-\varphi_{j}}\right| \ll$ $E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)$ and terms containing higher powers of $\delta \boldsymbol{k}$ are therefore negligible. Substituting Eq. (D6) in Eq. (D3) we have

$$
\begin{equation*}
\delta H_{A s, B s}^{\mathrm{gr}, \tau}=A_{b s \tau}+B_{b s \tau, x} \tau \delta \boldsymbol{k}_{x}+B_{b s \tau, y} \tau \delta \boldsymbol{k}_{y} \tag{D7}
\end{equation*}
$$

which is a sum of a $\delta \boldsymbol{k}$-independent part,

$$
\begin{equation*}
A_{b s \tau}=-\sum_{j, b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2} e^{-i \tau \phi_{j}}}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)} \tag{D8}
\end{equation*}
$$

and a $\delta \boldsymbol{k}$-dependent part whose coefficients are given by

$$
\begin{equation*}
B_{b s \tau, \xi}=\sum_{b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)^{2}} \sum_{j} e^{-i \tau \phi_{j}}\left(R\left(\varphi_{j}\right) \boldsymbol{w}_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)_{\xi} \tag{D9}
\end{equation*}
$$

for $\xi=x, y$. The two sets of angles $\phi_{j}$ and $\varphi_{j}$ have the same values $(0,2 \pi / 3,-2 \pi / 3$ for $j=1,2,3)$, but different origin. The angles $\phi_{j}$ come from the tunneling matrix elements in Eq. 99, while the angles $\varphi_{j}$ are connected to the $C_{3}$ symmetry of the TMDC crystal and they come from Eq. (D5). In order to carry out the sum over index $j$ in Eq. D9 we compute

$$
\begin{align*}
& B_{b s \tau, x} \pm i B_{b s \tau, y}= \\
& \quad \sum_{b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)^{2}} w_{b s \tau, \pm}\left(\boldsymbol{k}_{1}^{\prime}\right) \sum_{j} e^{-i \tau \phi_{j} \pm i \varphi_{j}} \tag{D10}
\end{align*}
$$

with $w_{b s \tau, \pm}\left(\boldsymbol{k}_{1}^{\prime}\right)=w_{x, b}\left(\boldsymbol{k}_{1}^{\prime}\right)+s \tau \Delta_{1 x, b}\left(\boldsymbol{k}_{1}^{\prime}\right) \pm i\left(w_{y, b}\left(\boldsymbol{k}_{1}^{\prime}\right)+\right.$ $\left.s \tau \Delta_{1 y, b}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)$.

At this point we have again to distinguish between the case of diagonal and off-diagonal elements. For the diagonal elements we have $\phi_{j}=0$, therefore $\sum_{j} e^{-i \tau \phi_{j}}=$ 3 in Eq. D8, while $\sum_{j} e^{-i \tau \phi_{j} \pm i \varphi_{j}}=\sum_{j} e^{ \pm i \varphi_{j}}=0$ in Eq. (D10) because $e^{i \varphi_{j}}$ are the complex cube roots of the unity and sum to zero. We have then $B_{b s \tau, x}=B_{b s \tau, y}=0$. The diagonal elements are therefore $\delta \boldsymbol{k}$-independent,

$$
\begin{equation*}
\delta H_{X s, X s}^{\mathrm{gr}, \tau}=-3 \sum_{b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)} \tag{D11}
\end{equation*}
$$

The off-diagonal elements have instead $\phi_{j} \in$ $\{0,2 \pi / 3,-2 \pi / 3\}$ and consequently $A_{b s \tau}=0$. Looking at Eq. D10, the sum $\sum_{j} e^{-i \tau \phi_{j}+i \varphi_{j}}$ is equal to 3 for $\tau=+$ and it is equal to 0 for $\tau=-$. On the other hand $\sum_{j} e^{-i \tau \phi_{j}-i \varphi_{j}}=0$ for $\tau=+$ and is equal to 3 for $\tau=-$. We conclude then that $B_{b s \tau, x}-i \tau B_{b s \tau, y}=0$ and $B_{b s \tau, y}=-i \tau B_{b s \tau, x}$, while $B_{b s \tau, x}+i \tau B_{b s \tau, y}=2 B_{b s \tau, x}$. Therefore

$$
\begin{equation*}
B_{b s \tau, x}=\frac{3}{2} \sum_{b} \frac{\left|t_{b}\left(\tau \boldsymbol{K}^{\theta}\right)\right|^{2}}{E_{b s \tau}\left(\boldsymbol{k}_{1}^{\prime}\right)^{2}} w_{b s \tau, \tau}\left(\boldsymbol{k}_{1}^{\prime}\right) \tag{D12}
\end{equation*}
$$

and $\delta H_{A s, B s}^{\mathrm{gr}, \tau}=B_{b s \tau, x} \tau \delta \boldsymbol{k}_{x}+B_{b s \tau, y} \tau \delta \boldsymbol{k}_{y}=B_{b s \tau, x}\left(\tau \delta \boldsymbol{k}_{x}-\right.$ $i \delta \boldsymbol{k}_{y}$ ) as reported in Eq. (13).

## Appendix E: Estimation of $t_{\|}$and $t_{\perp}$

According to Ref. 39 the value of $t_{\perp}$ for bilayer graphene is 110 meV . We expect $t_{\perp}$ for graphene/TMDC bilayers to be of the same order of magnitude because the distance between graphene and the closest chalcogen layer is $d_{\perp}=3.4 \AA^{[33}$ and happens to be equal to the distance reported between graphene layers ${ }^{3}$. For further comparison and in order to obtain the relative value of $t_{\|}$, we look at DFT calculations for graphene/TMDC heterostructures. Ref. 31 reports an induced valley Zeeman spin-orbit splitting in graphene of -0.26 meV from the $\mathrm{MoS}_{2}$ TMDC compound. This does not reveal immediately the values of $t_{\|}$and $t_{\perp}$, but we can extract information about them using Eq. (12). Substituting Eq. (5)


FIG. 6. Estimation of $t_{\|}$and $t_{\perp}$. (a). The blue ellipse indicates the possible values of $t_{\|}$and $t_{\perp}$ that give a valley Zeeman spin-orbit strength of -0.26 meV at $\theta=0^{\circ}$ for a corresponding value of $f_{G}=0.95$. (b). Magnification of (a). The red rectangle indicates the window of values where $\left|t_{\|}\right|,\left|t_{\perp}\right| \leq 100$ meV .
in Eq. (12), we expand the dependence of $\left|t_{b}\right|^{2}$ in $t_{\|}$and $t_{\perp}$,

$$
\begin{equation*}
\lambda_{\mathrm{VZ}}=\alpha t_{\|}^{2}+\beta t_{\perp}^{2}+2 \gamma t_{\|} t_{\perp} \tag{E1}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=3 \sum_{b} \frac{\widetilde{\alpha} \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)}{E_{b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)-\Delta_{0, b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)}, \\
& \beta=3 \sum_{b} \frac{\widetilde{\beta} \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)}{E_{b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)-\Delta_{0, b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)},  \tag{E2}\\
& \gamma=3 \sum_{b} \frac{\widetilde{\gamma} \Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)}{E_{b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)-\Delta_{0, b}^{2}\left(\boldsymbol{k}_{1}^{\prime}\right)} .
\end{align*}
$$

and

$$
\begin{gather*}
\widetilde{\alpha}=\left|c_{b x}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \cos \theta+c_{b y}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \sin \theta\right|^{2} \\
\widetilde{\beta}=\left|c_{b z}\left(\tau \boldsymbol{k}_{1}^{\prime}\right)\right|^{2} \\
\widetilde{\gamma}=-\operatorname{Im}\left[\left(c_{b x}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \cos \theta+c_{b y}\left(\tau \boldsymbol{k}_{1}^{\prime}\right) \sin \theta\right) c_{b z}^{*}\left(\tau \boldsymbol{k}_{1}^{\prime}\right)\right] . \tag{E3}
\end{gather*}
$$

We see that $\alpha, \beta$ and $\gamma$ depend on the orbital amplitudes $c_{b, x, y, z}\left(\tau \boldsymbol{k}_{1}^{\prime}\right)$, the band dispersion $E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ and the spin splitting $\Delta_{0, b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ which are intrinsic properties of the isolated TMDC layer and therefore can be readily calculated using the TB model of Ref. 48. The only missing external parameter is the value of $f_{G}$ which defines the distance of $E_{b}\left(\boldsymbol{k}_{1}^{\prime}\right)$ from the Dirac point. From Ref. 31, the Dirac point is very close to the conduction band of the TMDC and we set $f_{G}=0.95$, meaning that the Dirac point of graphene has an energy distance from the TMDC conduction band edge equal to $5 \%$ of the TMDC band gap. We plug the resulting $\alpha, \beta, \gamma$ and the value of $\lambda_{\mathrm{VZ}}=-0.26$ meV in Eq. (E1) and the solutions for $t_{\|}$and $t_{\perp}$ form an ellipse in the $\left(t_{\|}, t_{\perp}\right)$-plane (see Fig. 6). This ellipse is elongated and inclined by an angle of $\sim-40^{\circ}$. In principle all the points $\left(t_{\|}, t_{\perp}\right)$ on this ellipse give $\lambda_{\mathrm{VZ}}=-0.26$
meV, but some values are unphysically large. Zooming closely to the center, see Fig. 6(b), the ellipse touches the point $\left(t_{\|}, t_{\perp}\right)=(100,100) \mathrm{meV}$. Since this is the order of magnitude that we expect, we estimate $t_{\|} \approx t_{\perp} \approx 100$ meV .

## Appendix F: Rashba type induced spin-orbit coupling

In this section we will show that the induced Rashbalike SOC in graphene can be understood by taking into account spin-flip processes between even (e) and odd (o) bands of the TMDC. The energy bands of monolayer TMDCs can be classified as $e$ or $o$ under $\sigma_{h}$, which is the reflection with respect to the horizontal mirror plane of the TMDC.

Consider the following term in the effective low energy Hamiltonian of graphene that can be obtained in third order perturbation theory ${ }^{51}$,

$$
\begin{align*}
& \left(\delta H_{R}^{\mathrm{gr}, \tau}\right)_{X s, X^{\prime} s^{\prime}}= \\
& \sum_{j, b, b^{\prime}, s^{\prime \prime}, s^{\prime \prime \prime}} \frac{\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}\right)_{X s, b s^{\prime \prime}}\left(H_{\mathrm{soc}}\right)_{b s^{\prime \prime}, b^{\prime} s^{\prime \prime \prime}}\left(T_{\tau \boldsymbol{k}_{j}^{\prime}}^{\dagger}\right)_{b^{\prime} s^{\prime \prime \prime}, X^{\prime} s^{\prime}}}{\left[E_{D}^{\mathrm{gr}}-E_{b}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)\right]\left[E_{D}^{\mathrm{gr}}-E_{b^{\prime}}^{\mathrm{tmdc}}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)\right]} \tag{F1}
\end{align*}
$$

Here $b \neq b^{\prime}$ are band indices, and in the denominator we have neglected the dependence of the TMDC band energies $E_{b}^{\text {tmdc }}\left(\tau \boldsymbol{k}_{j}^{\prime}\right)$ on the intrinsic SOC (c.f., Eq. 10 ) because it would lead to higher order effects. Here, $\left(H_{\mathrm{soc}}\right)_{b s^{\prime \prime}, b^{\prime} s^{\prime \prime \prime}}$ are matrix elements of the SOC operator

$$
\begin{equation*}
\hat{H}_{\mathrm{soc}}=\gamma_{d} \hat{\boldsymbol{L}} \cdot \hat{\boldsymbol{S}}=\gamma_{d}\left(\hat{L}_{z} \hat{S}_{z}+\frac{1}{2}\left(\hat{L}_{+} \hat{S}_{-}+\hat{L}_{-} \hat{S}_{+}\right)\right) \tag{F2}
\end{equation*}
$$

which are non-zero only between $e$ and $o$ bands of the TMDC. Moreover $\gamma_{d}$ is the atomic SOC strength of the metal atoms' $d$ orbitals, $\hat{L}_{ \pm}=\hat{L}_{x} \pm i \hat{L}_{y}, \hat{L}_{z}$ are angular momentum operators and $\hat{\boldsymbol{S}}=\left(\hat{S}_{x}, \hat{S}_{y}, \hat{S}_{z}\right)^{T}$, $\hat{S}_{ \pm}=\hat{S}_{x} \pm i \hat{S}_{y}$ are spin operators, i.e. $\hat{\boldsymbol{S}}=(\hbar / 2) s$, where $\boldsymbol{s}=\left(s_{x}, s_{y}, s_{z}\right)^{T}$ are Pauli matrices. In order to show that Eq. (F1) describes Rashba-like induced SOC, we focus, as a first step, on the matrix element between an even $(b=e)$ and an odd $\left(b^{\prime}=o\right)$ band. At a general point $\mathbf{k}^{\prime}$ of the BZ the Bloch wavefunction of these bands can be written as

$$
\begin{align*}
&\left|e, \boldsymbol{k}^{\prime}\right\rangle=c_{e, x^{2}-y^{2}}\left(\boldsymbol{k}^{\prime}\right)\left|d_{x^{2}-y^{2}}, \boldsymbol{k}^{\prime}\right\rangle+c_{e, x y}\left(\boldsymbol{k}^{\prime}\right)\left|d_{x y}, \boldsymbol{k}^{\prime}\right\rangle \\
&+c_{e, z^{2}}\left(\boldsymbol{k}^{\prime}\right)\left|d_{z^{2}}, \boldsymbol{k}^{\prime}\right\rangle, \tag{F3a}
\end{align*}
$$

where $\left|d_{\mu}, \boldsymbol{k}^{\prime}\right\rangle$ are the usual Bloch wavefunctions formed using the $d$ atomic orbitals of the metal atoms, $\mu \in$ $\left\{x^{2}-y^{2}, x y, z^{2}, x z, y z\right\}$, and $c_{e(o), \mu}\left(\boldsymbol{k}^{\prime}\right)$ are complex amplitudes giving the weight of each type of atomic orbital
at a given k -space point. Other Bloch wavefunctions formed from the atomic orbitals $\left\{p_{z}, p_{x}, p_{y}\right\}$ of the chalcogen atoms have also finite weight in $\left|e(o), \boldsymbol{k}^{\prime}\right\rangle$ and as argued in previous sections, they are crucial to understand band-to-band tunneling. However, they are less important in the calculation of interband SOC matrix elements and therefore we do not take them into account explicitly in Eq. F33. The inter-band spin matrices of $\hat{H}_{\text {soc }}$ between these $e$ and $o$ bands can be written as

$$
\begin{align*}
{\left[H_{\mathrm{soc}}\left(\boldsymbol{k}^{\prime}\right)\right]_{e, o}=} & \left\langle e, \boldsymbol{k}^{\prime}\right| \hat{H}_{\mathrm{soc}}\left|o, \boldsymbol{k}^{\prime}\right\rangle \\
& =i \gamma_{d}\left[\alpha_{e, o}^{(x)}\left(\boldsymbol{k}^{\prime}\right) \hat{S}_{x}+\alpha_{e, o}^{(y)}\left(\boldsymbol{k}^{\prime}\right) \hat{S}_{y}\right] \tag{F4}
\end{align*}
$$

where $\alpha_{e, o}^{(x)}=\left(c_{e, x^{2}-y^{2}}\right)^{*} c_{o, y z}-\left(c_{e, x y}\right)^{*} c_{o, x z}+$ $\sqrt{3}\left(c_{e, z^{2}}\right)^{*} c_{o, y z} \quad$ and $\quad \alpha_{e, o}^{(y)}=\left(c_{e, x^{2}-y^{2}}\right)^{*} c_{o, x z}+$ $\left(c_{e, x y}\right)^{*} c_{o, y z}-\sqrt{3}\left(c_{e, z^{2}}\right)^{*} c_{o, x z} \quad$ (for simplicity, we have suppressed the dependence of $\alpha_{e, o}^{(x, y)}$ on $\boldsymbol{k}^{\prime}$, which will be restored later). Eq. (F4) can be easily obtained by taking into account Table I. Note that $\left(H_{\mathrm{soc}}\right)_{e, o}$ in Eq. (F4 has only off-diagonal non-zero elements in spin-space $\uparrow, \downarrow$, i.e., it describes spin-flip processes between the two bands. The term that would be $\sim \hat{S}_{z}$ vanishes between $e$ and $o$ bands by symmetry.

| Orbital | $d_{x z}$ | $d_{y z}$ |
| :---: | :---: | :---: |
| $d_{z^{2}}$ | $-i \sqrt{3} \hat{S}_{y}$ | $i \sqrt{3} \hat{S}_{x}$ |
| $d_{x y}$ | $-i \hat{S}_{x}$ | $i \hat{S}_{y}$ |
| $d_{x^{2}-y^{2}}$ | $i \hat{S}_{y}$ | $i \hat{S}_{x}$ |

TABLE I. Matrix elements of the SOC operator in the basis of $\left\{d_{x^{2}-y^{2}}, d_{x y}, d_{z^{2}}, d_{x z}, d_{y z}\right\}$ atomic orbitals.

As one can see from Eq. (F1), one needs to calculate $\left(H_{\mathrm{soc}}\right)_{e s^{\prime \prime}, o s^{\prime \prime \prime}}$ at the three $\boldsymbol{k}_{j}^{\prime} \overline{\mathrm{BZ}}$ points of the TMDC defined in Eq. (4) that satisfy the quasimomentum conservation for interlayer tunneling. These points are related to each other by a $2 \pi / 3$ rotation. Following Ref. 58, we may write $\left|e(o), R_{ \pm 2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right\rangle=R_{ \pm 2 \pi / 3}\left|e(o), \boldsymbol{k}_{1}^{\prime}\right\rangle$, where $R_{ \pm 2 \pi / 3}$ denotes rotation by $\pm 2 \pi / 3$. Therefore, given
$\left\langle e, \boldsymbol{k}_{1}^{\prime}\right| \hat{H}_{\mathrm{soc}}\left|o, \boldsymbol{k}_{1}^{\prime}\right\rangle$, one needs to evaluate

$$
\begin{align*}
& \left\langle e, R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right| \hat{H}_{\mathrm{soc}}\left|o, R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right\rangle= \\
& \quad\left\langle e, \boldsymbol{k}_{1}^{\prime}\right|\left(R_{2 \pi / 3}\right)^{\dagger} \hat{H}_{\mathrm{soc}} R_{2 \pi / 3}\left|o, \boldsymbol{k}_{1}^{\prime}\right\rangle  \tag{F5a}\\
& \left\langle e, R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right| \hat{H}_{\mathrm{soc}}\left|o, R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right\rangle= \\
& \left\langle e, \boldsymbol{k}_{1}^{\prime}\right|\left(R_{-2 \pi / 3}\right)^{\dagger} \hat{H}_{\mathrm{soc}} R_{-2 \pi / 3}\left|o, \boldsymbol{k}_{1}^{\prime}\right\rangle \tag{F5b}
\end{align*}
$$

This means that the necessary matrix elements can be calculated using $\left|e, \boldsymbol{k}_{1}^{\prime}\right\rangle$ and $\left|o, \boldsymbol{k}_{1}^{\prime}\right\rangle$ and a rotated $\hat{H}_{\text {soc }}$. The transformed operators $\left(R_{ \pm 2 \pi / 3}\right)^{\dagger} \hat{H}_{\text {soc }} R_{ \pm 2 \pi / 3}$ can be easily calculated by noticing that

$$
\begin{gather*}
\left(R_{ \pm 2 \pi / 3}\right)^{\dagger} \hat{L}_{z} R_{ \pm 2 \pi / 3}=\hat{L}_{z}  \tag{F6a}\\
R_{2 \pi / 3} \hat{L}_{ \pm}\left(R_{2 \pi / 3}\right)^{\dagger}=e^{\mp i 2 \pi / 3} \hat{L}_{ \pm}  \tag{F6b}\\
R_{-2 \pi / 3} \hat{L}_{ \pm}\left(R_{-2 \pi / 3}\right)^{\dagger}=e^{ \pm i 2 \pi / 3} \hat{L}_{ \pm} \tag{F6c}
\end{gather*}
$$

Let us define the vectors $\boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)=$ $\left(\alpha_{e, o}^{(x)}\left(\boldsymbol{k}_{1}^{\prime}\right), \alpha_{e, o}^{(y)}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)^{T}, \quad \boldsymbol{S}=\left(S_{x}, S_{y}\right)^{T}$. Then one finds that

$$
\begin{align*}
{\left[H_{\mathrm{soc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o} } & =i \gamma_{d} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right) \cdot \boldsymbol{S},  \tag{F7a}\\
{\left[H_{\mathrm{soc}}\left(R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o} } & =i \gamma_{d}\left(R_{2 \pi / 3} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)\right) \cdot \boldsymbol{S},  \tag{F7b}\\
{\left[H_{\mathrm{soc}}\left(R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o} } & =i \gamma_{d}\left(R_{-2 \pi / 3} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)\right) \cdot \boldsymbol{S} . \tag{F7c}
\end{align*}
$$

Note that $\boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)$ in Eqs. F7) is in general a complex vector because the weights $c_{e(o), \mu}\left(\boldsymbol{k}_{1}^{\prime}\right)$ of the atomic orbitals in band $e(o)$ can be complex.

We can compute now the contribution to $\delta H_{R}^{\mathrm{gr}, \tau}$ from the interaction of two bands of the TMDC (e.g., the conduction band which is $e$ and the first $o$ band above the conduction band). Then the indices $b$ and $b^{\prime}$ in Eq. (F1) can take the values $\left(b, b^{\prime}\right)=(e, o)$ and $\left(b, b^{\prime}\right)=(o, e)$. For simplicity we focus on the Dirac point $\boldsymbol{K}$, i.e., $\tau=1$. Note that the energy differences $\left(E_{D}^{\mathrm{gr}}-E_{b}^{\mathrm{tmdc}}\left(\boldsymbol{k}_{j}^{\prime}\right)\right)$ and $\left(E_{D}^{\mathrm{gr}}-E_{b^{\prime}}^{\mathrm{tmdc}}\left(\boldsymbol{k}_{j}^{\prime}\right)\right)$ appearing in Eq. (F1) are equal for all $\boldsymbol{k}_{j}^{\prime}$ because of the threefold rotational $\left(C_{3}\right)$ symmetry of the TMDC. Therefore the corresponding factor can be pulled out of the sum in Eq. (F1). Using Eq. (9) one may write explicitly

$$
\begin{align*}
& \delta H_{R}^{\mathrm{gr}}=\frac{1}{\left(E_{D}^{\mathrm{gr}}-E_{e}^{\mathrm{tmdc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)\left(E_{D}^{\mathrm{gr}}-E_{o}^{\mathrm{tmdc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)}\left[\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) \otimes\left[T_{e, o}\left[H_{\mathrm{soc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}+T_{o, e}\left[H_{\mathrm{soc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]_{o, e}\right]\right. \\
&+\left(\begin{array}{cc}
1 & e^{-2 i \pi / 3} \\
e^{2 i \pi / 3} & 1
\end{array}\right) \otimes\left[T_{e, o}\left[H_{\mathrm{soc}}\left(R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}+T_{o, e}\left[H_{\mathrm{soc}}\left(R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{o, e}\right] \\
&\left.\quad+\left(\begin{array}{cc}
1 & e^{2 i \pi / 3} \\
e^{-2 i \pi / 3} & 1
\end{array}\right) \otimes\left[T_{e, o}\left[H_{\mathrm{soc}}\left(R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}+T_{o, e}\left[H_{\mathrm{soc}}\left(R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{o, e}\right]\right] . \tag{F8}
\end{align*}
$$

Here $T_{e, o}=t_{e}\left(\boldsymbol{K}^{\theta}\right) t_{o}^{*}\left(\boldsymbol{K}^{\theta}\right)$ where $t_{b}\left(\boldsymbol{K}^{\theta}\right)$ is given in
Eq. (5), $T_{o, e}=T_{e, o}^{*}$ and $\left[H_{\mathrm{soc}}\left(\boldsymbol{k}^{\prime}\right)\right]_{o, e}=\left[H_{\mathrm{soc}}\left(\boldsymbol{k}^{\prime}\right)\right]_{e, o}^{\dagger}$. Let
us write $T_{e, o}=\left|T_{e, o}\right| e^{i \eta}$, then using Eqs. F7

$$
\begin{align*}
T_{e, o}\left[H_{\mathrm{soc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}+T_{e, o}^{*}\left[H_{\mathrm{soc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}^{\dagger} & =i \gamma_{d}\left|T_{e, o}\right|\left(e^{i \eta} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)-e^{-i \eta}\left(\boldsymbol{n}_{e, o}\right)^{*}\left(\boldsymbol{k}_{1}^{\prime}\right)\right) \cdot \boldsymbol{S} \\
& =-2 \gamma_{d}\left|T_{e, o}\right|\left(\operatorname{Im}\left[e^{i \eta} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]\right) \cdot \boldsymbol{S} \\
& =2 i \gamma_{d}\left|T_{e, o}\right|\left(\begin{array}{cc}
0 & \Lambda_{2}\left(\boldsymbol{k}_{1}^{\prime}\right) \\
\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right) & 0
\end{array}\right)  \tag{F9a}\\
T_{e, o}\left[H_{\mathrm{soc}}\left(R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}+T_{e, o}^{*}\left[H_{\mathrm{soc}}\left(R_{2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}^{\dagger} & =-2 \gamma_{d}\left|T_{e, o}\right|\left(R_{2 \pi / 3} \operatorname{Im}\left[e^{i \eta} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]\right) \cdot \boldsymbol{S} \\
& =2 i \gamma_{d}\left|T_{e, o}\right|\left(\begin{array}{cc}
0 & e^{-2 i \pi / 3} \Lambda_{2}\left(\boldsymbol{k}_{1}^{\prime}\right) \\
e^{2 i \pi / 3} \Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right) & 0
\end{array}\right)  \tag{F9b}\\
T_{e, o}\left[H_{\mathrm{soc}}\left(R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}+T_{e, o}^{*}\left[H_{\mathrm{soc}}\left(R_{-2 \pi / 3} \boldsymbol{k}_{1}^{\prime}\right)\right]_{e, o}^{\dagger} & =-2 \gamma_{d}\left|T_{e, o}\right|\left(R_{-2 \pi / 3} \operatorname{Im}\left[e^{i \eta} \boldsymbol{n}_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]\right) \cdot \boldsymbol{S} \\
& =2 i \gamma_{d}\left|T_{e, o}\right|\left(\begin{array}{cc}
0 & e^{2 i \pi / 3} \Lambda_{2}\left(\boldsymbol{k}_{1}^{\prime}\right) \\
e^{-2 i \pi / 3} \Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right) & 0
\end{array}\right) . \tag{F9c}
\end{align*}
$$

Here $\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)=-\operatorname{Im}\left[e^{i \eta} \alpha_{e, o}^{(y)}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]+i \operatorname{Im}\left[e^{i \eta} \alpha_{e, o}^{(x)}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]$ and $\Lambda_{2}\left(\boldsymbol{k}_{1}^{\prime}\right)=\operatorname{Im}\left[e^{i \eta} \alpha_{e, o}^{(y)}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]+i \operatorname{Im}\left[e^{i \eta} \alpha_{e, o}^{(x)}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]$. Note that one can write $\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)=\left|\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)\right| e^{i \vartheta\left(\boldsymbol{k}_{1}^{\prime}\right)}$ and $\Lambda_{2}\left(\boldsymbol{k}_{1}^{\prime}\right)=$ $-\left|\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)\right| e^{-i \vartheta\left(\boldsymbol{k}_{1}^{\prime}\right)}$ where $\vartheta\left(\boldsymbol{k}_{1}^{\prime}\right)=\operatorname{Arg}\left[\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)\right]$. Substituting now Eqs. (F9) into Eq. (F8) one finds

$$
\delta H_{R}^{g r}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{F10}\\
0 & 0 & i \lambda_{R}\left(\boldsymbol{k}_{1}^{\prime}\right) e^{i \vartheta\left(\boldsymbol{k}_{1}^{\prime}\right)} & 0 \\
0 & -i \lambda_{R}\left(\boldsymbol{k}_{1}^{\prime}\right) e^{-i \vartheta\left(\boldsymbol{k}_{1}^{\prime}\right)} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

where

$$
\begin{equation*}
\lambda_{R}\left(\boldsymbol{k}_{1}^{\prime}\right)=\frac{6 \gamma_{d}\left|T_{e, o}\left(\boldsymbol{k}_{1}^{\prime}\right)\right|\left|\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)\right|}{\left(E_{D}^{\mathrm{gr}}-E_{e}^{\operatorname{tmdc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)\left(E_{D}^{\mathrm{gr}}-E_{o}^{\operatorname{tmdc}}\left(\boldsymbol{k}_{1}^{\prime}\right)\right)} . \tag{F11}
\end{equation*}
$$

Eq. (F11) is the strength of the Rashba type SOC induced in graphene by each pair of $e$ and $o$ bands. As Eq. (F1) shows, in order to calculate the total SOC coupling $\lambda_{R}\left(\boldsymbol{k}_{1}^{\prime}\right)$ one needs to sum up the contributions coming from all pairs of even and odd bands with the correct phase factors shown in Eq. F10). A similar result to Eq. (F10) can be obtained in an analogous way for the
opposite Dirac point $-\boldsymbol{K}$.
We conclude this Appendix commenting the technique used to produce Fig. 5, which plots Eq. (F11) for three different pairs of $e$ and $o$ bands and their total sum. In Eq. (F11), $\Lambda_{1}\left(\boldsymbol{k}_{1}^{\prime}\right)$ contains the SOC matrix elements $\alpha_{e, o}^{(x)}$ and $\alpha_{e, o}^{(y)}$ that we obtained with the TB model of Ref. 48. These matrix elements are computed separately for each point of the TMDC BZ, but this procedure leads to several phase jumps of $\pm \pi$ in their complex value across the entire BZ. This indeed hinders the computation of $\lambda_{R}\left(\boldsymbol{k}_{1}^{\prime}\right)$. We were able to partially smooth the phases of these matrix elements with the help of the NumPy function unwrap ${ }^{59}$. This function is designed to work on one dimensional data and its generalization to two dimensional arrays, as we would need in this case, is non-trivial. Nevertheless the result is satisfactory between twist angles $\theta=0^{\circ}$ and $\theta=30^{\circ}$. Instead, between $\theta=30^{\circ}$ and $\theta=60^{\circ}$ the surviving phase jumps cause the values of $\lambda_{R}$ to also change abruptly. Analysing Eq. (F11) one notices that the values of $\lambda_{R}$ for $\theta \in\left[0^{\circ}, 30^{\circ}\right]$ must be equal to those for $60^{\circ}-\theta$. This comes from the fact that the tunneling $\left|T_{e, o}\right|$, the TMDC band dispersion and the SOC matrix elements in $\Lambda_{1}$ have this same symmetry (see Fig. 3(f) and Ref. 27). Therefore, in Fig. 5 we have used for $\theta \in\left[30^{\circ}, 60^{\circ}\right]$ the same values of $\lambda_{R}$ as for $\theta \in\left[0^{\circ}, 30^{\circ}\right]$ but mirrored with respect to $\theta=30^{\circ}$.
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