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Entanglement and magnetism in high-spin graphene nanodisks
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We investigate the ground-state properties of triangular graphene nanoflakes with zigzag edge
configurations. The description of zero-dimensional nanostructures requires accurate many-body
techniques since the widely used density-functional theory with local density approximation or
Hartree-Fock methods cannot handle the strong quantum fluctuations. Applying the unbiased
density-matrix renormalization group algorithm we calculate the magnetization and entanglement
patterns with high accuracy for different interaction strengths and compare them to the mean-field
results. With the help of quantum information analysis and subsystem density matrices we reveal
that the edges are strongly entangled with each other. We also address the effect of electron and
hole doping and demonstrate that the magnetic properties of triangular nanoflakes can be controlled
by electric field, which reveals features of flat-band ferromagnetism. This may open up new avenues
in graphene based spintronics.

PACS numbers: 71.10.Fd, 71.10.Hf, 73.22.-f

I. INTRODUCTION

Up to lately a common stereotype has been that mag-
netism is primarily attributed to d electron systems.
Nowadays more and more supporting evidence emerges
that sp electron systems can host also magnetic moments,
moreover, the spmagnetism is predicted to be stable even
at room temperature1. After the observation of magnetic
moments in defective samples2,3, enormous attention has
been paid to monolayer graphene to investigate if it can
exhibit long-range magnetic order. The emergence of
long-range magnetic order in graphene is expected along
the zigzag edges of samples due to their peculiar nature.
The existence of such magnetic order has been contro-
versial until the appearance of modern nanofabrication
methods due to the poor edge quality in experiments.
The recent development of top-bottom techniques allows
now us to tailor graphene samples with atomic precision4,
and the bottom-up synthesis is capable of creating even
smaller nanostructures5–7. The most studied nanostruc-
tures with zigzag edges are the graphene nanoribbons,
hexagonal and triangular nanoflakes. It has been demon-
strated that nanoribbons can be accessed by scanning-
tunneling litography4 and bottom-up synthesis as well8.
The theoretically predicted9–16 magnetism of nanorib-
bons with zigzag edges has been corroborated by several
indirect experimental evidence7,17,18 since direct observa-
tion of magnetic moments would require a macroscopic
quantity of nanoribbons which is beyond the scope of
the present techniques. The fast development of bottom-
up techniques triggered the investigation of other geome-
tries, like the hexagonal and triangular nanoflakes. Very
recently, a nanoflake close to a triangular shape has been

created with chemical vapour deposition.19 The hexag-
onal structure consists of equal number of atoms from
both sublattice, while the triangular one is, however,
an uncompensated lattice, which has attracted signifi-
cant attention recently.20–22 This interest is due to the
topological frustration21 caused by the sublattice imbal-
ance which leads to a ground-state degeneracy propor-
tional to the system size.22 The triangular structure is
also interesting from another point of view, namely, it
has a ground state with nonzero spin, whose magnitude
is proportional to the sublattice imbalance according to
Lieb’s theorem.23 Thus, unlike in compensated lattices
(graphene nanoribbons, hexagonal nanoflakes), where
magnetism occurs beyond certain sizes of the zigzag seg-
ments, triangular systems are expected to be magnetic
for all sizes. The possibility that they can host net mag-
netic moments has inspired active research in this field.
The magnetic properties of these nanodisks have been ex-
plored by various techniques, including Hartree-Fock20,
density-functional theory (DFT),24 and configuration-
interaction methods.25,26 In low-dimensional systems cor-
relation effects become important whose proper treat-
ment requires accurate many-body techniques. Besides a
few relevant studies for nanoribbons15,16,27 and hexago-
nal structures28,29, such an analysis for triangular struc-
tures is still lacking.

Our goal in this paper is to fill this gap by per-
forming large-scale numerical simulations with the un-
biased density-matrix renormalization group algorithm
(DMRG).30 With the help of the true many-body ground
state we can analyze its entanglement structure, further-
more, its total spin can be directly assessed,31 which can-
not be done in DFT or mean-field calculations. We check
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the reliability of mean-field theory for nanodisks by com-
paring the magnetization to the DMRG results. Fur-
thermore, we compare the ground-state properties away
from half-filling with those obtained from configuration
interaction methods.
The paper is organized as follows. In Sec. II. we pro-

vide the details of our DMRG calculations and describe
the main steps of the mean-field approach. In Sec. III. we
briefly recall the properties of the noninteracting system
and in Sec. III. A our DMRG results are presented us-
ing the elements of quantum information theory, while in
Sec. III. B the magnetic properties are discussed in the
half-filled case and compared to the mean-field results.
In Sec. III. C we address the role of hole and electron
doping and show that the system displays the features
of a flat-band ferromagnetism also away from half band
filling.32 Finally, in Sec. IV. we conclude our results.

II. METHODS

We consider the widely used π-band model of graphene
to describe the triangular quantum dot including a local
Hubbard-interaction term,

H = −t
∑

〈ij〉

ĉ†i ĉj + U
∑

i

n̂i↑n̂i↓, (1)

where t = 2.7 eV is the nearest-neighbor hopping ampli-
tude, and U is the strength of the local Coulomb interac-
tion. In spite of its simplicity, it has been shown that the
Hubbard model with properly chosen parameters and fill-
ings can quantitatively reproduce experimental results in
graphene systems.18,19 However, less attention has been
paid to the model’s properties on a triangular nanoflake.
To gain some physical insight into the properties of a

triangular nanoflake, we apply the mean-field approach
first. By neglecting the fluctuation terms in the Hamil-
tonian (1), we obtain an effective single-particle Hamil-
tonian

HMF = −t
∑

〈ij〉σ

ĉ†iσ ĉjσ + U
∑

iσ

〈n̂iσ̄〉n̂iσ, (2)

where the unknown electron densities, 〈n̂iσ̄〉 are deter-
mined by using the standard self-consistent procedure.
To account for the quantum fluctuations and

many-body effects, we use the real-space DMRG
algorithm30,33–37. We map our short-ranged 2D Hamilto-
nian to a one-dimensional chain topology with long-range
couplings (see Sec. III, Fig. 2). The area law limits the
available system sizes since the DMRG cost scales ex-
ponentially with the entanglement entropy which is pro-
portional to the size of the triangle. In order to decrease
the truncation errors to the order of 10−4, we kept up to
20000 block states. With such a large bond dimension,
we were able to determine the many-body ground state
and correlation functions accurately.

FIG. 1. The energy spectrum of the noninteracting system.
The inset shows the investigated system, the circled levels
form the degenerate shell at the Fermi level.

III. RESULTS

We start by briefly recalling the properties of the non-
interacting case. The system we consider is seen in the
inset of Fig. 1. Just like in zigzag nanoribbons zero-
energy states appear at the Fermi energy, but here they
form a degenerate shell due to the absence of transla-
tional symmetry.38 Their degeneracy is Nedge−1 accord-
ing to the general theorem in triangular nanodisks,22

where Nedge is the number of edge atoms along a side
of the triangle. These degenerate states are sensitive to
electron-electron interaction and play a crucial role – like
in the fractional quantum Hall effect39 – and are respon-
sible for the flat-band magnetism32 occurring in the sys-
tem.

A. Quantum information analysis, correlation

functions

First, we examine the ground-state properties of the
half-filled system by calculating various correlation func-
tions. We study the correlations between two arbitrary
sites within our system, which can be characterized by
the mutual information,40–42

Iij = si + sj − sij . (3)

It measures all types of correlations (both of classical and
quantum origin) between sites i and j. This quantity is
often referred as the strength of entanglement between
the two sites embedded in the whole system. Here si and
sij are the one- and two-site von Neumann entropies,43–48

respectively, that can be calculated from the correspond-
ing one- and two-site reduced density matrices,

si = −Trρi ln ρi, (4)

sij = −Trρij ln ρij , (5)
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FIG. 2. Entanglement patterns in a zigzag nanodisk for
U = 0. The magnitude of the mutual information components
is encoded using the grayscale in the sidebar. The numbers in-
dicate the positions of sites along the one-dimensional DMRG
topology.
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FIG. 3. Similar to Fig. 2 but for U/t = 2.

where ρi (ρij) is the reduced density matrix of site i (sites
i and j), which is obtained from the density matrix of
the total system by tracing out the configurations of all
other sites. In what follows, we explore the entanglement
structure of the ground state by calculating the mutual
information for different values of the Hubbard interac-
tion to investigate the role of the electron-electron inter-
action. We begin with the noninteracting case, the entan-
glement structure within the nanodisk is shown in Fig. 2
for U = 0. It is immediately seen that only short-ranged
correlation develop between the sites, which is typical for
noninteracting systems. This drastically changes as the
interaction is switched on, as is seen in Fig. 3 for U/t = 2.
We can observe that the sites along each zigzag edge
becomes correlated, moreover, long-ranged entanglement
appears between any two edges. This is somewhat simi-
lar to what happens in zigzag nanoribbons, but there are
some important differences which will be explained in the

following. The fact that the edge sites are the most en-
tangled can be visualized by considering the correlation
values about a given threshold (10−2) and counting the
degree of each site. As it can be easily seen from Fig. 4
the edge sites that belong to the zigzag-edge sublattice
possess the largest degree.
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FIG. 4. The degree of lattice sites in Fig. 3 taking into account
mutual information bonds larger than 10−2.

The mutual information provides us an overall picture
about which sites are strongly correlated with each other.
To reveal its origin, it is instructive to investigate the
eigensystem of the corresponding two-site density matri-
ces. As a first step, we consider two neighboring zigzag
sites at the edge, (4 and 6 in Fig. 3), and solve the eigen-
value problem of the corresponding two-site reduced den-
sity matrix, ρ4,6. In its eigenvalue spectrum, the most
significant eigenvalue (ω = 0.13) is threefold degenerate,
and the corresponding eigenvectors are:

φ
(1)
4,6 = | ↑〉4| ↑〉6,

φ
(2)
4,6 =

1√
2
(| ↑〉4| ↓〉6 + | ↓〉4| ↑〉6〉),

φ
(3)
4,6 = | ↓〉4| ↓〉6.

(6)

Thus, the electrons in sites 4 and 6 form a triplet. Qual-
itatively, we have the same result between every pair of
sites along a zigzag edge, therefore ferromagnetic corre-
lation emerges at the edges, which is the usual behav-
ior that one expects. It is more interesting to perform
this analysis for a pair of sites that are on two adjacent
edges, for example 4 and 32. A similar analysis of ρ4,32
yields that we have the same eigensystem for the most
significant eigenvalue (ω = 0.12) as in the previous case.
Based on the strong mutual information between every
pair of edges, we can conclude that strong ferromagnetic
coupling arises between the edges that has not been re-
ported before. Note that a similar scenario occurs in
nanoribbons, namely, the correlations between sites along
a zigzag edge are ferromagnetic, too, but there the cou-
pling between the two edges is antiferromagnetic. The
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reason is that in the nanoflake the edge sites consist of
the same sublattice sites, while in nanoribbons the sites of
two zigzag edges belong to the two different sublattices.
The nearest-neighbor correlation remains antiferromag-
netic in the nanodisk too, which can be seen immediately
from the analysis of ρ4,5, where the eigenvector belonging
to the dominating eigenvalue ω = 0.42 is a singlet:

φ4,5 =

0.59(| ↑〉4| ↓〉5 − | ↓〉4| ↑〉5)
+ 0.39(| ↑↓〉4|0〉5 + |0〉4| ↑↓〉5).

(7)

The result is qualitatively the same for any nearest-
neighbor pair.

B. Magnetic properties at half filling

In the previous subsection the behavior of correlation
functions were studied, but – as mentioned in the Intro-
duction – the magnetism of triangular nanodisks is espe-
cially interesting since even as small system as ours can
exhibit net magnetic moments. We calculate the total
spin of the ground state using the spin-spin correlation
functions:

〈S2〉 =
〈

1

2

∑

ij

(

S+
i S−

j + S−
i S+

j

)

+
∑

ij

Sz
i S

z
j

〉

. (8)

In the half-filled case we find that the ground state has
always S = 2 spin for U > 0 as it is dictated by the
sublattice imbalance (NA − NB = 4) and Lieb’s theo-
rem (NA −NB = 2S). However, the spin distribution is
far from trivial and depends strongly on the Hubbard U .
Since the mean-field theory is widely used for the descrip-
tion of graphene nanostructures, we check its predictions
for the magnetization.
The results from both methods are shown in Fig. 5 for

various values of the Hubbard interaction. In the non-
interacting case, the ground state is not uniqe, therefore
we choose the Sz

tot = 2 sector to be able to compare
the magnetization with the DMRG result. At U = 0
both methods give naturally the same result, namely,
only the sites of sublattice A (zigzag edge sites, shown
by the blue circles) are polarized. Sublattice B can be
identified where 〈Sz

i 〉 = 0, which was found to be of
the order of 10−3 − 10−4 in our DMRG calculations.
Switching on U results in the enhancement of nearest-
neighbor antiferromagnetic correlations, and as a result,
finite magnetization appears on the sites of sublattice B.
It is remarkable that the mean-field theory gives quite
close results to those of DMRG regarding the magnetiza-
tion on sublattice A (the difference is around 15%), while
it significantly overestimates the polarization on sublat-
tice B, by a factor of 2. The edges carry most of the
net magnetic moments. For strong Coulomb interaction,
U/t = 4, the mean-field theory predicts large polarization
inside the nanodisk like along the edges and their values

are grossly overestimated compared to the DMRG re-
sults. The failure of the mean-field theory can be traced
back to the fact that the infinite honeycomb lattice be-
comes antiferromagnetic above Uc/t ∼ 2.2 in the mean-
field approach, and our calculation reflects this tendency.
The DMRG results also show enhanced magnetization
inside the nanoflake, however, their values are still less
than the moments appearing at the edges. Larger values
of U for graphene are unphysical, since at Uc/t ∼ 3.9
a Mott transition occurs in the two-dimensional honey-
comb lattice.49–51

C. Magnetic properties for electron and hole

doping

Lastly, we address the effect of hole and electron dop-
ing in the triangular nanoflake. While Lieb’s theorem
clearly determines the spin of the ground state in the
half-filled case, it cannot be used away from half-filling.
Previous calculations based on the configuration interac-
tion method pointed out that doping can crucially affect
the spin of the ground state.25,26 Our findings are sum-
marized in Fig. 6, where the total spin is plotted against
the filling of the fourfold degenerate shell in Fig.1.

We find that the maximum spin belongs to the half-
filled case, and it gradually decreases as we move away
from half filling and it vanishes as soon as the shell is
completely filled or becomes empty. What is common
with the previous results25,26 is that (i) the maximum
spin corresponds to the half-filled case, (ii) the nanoflake
exhibits magnetization as long as the degenerate shell is
partially filled and it disappears if it is fully occupied or
no electrons occupy the shell. The configuration interac-
tion method predicts a monotonous decrease of the spin
for hole doping, just like in our case, however, for electron
doping a non-monotonous behavior is predicted. Namely,
when 5 electrons occupy the shell (this means adding
a single electron to the half-filled system), a strong de-
polarization occurs and the ground state has a spin of
S = 1/2. In contrast, our calculation yields S = 3/2 for
the same filling. Our results are supported by Mielke’s
and Tasaki’s results for ’flat-band ferromagnetism’.32 In
degenerate systems, e.g., in partially filled atomic shells,
the ground state has maximal spin (Hund’s rule) because
a ferromagnetic aliagement of the electrons’ spins mini-
mizes the Coulomb repulsion at no cost of the kinetic
energy. This immediately leads to the pattern seen in
Fig. 6. Our results suggest that the triangular nanoflakes
may be used as building blocks for spintronic devices, the
magnetism is being stable against doping and no com-
plete depolarization occurs which would limit their us-
ability. Since doping can be controlled by an external
electric field, it makes the triangular nanoflake an ideal
candidate for spintronic applications.
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FIG. 5. The local magnetic moments (Sz

i ) of the ground for various values of U . The magnitude of up (blue) and down (red)
moments are proportional to the area of the circles.

S

0.0

1.0

2.0

shell filling

0 2 4 6 8

FIG. 6. The ground-state spin for U/t = 2 as a function of
filling of the fourfold degenerate shell in Fig.1. The line is
guide to the eye. The numerical error of S was within the
size of the symbols.

IV. CONCLUSIONS

In this paper we examined ground-state properties
of triangular graphene nanoflakes by performing large-
scale numerical calculations with the unbiased DMRG
method. After a short revisit of the noninteracting case,
we use the elements of quantum information theory to
reveal that strongly entangled edge states emerge in this
system. Its source can be attributed to the long-range
ferromagnetic correlations between the edges that have
not been pointed out so far. We also examined the mag-
netic properties of the triangular nanodisk and compared
the magnetization values to those of mean-field results for
various values of the Hubbard interaction. It turned out
that for U/t ∼ 2 the mean-field theory gives fairly good
estimates for the edge magnetization, while it overesti-
mates the magnetization in the bulk. Close to the Mott
transition, the mean-field approach results in completely
wrong magnetization values which is due to the enhanced
quantum fluctuations. In each case we obtained a quintet
ground state in agreement with Lieb’s theorem.

Finally, we considered the effect of electron and hole
doping in the system. By calculating the spin correla-
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tion functions, the ground-state spin could be unambigu-
ously determined for all possible fillings of the degener-
ate shell. We found that the ground-state spin decreases
gradually as the system is doped away from half-filling
and the ground state becomes singlet for a completely
empty or full shell, in agreement with the prediction of
flat band ferromagnetism. In particular, the high-spin
ground state is preserved in the sense that no complete
depolarization occurs for small doping.
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Phys. Rev. B 94, 165147 (2016).

17 S. Wang, L. Talirz, C. A. Pignedoli, X. Feng, K. Müllen,
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