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ABSTRACT

We use a cosmological hydrodynamic simulation calculated with Enzo and the semi-analytic galaxy formation model

(SAM) GAMMA to address the chemical evolution of dwarf galaxies in the early universe. The long-term goal of the

project is to better understand the origin of metal-poor stars and the formation of dwarf galaxies and the Milky Way

halo by cross-validating these theoretical approaches. We combine GAMMA with the merger tree of the most massive

galaxy found in the hydrodynamic simulation and compare the star formation rate, the metallicity distribution function

(MDF), and the age-metallicity relationship predicted by the two approaches. We found that the SAM can reproduce

the global trends of the hydrodynamic simulation. However, there are degeneracies between the model parameters

and more constraints (e.g., star formation efficiency, gas flows) need to be extracted from the simulation to isolate

the correct semi-analytic solution. Stochastic processes such as bursty star formation histories and star formation

triggered by supernova explosions cannot be reproduced by the current version of GAMMA. Non-uniform mixing in the

galaxy’s interstellar medium, coming primarily from self-enrichment by local supernovae, causes a broadening in the

MDF that can be emulated in the SAM by convolving its predicted MDF with a Gaussian function having a standard

deviation of ∼0.2 dex. We found that the most massive galaxy in the simulation retains nearby 100 % of its baryonic

mass within its virial radius, which is in agreement with what is needed in GAMMA to reproduce the global trends of the

simulation.
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2 Côté et al.

1. INTRODUCTION

The hierarchical nature and physical complexity of

galaxy formation makes it challenging to create physi-

cally realistic and computationally tractable models that

incorporate all stages of a galaxy’s history, from the very

first stars to the present day. A further layer of difficulty

arises from the fact that observations of the early uni-

verse via campaigns such as the Hubble Ultra-Deep Field

and the Hubble Frontier Fields (e.g., Williams et al.

1996; Beckwith et al. 2006; Illingworth et al. 2013; Atek

et al. 2014; Ishigaki et al. 2015) tend to measure differ-

ent and less detailed quantities than observations of the

Milky Way and its neighbors galaxies (Frebel & Norris

2015; Bland-Hawthorn & Gerhard 2016). As a result,

using observations to inform the models is a non-trivial

endeavour. In this paper, we present the first steps to-

ward developing reliable chemical evolution models for

the early universe, using high-redshift cosmological hy-

drodynamic simulations of galaxy formation to calibrate

them.

Theoretical studies of galaxy formation typically

take one of two approaches to build upon analytic

efforts, each of which has its own strengths and lim-

itations. The first approach uses cosmological simula-

tions that employ as much physics as is computationally

tractable and typically include dark matter dynamics,

(magneto)hydrodynamics, plasma heating microphysics,

cooling, chemistry, sub-grid prescriptions for star forma-

tion and stellar feedback, and, to a greater extent in the

modern era than in the past, radiation transport, cosmic

rays, and additional plasma processes. This method has

been successful in reproducing many of the observable

properties of low- and high-redshift (z) galaxies (e.g.,

Vogelsberger et al. 2014; Hopkins et al. 2014; Chen

et al. 2014; Wise et al. 2014; Schaye et al. 2015; Agertz

& Kravtsov 2016).

However, due to the costs and challenging nature of

the computations, an individual simulation must make

compromises in the implemented physics, the dynamic

range in resolution, and/or in the number of distinct

galaxies simulated. This typically means that an indi-

vidual calculation either models galaxies in the high-

redshift universe at very high spatial resolution with

complex physics, a small number of low-redshift galaxies

at reasonably good spatial resolution with less sophis-

ticated physics, or many low-redshift galaxies at mod-

erate spatial resolution with similarly reduced physics.

Such compromises are necessary given the finite compu-

tational resources, but they make predictions regarding

the full range of stellar populations within the Local

Group impossible from individual simulations. Calcula-

tions that can reach z = 0 have mass and spatial resolu-

tions that are too poor to adequately resolve the earli-

est generations of galaxy formation. Moreover, the high

computational cost of each simulation prevents explor-

ing variations in parameters and physical processes in a

thorough way.

The second approach to the theoretical study of galaxy

formation is to use semi-analytical models (SAMs).

These models use merger trees based on either the ex-

tended Press-Schechter formalism or on dark matter cos-

mological simulations to capture the hierarchical nature

of structure formation. The latter method gained in

popularity in recent years due to its native inclusion of

spatial and kinetic information in addition to mass and

formation history. Various physical prescriptions such

as star formation, stellar feedback, and gas flows are

layered on top of these merger trees and are represented

as sets of coupled ordinary differential equations. The

output of these models are typically compared to the

observable properties of low-redshift galaxies. We refer

to Baugh (2006) and Somerville & Davé (2015) for a

more general discussion on SAMs of galaxy formation.

This approach has been used several times in the

past to address the chemical evolution of galaxies as

a function of their mass (e.g., Yates et al. 2013; Cro-

ton et al. 2016; Fontanot et al. 2017) as well as the

chemical evolution of specific galaxies such as the Milky

Way (e.g., Komiya et al. 2014; Crosby et al. 2016), local

dwarf spheroidal and ultrafaint galaxies (e.g., Romano

& Starkenburg 2013; Starkenburg et al. 2013; Romano

et al. 2015), and the stellar halo (e.g., Tumlinson 2006,

2010). The strength of SAMs is their low computational

cost that facilitates the exploration of parameter spaces

and physical processes, which has been done in recent

years using a variety of statistically-robust methods in-

cluding both Bayesian and frequentist Markov Chain

Monte Carlo, as well as Bayesian Emulators (e.g., Lu

et al. 2012; Henriques et al. 2013; Rodrigues et al. 2017).

But their weakness is the treatment of those physical

processes, which are more abstract and simplified com-

pared to the physics-rich simulations described above.

Since the physical processes are not directly modelled

and resolved, it can be difficult to trust the outputs of

SAMs and to understand the degeneracies between their

parameterss.

Observationally, metal-poor stars found in dwarf

galaxies and in the halo of the Milky Way and An-

dromeda are Local Group tracers of the first generations

of star formation. The study of these old stellar popu-

lations, often called “Galactic Archaeology,” provides a

glimpse into the distant past by assuming that (1) metal-

poor stars are temporally and nucleosynthetically close

to the first galaxies that formed in the early universe,
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and thus can be used to infer their properties; and (2)

stellar halos and dwarf galaxies are relatively clean rem-

nants of the early hierarchical assembly era of structure

formation, with ultra-faint galaxies being particularly

pristine environments for the study of the early uni-

verse (Bovill & Ricotti 2009; Somerville & Davé 2015;

Boylan-Kolchin et al. 2015; Weisz & Boylan-Kolchin

2017). However, confronting observations of metal-poor

stars with theoretical models results in several distinct

challenges. Ultra-faint dwarf satellite galaxies in par-

ticular are a challenging environment to model in the

same simulations as the massive galaxies that they orbit

due to their small mass and shallow potential wells, and

thus the huge dynamical ranges required. Their stellar

populations are particularly susceptible to formation

environment and to being removed from the galaxies

via tidal harassment, particularly if poorly resolved

spatially and/or in terms of dark matter particle mass.

At present, it is not possible to run physics-rich simu-

lations of a Milky Way-type galaxy that include the dy-

namic range in space and mass required to adequately

resolve the formation of ultra-faint dwarfs. A different

theoretical approach is thus necessary. The obvious so-

lution is to use SAMs, which provide the necessary dy-

namic range. But the fundamental challenge with ap-

plying SAMs to this problem is that their physical pre-

scriptions are often calibrated by comparison to observa-

tions of massive and low-redshift galaxies (Lgal & LMW,

zobs . 1), though in recent years this has been ex-

tended to substantially higher redshifts and to lower-

mass galaxies (see, e.g., Henriques et al. 2015; Lacey

et al. 2016; Rodrigues et al. 2017). The applicability

of the physical prescriptions and input parameters that

are chosen is therefore questionable for extremely high-

redshift, very low-mass galaxy formation (e.g., Bower

et al. 2006; Kim et al. 2009; Bower et al. 2010). In ad-

dition, direct observations of high-redshift galaxies are

limited.

There is a path forward that will allow us to more re-

liably use semi-analytic models as theoretical tools for

Galactic Archaeology and for the exploration of galaxy

formation and evolution in the early universe. Rather

than calibrating SAMs with galaxy observations at low

redshift, we propose to calibrate them using physics-rich

galaxy formation simulations and low-metallicity stellar

populations observed in the Local Group dwarfs. The

theoretical aspect of this calibration can use merger trees

derived directly from the selected hydrodynamic simu-

lations. Detailed analysis of the properties of these cal-

culations can provide valuable insights into the robust-

ness of the SAM prescriptions and lead to the creation

of new prescriptions that are more appropriate for low-

mass, high-redshift galaxies. Observations of the ultra-

faint dwarf galaxies can calibrate the models in a com-

plementary way, by helping to resolve model parameter

degeneracies.

This paper presents the first step in this process,

building on our expertise in both semi-analytical model-

ing of galaxy formation and in physics-rich cosmological

simulations (Wise et al. 2012a, 2014; Côté et al. 2015;

O’Shea et al. 2015; Côté et al. 2016a; Xu et al. 2016;

Côté et al. 2017a,b). We present a new SAM for galaxy

formation and chemical evolution, GAMMA, and compare

it to the cosmological hydrodynamic simulation of high-

redshift galaxy formation used in Wise et al. (2012a,

2014).

The outline of this paper is as follows. In Section 2,

we precisely define the experiment pursued in this pa-

per. In Section 3, we summarize the Enzo simulations

used as a baseline for comparison with our SAM, and in

Section 4, we introduce GAMMA, our semi-analytic chemi-

cal evolution code. In Section 5, we compare the predic-

tions of the two types of models, and in Sections 6 and 7,

we discuss extensions to the baseline model that must

be made to improve agreement and degeneracies in the

SAM parameters, respectively. We then discuss some

limitations and implications of this work in Section 8,

and summarize our results in Section 9.

2. DEFINING THE EXPERIMENT

In this paper, we experiment with the use of multi-

physics cosmological simulations as a tool to calibrate

semi-analytic models of galaxy formation for galaxies

in the early universe that should be observable by the

James Webb Space Telescope (Mvir ∼ 109 M�, z ∼
7 − 8), although it may require gravitationally-lensed

fields equivalent to the Hubble Frontier Fields to do so

(see, e.g., O’Shea et al. 2015). We determine the for-

mation history for the most massive galaxy in our sim-

ulation at the calculation’s stopping redshift (z = 7.29)

by using many simulation outputs to create a merger

tree that encompasses all dark matter halos at earlier

times which could plausibly form stars, and then use

this merger tree as an input for our semi-analytic model.

This eliminates the galaxy’s growth history as a source

of uncertainty in our inter-model comparison, and al-

lows us to focus on the physical prescriptions used in the

semi-analytic model as well as the model’s other input

parameters. We then ask two fundamental questions:

1. Using our standard semi-analytic galaxy forma-

tion model (which is similar to other models of

its type), how closely are we able to match the

galaxy’s star formation history and metallicity dis-
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tribution function, as measured at the final red-

shift in the simulation?

2. What key qualities of the multiphysics simulations

are absent from the approximations made in the

semi-analytical model, and how does a more com-

plete incorporation of these qualities affect the pre-

dictions made by the model?

The first question is important because the star forma-

tion history and MDF are two of the primary observable

properties of low-mass galaxies (e.g., Local Group dwarf

galaxies), with more detailed physical properties either

being difficult to determine or possibly contaminated

by interaction with other, more massive galaxies (e.g.,

structural information about the stellar populations can

be difficult to infer due to small numbers of stars, and

can be modified by tidal harassment from the central

galaxy). We examine this question in Section 5.

The second question is important because the level

of abstraction in the multiphysics simulations is much

different than in the semi-analytic models, and thus it

is possible to find emergent properties of these simu-

lations that can inform the semi-analytic models. Put

somewhat differently, multiphysics simulations emulate

the universe at a relatively fine level of granularity by

modeling dark matter dynamics, hydrodynamics, radia-

tion transport, the heating and cooling of gas, and star

formation and feedback in many individual resolution

elements that are much smaller than the scale of indi-

vidual galaxies. This allows phenomena like starbursts,

accretion of gas, and galactic winds to develop natu-

rally via interactions of these individual physical pro-

cesses. Semi-analytic models of galaxy formation, on

the other hand, typically model galaxy evolution by de-

scribing physical phenomena such as star formation or

galactic winds using sets of ordinary differential equa-

tions that depend on bulk galaxy quantities such as the

mass of gas and stars in the galaxy and the virial mass

of the dark matter halo where the baryons reside. Given

these different levels of abstraction, a close examination

of the multiphysics simulations of low-mass galaxies may

show physical behaviors that are not captured in the

standard semi-analytic models (in particular, behaviors

relating to the rate of mixing of metal-enriched gas, the

relatively shallow potential wells of small dark matter

halos, and the rapid evolution of cosmological structure

in the early universe) that can be used to increase the

physical realism, and thus predictive capabilities, of the

semi-analytic model. We examine this question in Sec-

tions 6 and 7.

It is important to acknowledge that the interpreta-

tion of the experiment undertaken in this paper is com-

plicated by the fact that we are using one theoretical

framework (multiphysics simulations) to inform a sec-

ond, substantially different theoretical framework (semi-

analytic models). Both of these theoretical frameworks

have significant implicit and explicit assumptions built

into them that may impact their realism and predictive

power, and thus comparing them may introduce system-

atic errors. In addition, it is dangerous to assume that

multiphysics simulations (our baseline for comparison)

behave in a way that is actually “true.” (Note that these

ideas are explored more thoroughly in Section 8). How-

ever, in the absence of an abundance of observational

data of low-mass, high redshift galaxies, this is the only

practical means of improving the physical accuracy of

our semi-analytic models.

3. HYDRODYNAMIC SIMULATION

3.1. The Enzo Code

The simulation described in Section 3.2 is calculated

using the Enzo adaptive mesh refinement code (Bryan

et al. 2014). Enzo uses an N-body adaptive particle-

mesh solver to model the dark matter dynamics, and

solves the equations of hydrodynamics using the second-

order-accurate piecewise parabolic method (PPM) and

the HLLC Riemann solver (Woodward & Colella 1984;

Bryan & Norman 1997; Bryan et al. 1995; Toro 1997).

Enzo uses the Berger and Colella block-structured adap-

tive mesh refinement scheme in Cartesian coordinates

(Berger & Colella 1989). This simulation also includes

Enzo’s nine-species non-equilibrium chemistry and cool-

ing model, which follows species of H, He, and H2 (Abel

et al. 1997; Anninos et al. 1997) and includes the H2

cooling rates from Glover & Abel (2008). It also uses the

Moray radiation transport package (Wise & Abel 2011)

and “star particles” to represent both individual Popu-

lation III stars and ensembles of metal-enriched stars.

3.2. Simulations

The simulation used in this paper is the “RP” sim-

ulation described in great detail in Wise et al. (2012a,

2014, with this calculation hereafter referred to as the

“W12” simulation), but we repeat the most important

details here. The calculation uses a simulation box that

is 1 Mpc (comoving) on a side with a 2563 root grid and

2563 dark matter particles. This gives a dark matter

mass resolution of 1,840 M�, which is enough to resolve

halos with masses exceeding ' 2× 105 M�. The initial

conditions were generated at z = 130 using the grafic

package (Bertschinger 2001) and the seven-year WMAP

best-fit parameters (Komatsu et al. 2011): ΩM = 0.266,

ΩΛ = 0.734, Ωb = 0.0449, h = 0.71, σ8 = 0.81, and

n = 0.963.
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The simulation was evolved from z = 140 to z = 7.29

using the physics described in Section 3.1 and a max-

imum of Nref = 12 levels of refinement, giving a co-

moving resolution of 0.95 pc at the highest level. Cells

were refined based on dark matter and baryon mass in a

super-Lagrangian (i.e., increasingly aggressive) manner,

and always resolve the Jeans length by a minimum of 4

cells to avoid artificial fragmentation during the collapse

of gas clouds (Truelove et al. 1998). Both Population

III and metal-enriched stars were formed, with Pop III

stars having a top-heavy IMF and metal-enriched stars

having a more standard Galactic-like Salpeter IMF. Gas

collapsing in cells with metallicities [Z/H]1 < −4 form

a single Population III star whose mass is drawn from a

top-heavy IMF that is a power-law above 100 M� and

is exponentially damped below that mass; more metal-

enriched gas forms a star particle representing an en-

semble of metal-enriched stars. All star particles feed-

back radiation using the Moray radiation transport al-

gorithm and mass, metals, and thermal energy through

supernova explosions.

3.3. Analysis

The key data product required from a cosmological

simulation for use in semi-analytic models is a halo

merger tree. We generate this by using the Rockstar

phase-space halo finder (Behroozi et al. 2013b) on the

simulation’s dark matter particles at every simulation

data output, which produces a halo catalog composed

of all of the gravitationally-bound dark matter ha-

los and sub-halos in the simulation. We then used

the consistent-trees tool (Behroozi et al. 2013c) to

create a gravitationally self-consistent merger tree for

every halo in the simulation at z = 7.29 (the last

simulation data output). To load the output from

consistent-trees and step through the halos in a

given tree, we use the ytree2 code (Smith 2018), an

extension of the yt3 analysis toolkit (Turk et al. 2011)

designed for the ingestion and manipulation of merger

tree data from multiple sources. The ytree code pro-

vides a Python interface for merger tree-like data struc-

tures, allowing the user to easily traverse from a halo

to its ancestors or descendents, to access field data with

symbolic units for a partial or whole tree, to add new

fields resulting from further analysis, and to save a tree

or group of trees to optimized, reloadable format.

In this work, we use the definitions provided by

Rockstar for basic halo properties, such as position,

1 [Z/H] ≡ log10(Z/H) − log10(Z/H)�
2 http://ytree.readthedocs.io/
3 http://yt-project.org/

virial radius (Rvir), and virial mass (Mvir). These are

described in detail in Behroozi et al. (2013b), but we

present them briefly here. A halo’s position is defined

as the center of mass of a central subgroup of N parti-

cles for which the Poisson error, expressed as σ/
√

N, is

minimized. Virial masses and radii are defined as the

properties of a sphere within which the average density

is equal to the threshold overdensity given in Bryan &

Norman (1998).

3.4. Separating Star Particles

Star particles found inside the virial radius of the main

galaxy at the final redshift can have different origins.

They might have formed in the main galaxy or in the

infalling satellite galaxies, but they could also have been

ejected from neighbouring galaxies. Since we aim to re-

produce the evolution of individual galaxies with GAMMA

using their merger tree, we need to separate and tag

each star particle in order to recover their specific star

formation history and metallicity distribution function.

Using ytree, we first identify the most massive pro-

genitors of the main and satellite halos and record their

virial radius Rvir and the coordinate of their center of

mass ~r0 as a function of redshift. Then, for each red-

shift from the highest to the lowest, we identify all star

particles that formed between the previous and current

redshift. For each new star particle j, we calculate its

normalized distance from the center of each halo i,

dj,i =
|~rj − ~r0,i|
Rvir,i

, (1)

where all quantities vary as a function of redshift, and

~rj is the current position of the particle j. Each star

particle is then associated with the halo showing the

minimum dj,i value. Using this approach, we found that

the most massive progenitors of the main halo and its

most massive satellite (pink circle in Figure 1) allow

to recover 97.4 % the stellar content found inside the

main halo at the final redshift, which is sufficient for the

purpose of this work.

3.5. Galaxy Behaviour

In this paper, we focus our attention on the most mas-

sive galaxy in the simulation – the same galaxy targeted

in the W12 simulation. This galaxy, henceforth referred

to as the “target galaxy,” has a range of interesting

physical features. Figures 1 through 4 show some of

the large-scale properties of the target halo, which are

also generally representative of high-redshift galaxy for-

mation. Note that by the end of the simulation, the

main halo and its two satellites have a total (dark mat-

ter plus baryon) mass of 5.45× 108 M�, and 1.30× 108

and 1.11× 108 M�, respectively.

http://ytree.readthedocs.io/
http://yt-project.org/
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Figure 1. Snapshots at z = 7.45 of the density (left column), metallicity (middle column), and temperature (right column)
for the most massive galaxy in the simulation. All panels consist of projections weighted by density. Values for metallicities are
normalized to Z� = 0.014. Top row: The solid and dashed black circles trace the virial and inner radius of the main halo,
respectively. The radius of the inner region is set to a sixth of the virial radius. The solid pink and white circles trace the virial
radius of two satellite halos that have not merged by the end of the simulation. Bottom row: Same as in the top panels, but
zoomed on the inner region. By the end of the simulation, the main halo and its two satellites have a total (dark matter plus
baryon) mass of 5.45 × 108 M�, and 1.30 × 108 (pink) and 1.11 × 108 (white) M�, respectively.

Figure 1 shows density-weighted projections at z =

7.45 of the density field, metallicity, and temperature for

the target galaxy, at two physical scales: out to roughly

twice the virial radius of the target galaxy, and in the

central star-forming region of the same galaxy. These

images were chosen to be at this redshift rather than the

final redshift to highlight the complexity of the baryonic

structure at all scales within the galaxy. Clear filamen-

tary structure and substantial inhomogeneity in metal-

licity can be seen in the halo outside of the star-forming

region, with the regions of highest metallicity relating to

infalling satellite halos rather than metal-enriched galac-

tic outflows (although those are also present, but corre-

lated more strongly with high temperatures due to the

accompanying radiation from massive stars).

The central star-forming region has gas at a wide va-

riety of densities and temperatures, and displaying a

range of metallicities. While this is in some ways analo-

gous to the interstellar media in galaxies like the Milky

Way, the range of observed temperatures is much smaller

due to the substantially lower virial temperature of the

halo (tens of thousands of Kelvin rather than millions

of Kelvin). Broadly speaking, there are several differ-

ent dense regions of star formation that have differing

metallicities, rather than a single molecular-cloud like

structure that one would expect in, e.g., Population III

star formation (Abel et al. 2002; Bromm et al. 2002;

O’Shea & Norman 2007; Turk et al. 2009). In addition,

evidence of stellar feedback can be seen in the hot, low

density, metal-enriched gas in the central regions that

are spatially adjacent to star-forming regions.

Figure 2 shows the star formation history (SFH) of

both the target halo and its most massive satellite halo,

smoothed on a 2 Myr time scale. All stars included in

this figure are formed in the main progenitor halos of the

target and satellite galaxies (see Section 3.4). Overall,

the SFH of the target halo displays a steadily increas-

ing trend with time, although both halos show substan-
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Figure 2. Star formation history of the target halo (green)
and its most massive satellite halo (pink, also shown as the
pink circles in Figure 1). The total integrated stellar mass
formed in the target and satellite halo at the end of the
simulation at z = 7.29 is 3.58 × 106 and 4.60 × 105 M�,
respectively.
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Figure 3. Main panel: Metallicity (in units of log Solar
metallicity) of all stellar populations as a function of their
formation time (or galactic age) for the target halo (green)
and its most massive satellite halo (pink). Top panel: In-
tegrated stellar mass formed as function of time, scaled to
the total stellar mass in each halo at z = 7.29. Left panel:
Metallicity distribution functions of all stellar populations.

tial variability in their star formation rate on short time

scales. This variability is consistent with other simula-

tions of high-redshift galaxy formation (e.g., the Renais-

sance simulations, Chen et al. 2014; O’Shea et al. 2015;

Xu et al. 2016), and with the idea that low-mass galaxies

have shallow potential wells with easily-disrupted star

formation. The total integrated stellar mass formed in

the target and satellite halos at the end of the simulation

is 3.58× 106 and 4.60× 105 M�, respectively.

Figure 3 shows the metallicity of each “star particle”

(i.e., each specific particle tracing the formation of a

parcel of stars) in the target halo and its most mas-

sive satellite as a function of formation time, with sub-

panels displaying the cumulative star formation history

and the metallicity distribution function of the stars

in each galaxy. As with Figure 2, this includes stars

formed in all of the progenitor halos of each of the two

galaxies at a given point in time. This plot displays

several notable features. First, while the metallicity of

stars formed in the target halo and its progenitors trends

upward, there is substantial variation in stellar metal-

licity at any given time. This is due to the variation

in metallicity of star-forming regions within the galaxy

due to non-uniform mixing. There are “spikes” in Fig-

ure 3 corresponding to relatively extremely metal-rich

star formation at t ' 575 Myr and 720 Myr in the main

galaxy. Those stellar populations formed out of rela-

tively unmixed gas containing a large fraction of nearby

supernova ejecta. Their formation is likely triggered by

the short cooling timescales of the hot metal-rich gas

phase (see Section 8.4), rather then by galaxy merger

events.

The satellite halo (purple dots) does not display the

same trend of increasing metallicity with time - rather,

its progenitors are more metal-rich at early times,

and have approximately constant stellar metallicity for

200 Myr afterward with the exception of a large metal-

licity spike at t ' 660 Myr. This may be related to

the different formation histories of these objects, and

to their difference in size – metallicity is determined

by a wide variety of factors, including the production

of metal-enriched gas by supernovae, the outflow of

metal-enriched gas from the halo driven by supernovae,

and the inflow of gas of different metallicity from the

cosmic web and infalling satellites (with the infalling

satellites possibly having highly metal-enriched gas in

this particular instance, as can be seen in Figure 1).

Figure 4 shows snapshots of the baryon density and

metallicity of the target galaxy at z = 8.64, 8.24, 7.88,

and 7.66, with the frame of the image extending to

roughly three virial radii. As with Figure 1, this se-

quence of images shows the complexity of the circum-

galactic environment for the target galaxy and its satel-

lites. The target galaxy is accreting matter from roughly

three different filaments, with a tremendous amount of

metal entering into the circumgalactic environment due

to the approach of the massive satellite (bottom-right
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Figure 4. Evolution of the density (top row) and metallicity (bottom row) as a function of galactic age (from left to right) for
the most massive galaxy in the simulation (the “target galaxy”), shown as density-weighted projections. The radius of the solid
and dotted black circles represent the virial radius of the target halo and a sixth of that radius, respectively. The radius of the
pink circle represents the virial radius of the most massive satellite.

corner), which is surrounded by a large cloud of metal-

enriched gas originating from a recent burst of super-

novae. This burst is associated with the metal-rich stel-

lar populations shown in Figure 3 (the pink metallicity

spike at t ' 660 Myr). The formation of these popula-

tions in the satellite galaxy occurs before it enters the

virial radius of the target galaxy, which can be seen in

the two middle columns of Figure 4.

4. CHEMICAL EVOLUTION CODE

In this section we present GAMMA (Galaxy Assembly

with Merger trees for Modeling Abundances), a semi-

analytic chemical evolution code that accounts for the

mass assembly history of galaxies using merger trees ex-

tracted from cosmological simulations. The novelty of

GAMMA is its connection with nuclear astrophysics. It rep-

resents the end-point of our open-source JINA-NuGrid

chemical evolution pipeline (Côté et al. 2017b). All of

our codes are available online4.

4.1. GAMMA

The first step in using GAMMA is to traverse the entire

halo merger tree and re-organize the tree-nodes in order

to feed the properties of all galaxy mergers into GAMMA.

In this work, we use the merger tree of the most massive

4 http://github.com/becot85/JINAPyCEE

galaxy of the W12 simulation shown in Figure 5. Each

tree-node refers to a unique snapshot of a halo at a spe-

cific redshift in the simulation. In ytree, even if a halo

does not experience any merger during a certain redshift

interval, the tree-nodes associated with this specific halo

will still have unique entries and halo identification num-

bers in the merger tree. This is a consequence of the way

that merger trees are created from halo catalogs (which

are unique at each redshift), and is useful for obtaining

accurate halo growth rates.

While traversing the merger tree, we identify all tree-

nodes that are the starting point of a new branch, which

is defined as a segment in the merger tree (or a series of

interconnected tree-nodes) where no merger is occurring,

although the halo may still grow by accretion from its

surroundings. For each tree-node, we then move forward

in time and identify all interconnected tree-nodes until

we encounter a merger, which represents the end point

of a branch. GAMMA will then consider each branch as an

isolated galaxy that is not interacting with surrounding

galaxies. Figure 6 illustrates this terminology using the

same type of graph as Figure 5, highlighted to emphasize

individual branches.

Once all branches have been identified, GAMMA cre-

ates every galaxy in chronological order, from the high-

est to the lowest redshift, using the OMEGA+ code (see

Section 4.2). Each galaxy receives the time-dependent

properties of their associated branch as an input (e.g.,

http://github.com/becot85/JINAPyCEE
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Figure 5. Merger tree of the most massive galaxy in the
Wise et al. (2012a) simulation. Every progenitor halo, or
tree-node, is represented by a circle where its size is propor-
tional to the logarithm of its virial mass. The mass assembly
of the galaxy can be followed in time in the upward direc-
tion up to z = 7.29, the final redshift of the simulation. A
series of individual tree-nodes connected by a line along the
redshift axis shows the mass evolution of a halo, but taken
at different snapshots in time. Tree-nodes that are descend-
ing from more than one progenitor represent mergers. Only
halos with masses above 105 M� are shown.

dark matter mass growth) and is evolved until it en-

counters a merger with one or more galaxies. When a

new galaxy is the result of a merger, GAMMA combines the

stellar and gaseous components of all progenitor galaxies

involved in the merger and feeds this information into

OMEGA+ for the initial conditions of the new galaxy. Dur-

ing the process, stars formed in the progenitor galaxies

stay active in the new galaxy, meaning that they will

continue to inject metals and energy into their new en-

vironment.

In the present version of GAMMA, we do not account for

ram pressure and tidal stripping processes of satellite

galaxies that can occur when entering the dark matter

halo of a central galaxy (see e.g., Simpson et al. 2017).

This can modify the amount of gas and metals present in

the CGM of the central galaxies in our models before the

merger event between the satellite and central galaxies

(see Section 7.3 for a discussion). This could also reduce

the hot gas reservoir of satellite galaxies and therefore

reduce their star formation rate.

4.2. OMEGA+

OMEGA+ is a galaxy evolution code that consists of a

star-forming region, called the cold gas reservoir, which

also is assumed to contain the stellar population in the

galaxy. This is surrounded by a hot gas reservoir filling

the dark matter halo of the host galaxy. For the sake

of clarity, in this work we refer to the region containing

cold gas and stars as the “galaxy” and the reservoir of

hot gas surrounding it as the “circumgalactic medium”,

or CGM. The star-forming region is simulated using the

galactic chemical evolution code OMEGA (One-zone Model

for the Evolution of GAlaxies; Côté et al. 2017a). Given

an input star formation history, this latter code calcu-

lates the chemical mixture of the galactic gas (i.e., cold

gas reservoir) as a function of time by accounting for

the contribution of multiple stellar populations as well

as the presence of galactic inflows and outflows.

The role of OMEGA+ is to interact with OMEGA at each

timestep in order to control the rates of inflow, outflow,

and star formation (see equations below). Within this

framework, OMEGA is thus only used to calculate the mass

and energy returned by all stellar populations as a func-

tion of their initial mass, age, and metallicity. We refer

to Section 4.3 for more details on the composition of the

mass ejected by each stellar population. Using OMEGA+

provides two main advantages compared to using OMEGA

alone: the star formation rate can be self-calculated

from the balance between galactic inflows and stellar

feedback, and the metals ejected outside the galaxy are

mixed with the CGM reservoir and can be recycled into

the star-forming region via galactic inflows.

We next present the set of equations that drive the

evolution of our galaxy model, which represents one

branch of the merger tree. Since we plan to calibrate

our model for the high redshift universe, some of our

parametrizations are exploratory.

4.2.1. Initial Conditions

Each galaxy is embedded in a virialized system defined

by

V 2
vir =

GMvir

Rvir
, (2)



10 Côté et al.

Figure 6. Illustration of the terminology used in this work. Each circle represents a halo at a particular snapshot, a tree-node
in the merger tree, where the radius of that circle scales with logMvir. Tree-nodes connected together by the same color are
defined as a “branch,” and refer to an isolated building-block galaxy. These individual galaxies are simulated with OMEGA+

(Section 4.2) while their interaction with each other and the hierarchical assembly of the target galaxy is orchestrated by GAMMA

(Section 4.1). The number listed on each tree-node refers to its depth-first order when sorting the merger tree (see also Figure 1
in Riebe et al. 2013). In this case, the most massive progenitors correspond to the tree-node segment labelled from 0 to 10.

where G is the gravitational constant and Vvir, Mvir,

and Rvir are the virial velocity, mass, and radius, re-

spectively (see Section 3.3). Mvir, which includes the

dark matter and baryonic mass, and Rvir are provided

by GAMMA as input parameters. The virial tempera-

ture Tvir of the system is defined by (Barkana & Loeb

2001)

kBTvir =
1

2
µmHV

2
vir (3)

and is assumed to be the temperature of the CGM gas

filling the dark matter halo (White & Frenk 1991). In

this last equation, kB is the Boltzmann constant, µ the

mean molecular weight (which can range from 0.6 to

1.2), and mH the mass of a hydrogen atom. Tvir is usu-

ally used to calculate the cooling timescale of the CGM.

However, for the high-redshift galaxy considered in this

work, this timescale is too short to be used in the gas
circulation process (see Section 4.2.4).

A primordial galaxy within the context of this pa-

per refers to a galaxy that is not the result of a galaxy

merger, but rather forms directly out of virializing dark

matter particles or sub-resolution dark matter halos. In

that case, the gas fraction of the system is set to the uni-

versal baryonic fraction and all the of gas is deposited

in the CGM, assuming a primordial composition,

MCGM(t = 0) =
Ωb,0
Ω0

Mvir. (4)

As in the W12 simulation, the cosmological parameters

adopted in this work come from Komatsu et al. (2011),

with the relevant parameters being Ωb,0 = 0.0449, ΩΛ =

0.734, and h = 0.71. In Equation (4), t = 0 refers to the

formation time of the considered galaxy (or branch), and

not the beginning of the cosmological simulation. The

actual simulation time is traced by GAMMA in order to

orchestrate the formation of the different building-block

galaxies.

If a galaxy is not primordial but is the result of a

merger, OMEGA+ then uses the input conditions provided

by GAMMA regarding existing stellar populations and the

mass and composition of the gas components. Such ini-

tial conditions are obtained by summing the components

of each progenitor system (i.e., all galactic gas compo-

nents are combined together).

4.2.2. Overall Gas Circulation

Here we present the main equations describing the

mass exchange between the different components of

OMEGA+. The time evolution of Mgas, the mass of the

cold gas reservoir (galactic gas), is defined by the fol-

lowing differential equation,

Ṁgas = Ṁg,in + Ṁej − Ṁ? − Ṁg,out, (5)

where the four terms on the right-hand side are the in-

flow rate from the CGM into the galaxy (Ṁg,in), the

combined mass-loss rate of all stars (Ṁej), the star for-

mation rate (Ṁ?), and the outflow rate from the galaxy

into the CGM (Ṁg,out). While the magnitude of the star

formation rate drives how much metal mass is ejected by

stars, the galactic inflows typically dilute the metallic-

ity of the galactic gas (Finlator 2017). We refer to Davé

et al. (2012) for an analytical model where all the phys-

ical processes stated above are in equilibrium. The time

evolution of MCGM, the mass of the hot gas reservoir

(CGM), is defined by

ṀCGM = ṀCGM,in + Ṁg,out − Ṁg,in − ṀCGM,out, (6)
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Figure 7. Structure overview of OMEGA+. The cold star-
forming gas (the galaxy) is located at the center of a hot gas
reservoir (the circumgalactic medium) filling the host dark
matter halo. The arrows show the different mass transfer
processes between the different gas components, as described
in Section 4.2. Within this framework, the region outside
the circumgalactic medium is called the external medium.
GAMMA, defined in Section 4.1, uses OMEGA+ on top of each
branch of the merger tree.

where ṀCGM,in is the inflow rate from the external

medium into the CGM, and ṀCGM,out is the outflow

rate from the CGM into the external medium. All terms

presented in Equations (5) and (6) evolve as a function

of time and are described in more details below (see also

Figure 7).

4.2.3. Circumgalactic Inflows

The CGM can increase its mass by accreting gas from

the external medium. Since we do not follow the evolu-

tion of this external gas reservoir with GAMMA, the mass

gained by the CGM during a timestep is based on how

much dark matter has been accreted. Assuming a uni-

versal baryonic fraction, the mass accretion rate from

the external medium to the CGM is defined by

ṀCGM,in = ṀDM

(
ΩM,0

Ωb,0
− 1

)−1

, (7)

where the growth rate of the dark matter mass ṀDM is

extracted from the merger tree and provided by GAMMA.

The mass accreted is assumed to have a primordial com-

position. Note that this is not entirely representative

of the hydrodynamic simulation, as metals ejected out-

side the virial radius can be re-accreted at a later time

and metals ejected by surrounding galaxies can be in-

troduced in the halo of the considered galaxy (see also

Anglés-Alcázar et al. 2017).

If the dark matter mass decreases during a timestep,

we calculate the fraction of dark matter lost and use

that fraction to remove gas from the CGM in the same

proportion. We do not use Equation (7) in this case

because the gas fraction in the CGM does not always

reflect the universal baryonic ratio (Ωb,0/ΩM,0). Indeed,

CGM outflows can reduce the gas fraction by expelling

gas beyond the virial radius (see Section 4.2.7).

4.2.4. Galactic Inflows

The rate at which the CGM gas is introduced inside

the galactic gas is defined by

Ṁg,in =
MCGM

τinflow
, (8)

where τinflow represents the inflow timescale. We refer

to Lu et al. (2011) for more details on the inflow pre-

scriptions typically used in semi-analytic models. The

time needed for the hot gas to be transferred in the cen-

tral galaxy depends on how fast gas can cool (cooling

timescale, τcool) and how fast gas can physically travel

from the CGM to the galaxy (free-fall timescale, τff).

Those timescales are defined as (White & Frenk 1991)

τcool =
3kBT

2neΛ(T,Z)
, (9)

τff = 0.1H−1
0 (1 + z)−3/2, (10)

where ne and H0 are the electron number density and

the current Hubble parameter, respectively. The cooling

function Λ depends on the temperature T and metallic-

ity Z of the gas reservoir, here the CGM. Equation (10)

actually refers to 10 % the Hubble time in an Einstein-de

Sitter universe, which is a reasonable approximation for

the dynamical timescale of a halo. In our model, how-

ever, this equation is only used to provide a default setup

for the redshift-dependent gas inflow timescale, which is

modified by exploratory parameters as described below.

We used Grackle5 (Smith et al. 2017) to calculate

the average cooling timescale of the CGM, assuming it

is heated to Tvir. For halos forming the bulk of the final

stellar mass in the W12 simulation, we found that τcool is

always shorter than τff because of the high gas density at

high redshift. For the purpose of this paper, we therefore

5 http://grackle.readthedocs.io/en/grackle-3.0/

http://grackle.readthedocs.io/en/grackle-3.0/
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do not use τcool to calculate the inflow timescale and do

not need to track the density and temperature of the

CGM. We define the inflow timescale of cooling gas as

τinflow = 0.1H−1
0 Cτ (1 + z)−3γff/2, (11)

Cτ = 10H0τinflow,0(1 + zf )3γff/2, (12)

where τinflow,0 is the gas inflow timescale of the final

galaxy (the resulting most massive branch in the merger

tree) at the end of the simulation at redshift zf . When

using GAMMA, the value of τinflow,0 is the same for all

OMEGA+ instances, so that each building-block galaxies

considered in the merger tree evolves following the same

set of equations. The γff parameter has been intro-

duced to explore different redshift dependencies, with

the goal to provide maximum flexibility to compare our

SAM with hydrodynamic simulations. When γff = 1,

the gas inflow timescale scales linearly with the free-fall

timescale. The impact of τinflow,0 and γff on the tem-

poral evolution of τinflow and on the predicted SFH and

MDF is presented in Section 5.2 and shown in the second

row of Figure 8.

4.2.5. Star Formation

The star formation in OMEGA+ depends linearly on the

mass of the cold gas reservoir (e.g., Springel et al. 2001;

Baugh 2006):

Ṁ? =
ε?
τ?
Mgas = f?Mgas, (13)

where ε? is the dimensionless star formation efficiency

(SFE) and τ? is the star formation timescale. We com-

bine these two last parameter into a single SFE param-

eter (f?) which has units of yr−1. Here we allow f? to

vary as a function of the dark matter halo mass of the
galaxy and define the SFE as

f? = f?,0

(
MDM

MDM,0

)γ?
, (14)

where f?,0 and MDM,0 are the SFE and dark matter

mass of the final galaxy at the end of the simulation.

The former is a free parameter while the latter given by

GAMMA. The γ? parameter controls the power-law depen-

dence of the star formation efficiency on the size of the

dark matter halo, MDM, and should be considered to be

an exploratory parameter. As for γff (see Section 4.2.4),

the value of γ? is the same for all OMEGA+ instances when

using GAMMA. The impact of f?,0 and γ? on the temporal

evolution of f? and on the predicted SFH and MDF is

presented in Section 5.1 and shown in the first row of

Figure 8.

4.2.6. Galactic Outflows

In our model, galactic outflows (the mass ejected from

the galaxy into the CGM) are driven by the mechanical

energy released by massive stars. The outflow rate is

therefore based on the mass-loading factor defined by

Murray et al. (2005):

ηgal =
Ṁg,out

Ṁ?

. (15)

According to Murray et al. (2005),

ηgal ∝ v
−γη
out , (16)

where vout is the velocity of the gas contained in the

outflow. In Murray et al. (2005), γη = 1 for momentum-

driven outflows and γη = 2 for energy-driven outflows.

We note that γη can be larger than 2 for low-mass dwarf

galaxies (Muratov et al. 2015). Martin (2005) found that

the outflow velocity of galaxies correlates with their ro-

tation velocities, which related to the velocity Vvir of

the virialized systems (see Somerville & Davé 2015). By

replacing vout by Vvir in Equation (16), and by substi-

tuting Vvir with Equation (2), the mass-loading factor

becomes dependent on Mvir and Rvir. Using the rela-

tion between Rvir, Mvir, and redshift z found in White &

Frenk (1991), the mass-loading factor can be expressed

as follow (see derivation in Côté et al. 2017a)

ηgal = CηM
−γη/3
DM (1 + z)−γη/2, (17)

Cη = ηgal,0M
γη/3
DM,0(1 + zf )γη/2, (18)

where ηgal,0 is a free parameter representing the mass-

loading factor of the final galaxy at the end the simula-

tion.

As with γff (see Section 4.2.4), γη is also set as a free

parameter for which its value is the same for all OMEGA+

instances. We refer to Bustard et al. (2016) for alterna-

tive approaches to model galactic outflows. The impact

of ηgal,0 and γη on the temporal evolution of ηgal and

on the predicted SFH and MDF is presented in Sec-

tion 5.3 and shown in the third row of Figure 8. In this

work, Equations (17) and (18) and their free parame-

ters represent an exploratory parametrization to allow

flexibility to reproduce the high-redshift hydrodynamic

simulation. In future work we plan to use the latter sim-

ulation to derive analytical prescriptions to be used in

SAMs, as done in Hopkins et al. (2012) and Muratov

et al. (2015).

At a given time ti, associated with the ith timestep,

the mass of the galactic outflow driven by the ith SSP

is defined by

M i
g,out = ηgal(ti)Ṁ?(ti)∆ti, (19)
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where ∆ti is the duration of the ith timestep6. This out-

flowing mass is then distributed in time following the

evolution of the mechanical luminosity L?(t) released

by the stars of the ith SSP. In OMEGA+, L?(t) is re-

normalized such that∫ ∞
0

L?(t)dt = 1. (20)

Integrating L?(t) over a certain time interval thus rep-

resents the fraction of the total outflowing mass (see

Equation 19) lost at each timestep. In our code, L?(t)

can be of any form. However, in this paper, we use

a constant luminosity from 4 to 20 Myr in order to be

consistent with the SNe feedback implemented in Wise

et al. (2012a). Below 4 Myr and above 20 Myr, L?(t) is

set to zero.

At any time t, the total mass ejected from the galaxy

over a time ∆t is obtained by summing the contribution

of all SSPs,

Mg,out(t) =

NSSP∑
i

M i
g,out

∫ t−ti+∆t

t−ti
L?(t)dt. (21)

In this last equation, t− ti represents the age of the ith

SSP. The summation assumes a cumulative process in

the sense that twice as much energy will lead to twice

as much outflowing gas. In other words, no nonlinear

interaction is assumed between the different SSPs that

contribute to an outflow.

4.2.7. Circumgalactic Outflows

The mass introduced into the CGM by galactic out-

flows can generate an excess of energy. When this hap-

pens, a fraction of the hot gas contained in the CGM

can be expelled outside the host dark matter halo (e.g.,
Croton et al. 2006). Because this feedback process is

driven by galactic outflows, which are driven by stellar

feedback, we use the mass-loading factor definition to

describe the CGM outflow rate, as in equation (15),

ηCGM =
ṀCGM,out

Ṁ?

. (22)

We then assume that the CGM outflow rate is propor-

tional to the galactic outflow rate through the free pa-

rameter fη. The CGM outflow rate is then given by

ṀCGM,out = fηηgalṀ?. (23)

6 As for SYGMA and OMEGA, the timesteps in OMEGA+ and
GAMMA can vary arbitrarily as a function of time. See
https://github.com/NuGrid/NuPyCEE/blob/master/DOC/

Capabilities/Timesteps_size_management.ipynb

In the current version of OMEGA+, when a CGM outflow

is generated, the mass lost is not kept in a separate

reservoir to be reincorporated later on in the virialized

system – rather, it is assumed that the cooling time of

this gas is long enough that it is greater than the current

Hubble time in the model, and thus will not return to the

halo on a time scale that is relevant to the calculation.

The impact of fη on the predicted SFH and MDF is

presented in Section 5.4 and shown in the last row of

Figure 8.

4.3. Stellar Yields

Because of their connection with the JINA-NuGrid

chemical evolution pipeline (Côté et al. 2017b), OMEGA+

and GAMMA automatically have access to the complete

NuPyCEE7 stellar yields library. In practice, a simu-

lation with GAMMA can include as many elements as de-

sired, including the 280 isotopes available with NuGrid

yields (Pignatari et al. 2016; Ritter et al. 2017). In ad-

dition, an arbitrary number of enrichment sources can

be included such as compact binary mergers, Type Ia

supernovae, neutrino-driven winds in core-collapse SNe,

and any other sources that can be modelled using a set

of yields and a delay-time distribution function8.

However, in this work, because we want to be consis-

tent with the W12 simulation, we do not follow individ-

ual species – we only follow the total mass of metals.

Throughout this paper, each SSP will eject 25 % of its

original mass via SNe. As in W12, the metallicity in

mass fraction of all stellar ejecta is Z = 0.02.

5. IMPACT OF INPUT PARAMETERS

In this section we combine GAMMA with the merger tree

of the most massive galaxy found in the W12 calculation

and compare its predictions with the equivalent quanti-

ties extracted from the hydrodynamic simulations. The

goal of this section is to show variations of the model

parameters impact our predictions, rather than tuning

GAMMA to best match the results obtained by the W12

calculation (which is shown in Section 7). In the fol-

lowing subsections we discuss Figure 8, which focuses

on variations in fundamental physical quantities such as

the star formation efficiency and the gas inflow timescale

rather than on specific input parameters. This is be-

cause different parameterizations can be used in different

studies, while fundamental processes such as star forma-

tion and gas circulation are inherent to most chemical

evolution and semi-analytic models. The input parame-

7 http://github.com/NuGrid/NuPyCEE
8 https://github.com/NuGrid/NuPyCEE/blob/master/DOC/

Capabilities/Delayed_extra_sources.ipynb

https://github.com/NuGrid/NuPyCEE/blob/master/DOC/Capabilities/Timesteps_size_management.ipynb
https://github.com/NuGrid/NuPyCEE/blob/master/DOC/Capabilities/Timesteps_size_management.ipynb
http://github.com/NuGrid/NuPyCEE
https://github.com/NuGrid/NuPyCEE/blob/master/DOC/Capabilities/Delayed_extra_sources.ipynb
https://github.com/NuGrid/NuPyCEE/blob/master/DOC/Capabilities/Delayed_extra_sources.ipynb


14 Côté et al.
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Figure 8. Impact of our input parameters (left column) on the predicted star formation history (middle column) and metallicity
distribution function (right column) using GAMMA with the target galaxy’s merger tree. The green lines in the middle and right
columns display the physical values extracted from the hydrodynamic simulation. In each row, only one key physical quantity
has been modified (left panel), and the different line styles are used to keep track of each case. The fiducial case is shown
as the black solid line. The physical quantities shown in the three first top rows are controlled by two parameters, and their
individual impact is highlighted using different colors (see Table 1). Top row: Star formation efficiency (f?, Equation 14).
Variation of f∗,0 is shown by the blue lines, and γ∗ by the red lines. Second row: Gas inflow timescale (τinflow, Equation 12)
used to calculate the rate at which the hot gas reservoir (CGM) is introduced in the star-forming region. Variation of τinflow,0

is represented by the blue lines, and γff by the red lines. Third row: Mass-loading factor of the galaxy (ηgal, Equation 18)
representing the mass transfer of gas from the star-forming region to the hot gas reservoir. Variation of ηgal,0 is shown by the
blue lines, and γη by the red lines. Bottom row: Mass-loading factor of the hot gas reservoir (ηCGM, Equation 23) representing
the mass transfer of gas from the hot gas reservoir to the external medium (outside the virial radius). We note that none of
the metallicity distribution functions produced in this parameter exploration match the broad distribution extracted from the
simulations. We explain the reason for this disagreement in Section 6.
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ters used in this section to control those physical quan-

tities are summarized in Table 1.

When interpreting the following subsections, it is im-

portant to note that the predictions shown in the top

two and bottom two rows of Figure 8 assumed different

fiducial values for the parameters (these are also indi-

cated in Table 1). This is to motivated by two reasons.

First, to facilitate the building of intuition, since the

impact of different parameters are best visualized in dif-

ferent galaxy evolution regimes. And second, we want

to highlight that, under certain circumstances, different

physical quantities can in principle modify the predicted

SFR and MDF in a similar way.

To show the impact of the star formation efficiency

(SFE), we adopt weak galactic outflows to minimize

their impact on the predictions. Otherwise, when in-

creasing the SFE and reducing the mass of galactic gas,

outflows would start to significantly alter the star for-

mation history by generating episodic behaviours, which

are less trivial to interpret in the context of this section

(but see Section 7.1 and Figure 11). With stronger out-

flows, previous studies shown that the SFE has little

impact on the SFR of galaxies due to a balance be-

tween star formation and feedback (e.g., Schaye et al.

2010; Hopkins et al. 2011; Lagos et al. 2011). Our tar-

get galaxy, however, only efficiently formed stars for

∼ 200 Myr and did not reach an equilibrium state by

the end of the simulation. The large variations shown in

this section caused by the SFE should not be taken as a

general case. To show the impact of galactic and CGM

outflows (bottom two rows of Figure 8), they need to

be strong. Otherwise, if they are too weak relative to

the amount of gas available, not enough gas would be

removed from the galaxy and the CGM to significantly

alter the star formation history and the metallicity dis-

tribution function.

Some quantities seen in Figure 8 show discrete steps in

their temporal profiles. This is because in the most mas-

sive galaxy found in the simulation, there is typically at

least one merger with a non-star-forming halo between

data outputs. This means we do not always have access

to the time-evolution of the properties of halos (e.g.,

Mvir) within a brach of the merger tree. When this oc-

curs, we input constant halo properties in OMEGA+, which

in turn fixes parameters that depend on Mvir (e.g., f?,

ηgal) to a constant value.

5.1. Star Formation Efficiency

The top row of Figure 8 shows the impact of the

star formation efficiency (SFE; f?) adopted in GAMMA

(left panel) on the predicted star formation history

(SFH; middle panel) and metallicity distribution func-

tion (MDF; right panel). The magnitude of the SFE

is controlled by the f?,0 parameter (Equation 14). A

higher SFE generates higher SFRs and increases the to-

tal stellar mass formed by the end of the simulation (see

blue lines). Overall, the shape of the temporal profile

of the SFH stays similar when the SFE is scaled up and

down by a constant factor. The main role of the SFE in

a chemical evolution code is to modify the stellar-to-gas

mass ratio in the galactic component. By increasing the

SFE, the metals ejected by stars are thus deposited in

greater concentration relative to the mass of gas and the

peak of the MDF is pushed to higher metallicities, and

vice-versa.

The shape of the SFH is affected by the shape of the

temporal profile of the SFE (see red lines). The time-

dependence of this latter quantity originates from its re-

lation with the dark matter halo mass of the host galaxy.

This relation is controlled by the γ? parameter in the

form of a power law (Equation 14). A SFE that de-

creases with time tends to form more stars at early time

and less stars at later time compared to a constant SFE.

In our case, this generates an initial star formation burst

followed by a relatively flat SFR (red dashed line). On

the other hand, a SFE that increases with time tends to

generate an ever-increasing SFR (red dotted line) since

gas gets increasingly efficient in turning into stars.

5.2. Inflow Timescale

The second row of Figure 8 shows the impact of

the inflow timescale τinflow, which sets the gas transfer

rate from the CGM into the galactic component (Equa-

tion 8). The magnitude of the timescale is set by the

τinflow,0 parameter, while the slope of its temporal pro-

file is controlled by γff (Equation 12). A lower τinflow

increases the SFR of the galaxy because the CGM gas

is introduced more rapidly in the galactic component to

fuel the star formation (see blue lines), and vice-versa.

The MDF is similar from one run to another because

the shape of the inflow timescale and the SFE value

were kept unchanged. Although the total mass of stars

and gas scale with τinflow, the stellar-to-gas mass ratio

and thus the metal concentration remain the same (see

Section 5.1).

As for the SFE, modifying the slope of the inflow

timescale modifies the shape of the SFH (red lines).

Adopting an increasing trend as a function of time for

τinflow will tend to form more stars at early times and less

stars at later times in comparison to a constant τinflow,

and vice-versa. The MDF is also affected by the shape

of τinflow, since it modifies the final mass of gas present

in the galactic component at the end of the simulation.

For example, for two galaxies that will form in total the
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Table 1. Input parameters used in GAMMA to produce Figure 8.

Parameter Description
Values in top Values in bottom Modified in row

rows (f?, τinflow) rows (ηgal, ηCGM) (from top to bottom)

f?,0 Final SFE value at zf [10−9 yr−1] (1.3, 4.0, 12.0) 6.0
1 (f?, Equation 14)

γ? DM mass dependency for the SFE (−1.0, 0.0, 1.0) 0.0

τinflow,0 Final inflow timescale at zf [τff,0] (2.5, 5.0, 10.0) 3.5
2 (τinflow, Equation 12)

γff Redshift dependency for the inflow timescale (−4.0, 0.0, 4.0) 0

ηgal,0 Final galactic mass-loading factor at zf 1.0 (0.5, 2.0, 8.0)
3 (ηgal, Equation 18)

γη Galactic mass-loading power-law index 0.0 (0.0, 2.0, 4.0)

fη CGM mass-loading factor scaling [ηgal] 0.0 (0.25, 1.0, 4.0) 4 (ηCGM, Equation 23)

Note—We used different sets of input parameter values for the top and bottom panels of Figure 8 to better highlight the
impact of each parameter. The fiducial values are shown in boldface while the ones used when a parameter is varied are
shown in parenthesis. SFE stands for star formation efficiency, DM for dark matter, zf for final redshift, and CGM for
circumgalactic medium.

same amount of stars (blue and red dashed lines), the

galaxy with a decreasing τinflow will have to form more

stars at later time compared to the one with a constant

τinflow, in order to compensate for the lower SFR at early

time. This late star formation enhancement requires a

large amount of inflowing gas. As a result, the galaxy

with a decreasing τinflow as a function of time will end

up with more gas in the galactic component compared

to the galaxy with a constant τinflow, which dilutes the

metallicity and pushes the peak of the MDF to lower

metallicities.

5.3. Galactic Mass-Loading Factor

The third row of Figure 8 shows the impact of the

galactic mass-loading factor, ηgal, which sets the mass

transfer from the galaxy to the CGM via galactic out-

flows (Equation 15). This quantity scales with ηgal,0

while its temporal profile is defined by γη (Equation 18).

When ηgal is increased by a constant factor, the SFR is

reduced because more gas is ejected from the galaxy

(blue lines). Recall that the star formation history is

self-generated with OMEGA+. With OMEGA, the SFH is

an input parameter and galactic outflows are balanced

by galactic inflows in order to sustain the desired SFH

(Côté et al. 2017a). With OMEGA+, inflows and outflows

are not directly connected and the SFH can thus be

modified by ηgal.

Galactic outflows are efficient mechanisms to remove

metals from galaxies. A stronger outflow will systemat-

ically shift the peak of the MDF to lower metallicities,

and vice-versa (see also Andrews et al. 2017). Modifying

the shape of ηgal affects the shape of the SFH because

it changes the way the mass of gas inside the galaxy is

evolving with time.

5.4. Circumgalactic Mass-Loading Factor

The bottom row of Figure 8 shows the impact of the

CGM mass-loading factor, ηCGM, which sets the gas

transfer rate from the CGM to the external medium

(which one could think of as the truly intergalactic

medium). It is directly related to ηgal via the propor-

tionality constant fη (Equation 23). Because the galac-

tic inflow rate depends on the mass of the CGM (Equa-

tion 8), the strength of a CGM outflow regulates the

mass of the galactic gas and thus the star formation

history. In Figure 8, the SFH eventually saturates when

ηCGM is decreased (blue dashed line) since the CGM out-

flow rate becomes negligible relative to the total mass

of the CGM.

In terms of the scaling of the inflow timescale, chang-

ing the CGM outflow rate by a constant factor does

not significantly shift the peak value of the MDF. This

is because the stellar-to-gas mass ratio in the galactic

component does not depend on the amount of inflowing

gas, as long as the temporal profile (not the magnitude)

of the inflows and star formation efficiency are kept un-

changed (see Section 5.2).

6. NON-UNIFORM MIXING OF METALS

As seen in Figure 8, no combinations of input parame-

ters can generate a MDF with GAMMA that is as broad as

is seen in the hydrodynamic simulation. This is because

each building-block galaxy in GAMMA is represented by a

uniformly-mixed one-zone model (OMEGA). This implies
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that the star-forming gas has only one metallicity value

per timestep, which can be seen as the mass-weighted

mean metallicity of what should be a non-uniformly-

mixed medium. In GAMMA, all stars formed during a

timestep in a given branch therefore have the same ini-

tial metallicity, as opposed to in hydrodynamic simula-

tions that show star formation in a range of metallici-

ties at a given point in time in the target galaxy and its

largest satellite. Uniformly-mixed models tend to create

a narrow MDF with a sharp break at its high-metallicity

end when a galaxy is in an active accretion phase (Wein-

berg et al. 2017), which is the case here.

Figure 3 shows that the dispersion of metallicity in

the W12 simulation is stochastic and depends on time

and on the characteristics of the particular progenitor

galaxy. If we ignore the largest dispersions caused by

triggered star formation, as shown in Section 3.5 (a rea-

sonable approximation, because very little stellar mass

is produced in these events), the dispersion in the main

galaxy increases as a function of time (green dots) while

it decreases in the smaller satellite galaxy (pink dots).

We recall that the MDFs of metal-poor stars observed

today in real galaxies represent the combination of sev-

eral low-mass galaxies that likely had different enrich-

ment histories.

The histograms in Figure 9 show the stellar metallic-

ity distributions taken at different times, as indicated

on the figure, for the main galaxy. Some distributions

can be represented by Gaussian functions with differ-

ent standard deviations (upper panel). This justifies

the process of convolving the MDF with a Gaussian

function in order to reproduce observations with sim-

ple models (e.g., Fenner & Gibson 2003; Pilkington &

Gibson 2012; Vincenzo et al. 2016; Côté et al. 2016b).

However, at earlier times, the metallicity distributions

have more complex shapes that are not well reproduced

by individual Gaussians (middle panel). This deviation

from a Gaussian distribution could, however, be caused

by insufficient sampling due to the low number of stel-

lar populations formed. When triggered star formation

events occur, the contribution of distinct stellar popu-

lations can be seen in the metallicity dispersion profile

(bottom panel).

To induce spread in the MDF predicted by GAMMA, we

post-process our results by convolving the MDF of all

building-block galaxies by a Gaussian function with a

standard deviation of 0.2, a value extracted from the

hydrodynamic simulation at late times. As seen in Fig-

ure 10, this convolution process significantly improves

the agreement between the semi-analytic and hydrody-

namic approaches at the final redshift. Although more

cases need to be investigated before deriving a general
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Figure 9. Examples of metallicity distribution functions
(histograms) of all stars formed during a certain time in-
terval in the target galaxy. The middle value of the time
intervals, which has a range of 10 Myr in all cases, is labelled
in each panel. The solid black curves represent Gaussian fits.
There is no GAMMA prediction in this figure. Top panel:
Distributions that are well described by a Gaussian function.
Middle panel: Distributions that are not well described by
a Gaussian function. This could be due, however, to insuffi-
cient sampling. Bottom panel: Distributions that include
a triggered star-formation process suddenly generating high-
metallicity stars compared to the average gas metallicity (see
Figure 3).

prescription for SAMs, our results suggests that non-

uniform mixing can be captured by simple models in a

post-processing manner. However, when modeling the

chemical evolution of different elements, the situation

becomes more complex because different abundance ra-

tios detected in metal-poor stars have different disper-

sions depending on the targeted elements (e.g., Cohen
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Figure 10. Metallicity distribution function (MDF) pre-
dicted by GAMMA compared to the one extracted from the
hydrodynamic simulation (W12, green line) for the main
galaxy. The red line represents the raw MDF while the blue
line shows the result of convoluting this MDF with Gaus-
sian functions having a standard deviation of 0.2 (see Sec-
tion 6). The long high-metallicity tail seen in the W12 sim-
ulation originates from triggered star-formation events (see
Figure 3). The GAMMA model presented in this figure corre-
sponds to the blue model in Figure 11 (see Section 7).

et al. 2013; Roederer et al. 2014; Frebel & Norris 2015;

Hirai et al. 2017). Deriving analytic prescriptions for

the non-uniform mixing of individual elements is not

possible with the W12 simulation, since only the overall

metallicity was tracked rather than individual species

abundances.

In spite of our ability to reproduce the MDF of the

hydrodynamic simulation at the final redshift, we cannot

capture the triggered star formation events predicted by

this simulation. These stochastic events create the long

high-metallicity tail in the MDF (see Figure 3), which is

absent in the MDF predicted by GAMMA (see Figure 10).

7. REPRODUCING THE HYDRODYNAMIC

SIMULATION

In this section we apply the non-uniform mixing pre-

scription constructed in Section 6 and attempt to repro-

duce the observable quantities from the W12 simulation

that are presented in Section 3.5. The “best fit” models

shown in this section have been found by tuning input

parameters by hand. This is not a statistically rigor-

ous approach, and is intended to be the first step of

a long-term model calibration and optimization process

that will be improved by using statistical tools such as

Markov Chain Monte Carlo calculations, which are al-

ready part of our chemical evolution pipeline (see Côté

et al. 2017b).

Figure 11 shows a comparison between the W12 sim-

ulation and GAMMA, with panels a - c showing three par-

ticular parameterizations of f?, τinflow, and ηgal that are

quite dissimilar from each other (see also Table 2). How-

ever, all those parameterizations do a reasonable job of

reproducing the observable properties of the target halo

(panels d - f). We examine these in more detail in the

following subsections.

7.1. Star Formation and Metallicity

Panels d and e of Figure 11 shows the star formation

history and metallicity distribution functions predicted

by GAMMA using three the different sets of input param-

eters presented in Table 2 (blue, red, and black lines).

We cannot reproduce the bursty nature and the rela-

tively small oscillation periods of the star formation his-

tory, but our three models are still able to reproduce

the global trend of the hydrodynamic simulation (green

thick line in each panel). The oscillating behaviour in

the SFR our blue model prior ∼ 700 Myr is discussed

in Section 8.2. The MDFs predicted by our models are

very similar to each other, although the adopted SFE

and gas circulation processes are substantially different

from one model to another (panels a, b, and c). This is

because the input parameters can modify the MDF in a

similar manner (see Section 5). It is therefore possible

to vary those parameters in such as way that the im-

pact of their variations is cancelled for these particular

observables. This results is complementary to the work

of Côté et al. 2017a who showed that only fitting the

stellar abundance ratios of a real galaxy is insufficient

to understand its evolution, since those observations can

numerically be reproduced in multiple ways (i.e., there

is significant degeneracy between these model parame-

ters).

7.2. Age-Metallicity Relationship

Panel f of Figure 11 shows the age-metallicity rela-

tionship predicted by GAMMA for the main galaxy (thick

lines) and for the satellite galaxy (thin lines) against

the W12 data (green and pink dots). Each line seg-

ment represents a building-block galaxy in the merger

tree (or a branch). The segments tend to align and form

continuous lines because most of the mergers are minor

and involve low-mass halos that do not form stars. Al-

though the merger tree of the main galaxy is complex

(see Figure 5), this galaxy represents a relatively simple

case because star formation predominantly occurs in the

most massive progenitors at z . 9 (see Figure 2).

To match the satellite galaxy with each GAMMA model,

we used the same input parameters as for the main

galaxy (panels a, b, and c of Figure 11), but we scaled
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Figure 11. Comparison between the hydrodynamic simulation of Wise et al. (2012a) and the semi-analytic code GAMMA using
the merger trees extracted from that simulation. Top row: The solid blue, dashed black, and red dotted lines represent three
different GAMMA models using different assumptions for the evolution of the star formation efficiency (panel a), the gas inflow
timescale (panel b), and the galactic mass-loading factor (panel c), as presented in Table 2. These three panels only show the
predictions for the target galaxy, and do not explicitly target its satellite. Bottom row: Panels d and e show star formation
history and metallicity distribution function (MDF) predicted by GAMMA compared to the ones predicted by the hydrodynamic
simulation (green thick line), for the target galaxy. Panel f shows the age-metallicity relationship. For GAMMA, each color is
associated to a specific model as in the other panels but the target and satellite galaxies are represented by thick and thin line
segments (see Section 7.2), respectively. For the hydrodynamic simulation, the target and satellite galaxies are represented by
green and pink dots, respectively.

down the magnitude of the star formation efficiency by

a factor of 5. The slight differences seen in the low-

metallicity end of the main galaxy’s MDFs predicted

by our models (panel e) are more visible when looking

at the age-metallicity relationship (panel f). Although

the models are consistent with each others at late time

(t > 700 Myr), they are divergent at earlier time. For

the main galaxy, the black model best fits the W12 data

between 650 and 700 Myr, while only the blue model is

able reproduce the stellar metallicity at ∼ 575 Myr. For

the satellite galaxy, only the blue model can match the

W12 data between 600 and 700 Myr. Its predictions at

∼ 525 Myr are too low compared to W12, but the other

models are at least an order of magnitude lower.

Overall, the blue model is our current best-fit model

because of its fast early enrichment that allows to re-

produce (although not perfectly) the age-metallicity re-

lationship at all time, for both the main and the satellite

galaxies. However, our predictions for the early stages of

the age-metallicity relationship is likely affected by the

current lack of pre-enrichment from Population III stars

in GAMMA, which is present in W12 (see Section 8.2).

Table 2. Input parameters used for the three
GAMMA models shown Figure 11.

Parameter
Model

Units

Blue Red Black

f?,0 2.5 20.0 0.7 10−8 yr−1

γ? 0.0 3.0 1.0 –

τinflow,0 5.0 6.0 9.0 τff

γff -2.0 -1.0 1.0 –

ηgal,0 1.5 2.8 0.25 –

γη 5.0 3.0 0.0 –

fη 0.0 0.0 0.0 ηgal

7.3. CGM Outflows

Figure 12 presents the total mass of gas and the total

mass of metals found within the virial radius of the main

galaxy as a function of time. As shown in Table 2, our

best-fit GAMMA models do not include large-scale CGM
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outflows (fη = 0.0), meaning that all the gas is retained

inside the virial radius. According to Figure 12, this

assumption generates a good match with the quantity

extracted from the hydrodynamic simulation (top thick

green line) for the entire period of active star formation

(t & 600 Myr). This high baryonic retention, however,

is likely to change if the simulation were to continue

to lower redshifts (z < 7). Indeed, cosmological zoom-

in simulations have shown that low-mass galaxies lose

a significant fraction of their baryon by z = 0 (e.g.,

Muratov et al. 2015).

In Figure 12, variations can be seen between the simu-

lation and the GAMMA models in between 400 and 600 Myr

of galactic evolution. At 400 Myr, in the simulation, a

Pop III explodes and triggers a short burst of star for-

mation which generates a CGM outflow while the main

galaxy is ∼ 50 times less massive than at the end of the

simulation. This event is not considered in our GAMMA

models, which is why the total mass inside the halo in

the simulation tends to be lower than our models dur-

ing that period of time (see upper lines in Figure 12).

The metal enrichment caused by this event can be seen

as a bump in the mass of metals at ∼ 420 Myr (bottom

thick green line). After this time, the mass of metals

decreases because mass is lost outside the virial radius.

We note that the stellar mass formed during this event

is negligible compared to the total mass formed during

the active star formation period (see Figure 2).

Although a GCM outflow is generated at early time,

the mass lost eventually falls back and returns into the

galactic halo after ∼ 600 Myr of evolution. This early

starburst event provides a metallicity floor of [Z/H]∼−3

at the onset of the active star formation period where

our GAMMA models start to form stars (see discussion in

Section 8.2). This could affect the metal-poor end of

the MDF predicted by our models (see panel e of Fig-

ure 11). The slight increase in the mass of metals seen

in the simulation at ∼ 700 Myr compared to our model

predictions is due to the infall of metal-rich gas accom-

panying the most massive satellite galaxy (see pink circle

in Figure 4). We recall that since this satellite did not

merge before the end of the simulation, it is not include

in the merger tree of the main galaxy and it’s impact on

the mass of metals is thus not accounted in the GAMMA

models for the main galaxy.

8. DISCUSSION

In this section we discuss the limitations and uncer-

tainties of this work, highlight the advantages of our

approach, and describe the next steps required in this

research to better constrain our semi-analytic model,

GAMMA.
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Figure 12. Total mass of gas (top lines) and mass of metals
(bottom lines) present inside the virial radius of the main
galaxy as a function of time. The thick green line repre-
sents the values extracted from the hydrodynamic simula-
tion, while the solid blue, dashed black, and red dotted lines
represent the three different GAMMA models presented in Fig-
ure 11.

8.1. Modeling Uncertainties

One of the most important sources of uncertainty in

this project is the use of hydrodynamical simulations as

“ground truth.” The W12 calculation is complex and

includes a wide range of physics acting over a large span

of spatial and temporal scales. A particular concern is

the subgrid model for star formation and feedback used

in this simulation – these subgrid models are, in general,

the largest source of uncertainty in current-generation

cosmological simulations of galaxy formation (see, e.g.,

Scannapieco et al. 2012; Naab & Ostriker 2017).

Figure 13 compares the stellar mass – halo mass re-

lation from several “first galaxies” simulations (Pawlik

et al. 2013; Xu et al. 2016; Kimm et al. 2017; Ma et al.

2017; Rosdahl et al. 2018). The galaxy studied in this

work has a stellar mass nearly equal to the median found

in the “Normal region” of the Renaissance simulations.

In addition to the W12 and Renaissance Simulations,

the simulations of Kimm et al. (2017) include Popula-

tion III star formation. All simulations except Ma et al.

(2017) solve the radiative transfer equation. At halo

masses Mvir . 108 M�, all of the simulation results are

consistent with each other. Above this mass, the relation

slope starts to increase in W12, the Renaissance Simu-

lations, and Pawlik et al. (2013), whereas the SPHINX

(Rosdahl et al. 2018) and FIRE-2 simulations (Ma et al.

2017) relation slope remains basically unchanged. The

stellar masses from the SPHINX simulations are consis-
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Figure 13. Comparison of the stellar mass growth as a
function of halo mass between several simulations (see leg-
end). The shaded areas depict 1-σ errors. The thin black
line shows the abundance matching results at z = 0 extrapo-
lated to low masses (Behroozi et al. 2013a). The stellar mass
of the galaxy analyzed here is close to the median relation in
the Renaissance Simulations (Xu et al. 2016), is consistent
with the SPHINX simulations (Rosdahl et al. 2018), and is
an order of magnitude higher than the FIRE-2 simulations
(Ma et al. 2017).

tently a factor of 3–6 higher than the FIRE-2 simula-

tions. The largest W12 galaxy is a factor of five higher

than the median of the SPHINX simulations, however

it should be noted that the Renaissance and SPHINX

simulations’ stellar mass – halo mass relation are con-

sistent to 1-σ over their overlapping halo mass range

108 − 109.25 M�.

Furthermore, while the W12 calculation stops at a

relatively low redshift that is observable by the Hub-

ble Space Telescope (z = 7.29), even the most massive

galaxy in this simulation is too dim to be seen by HST,

even if strongly lensed. One important consequence of

this is that the simulation we are using to validate and

improve the GAMMA semi-analytical model is constrained

by observations only indirectly, and thus will represent

a significant source of uncertainty when GAMMA is ul-

timately used to make predictions about the relevant

galaxy populations.

That said, there is significant utility in using the W12

simulation as a case study, to highlight possible missing

or inaccurate physical prescriptions in GAMMA. In this

way, this project is quite successful, as we have identi-

fied several key areas where the GAMMA model could be

improved. For example, Section 6 highlights the need

to examine star-forming regions in more detail, and to

implement more realistic models for nonuniform mixing

that are motivated by the hydrodynamical simulations.

These models will be refined in future efforts by compar-

ison to additional galaxies in the W12 simulations, and

in more recent calculations like the Renaissance Simu-

lations (O’Shea et al. 2015). Similarly, as future gener-

ations of physics-rich cosmological simulations add im-

proved subgrid models for the ISM and star formation

and feedback, this will result in updated physical pre-

scriptions in our semi-analytic models.

One significant strength of directly comparing two dif-

ferent theoretical techniques, rather than using observa-

tions to calibrate the semi-analytical model, is that our

validation methodology is unaffected by nuclear astro-

physics and observational uncertainties. This is partic-

ularly important in terms of uncertainties relating to

stellar modeling (see, e.g., Fields et al. 2018). Obser-

vationally, old stellar populations present a challenge

when converting from integrated stellar spectra or color-

color diagrams to metallicities and star formation rates,

given uncertainties in stellar synthesis models and de-

generacies between stellar age and metallicity (see, e.g.,

Conroy et al. 2009, 2010; Conroy & Gunn 2010). In

the type of comparison we have undertaken, the hydro-

dynamical simulation provides these quantities with no

uncertainty (although undoubtedly with inaccuracy, as

described above and in the cited references). From a

theoretical standpoint, stellar modeling is affected by

uncertainties in nuclear reaction rates and in the physi-

cal prescriptions put into stellar evolution models (e.g.,

Young & Fryer 2007; Tur et al. 2009; Jones et al. 2015;

deBoer et al. 2017; Nishimura et al. 2017). These both

impose significant systematic uncertainties when com-

paring a hydrodynamical simulation or semi-analytical

model to observations. When doing a model-to-model

comparison such as we have undertaken, however, we

can use the same underlying stellar models in both types
of calculation and thus eliminate these sources of sys-

tematic uncertainty.

8.2. Current Limitations of GAMMA

The current version of GAMMA is limited in several ways

in terms of its modeling assumptions. We did not in-

clude the contribution of Pop III stars, which proba-

bly affects our treatment of the lowest-metallicity stars

in our models (Bromm et al. 2003; Wise et al. 2012b;

Griffen et al. 2016). A single PopIII star explosion can

create a metallicity floor of [Z/H]∼−3 in the W12 sim-

ulation. One of the next steps is to include primordial

stellar populations using a stochastic formation process

similar to the one adopted in W12. We counted 13

Pop III remnants in the main target halo at the end

of the simulation, which only represents ∼ 0.03% of the
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total stellar mass formed. The last Pop III star exploded

at t = 508 Myr (z = 9.7).

Another limitation of GAMMA is its oversimplification

of the gas phases. While the hydrodynamic simulation

clearly shows multiphase interstellar and circumgalactic

media with highly variable metallicity, our SAM only

works with averaged quantities. The complexity of the

interstellar medium should be included in GAMMA, but

we first need to analyze the hydrodynamic simulation

in more detail (see Section 8.4). We aim to improve

GAMMA step-by-step where each new implementation is

fully motivated and needed, as for the non-uniform mix-

ing prescription (see Section 6).

Our SAM is also limited in terms of its analytical na-

ture. Even if its complexity is increased, it will always

provide a simplified representation of galaxies. For ex-

ample, the stochastic (bursty) features and the rapid os-

cillation periods seen in the SFH of the W12 simulation

is unlikely to be reproduced by GAMMA. Although the lat-

ter can generate oscillating behaviours (see the blue line

in panel d of Figure 11), they are not driven by localized

individual star formation bursts within the interstellar

medium of the galaxy. They are rather caused by a pe-

riodic transfer of gas between the galaxy and the CGM

(see, e.g., Stinson et al. 2007; Quillen & Bland-Hawthorn

2008; Côté et al. 2015; Muratov et al. 2015). In certain

circumstances, because our models account for a delay

between the formation of stars and the release of energy

by SNe (see Equation 21), stars can accumulate enough

potential energy to completely empty the galactic gas

component. When the galactic outflow is launched, the

galactic gas is transferred into the CGM and the star

formation process is momentarily stopped, until part of

the CGM gas falls back into the galaxy to start a new

cycle.

Finally, we do not include yet the impact of an ionizing

ultraviolet radiation background (UVB), which can pre-

vent or limit star formation in dwarf galaxies after the

reionization (e.g., Okamoto et al. 2008; Ma et al. 2017).

Currently, if we were to run GAMMA beyond the reion-

ization period down to redshift zero, our models would

overestimate the stellar mass formed in low-mass galax-

ies. This UVB will be included in future work. We note

that the W12 and Renaissance simulations include an

H2-dissociating (Lyman-Werner) radiation background,

but not an ionizing background. The ionizing radiation

field is directly calculated by the radiation transport

solver. Low-mass halos (Mvir < 107 M�) are photo-

evaporated from radiation, especially if they are near a

galaxy.

8.3. Why Calibrate with Hydrodynamic Simulations?

Semi-analytic galaxy formation models targeting the

nearby low-redshift universe primarily use observations

for calibration, but some practitioners also use hydrody-

namic simulations to inform them and to constrain their

analytical prescriptions (e.g., Cattaneo et al. 2007; Saro

et al. 2010; Stringer et al. 2010; Hirschmann et al. 2012;

Neistein et al. 2012; Monaco et al. 2014; Guo et al. 2016;

Mitchell et al. 2017). This approach is even more nec-

essary when SAMs are targeting the early universe be-

cause the observational data available to constrain mod-

els are significantly less abundant and reduced in quality

compared to the low-redshift universe.

The degeneracy highlighted in Section 7 suggests that

it is unlikely that this type of modeling can constrain the

physical processes which occur inside dwarf spheroidal

and ultra-faint galaxies by only looking at their star for-

mation history and stellar metallicity distribution func-

tions. Technically, the observed age-metallicity relation-

ship could break down our degeneracy (see Figure 11),

but this relationship requires the determination of stellar

ages which are uncertain by a factor of a few Gyr for the

oldest stars (Bensby et al. 2014; Bergemann et al. 2014).

In addition, the typical time bin for the star formation

history in observed dwarf spheroidal galaxies is ∼ 1 Gyr

(Tolstoy et al. 2009; de Boer et al. 2012b,a, 2014; Weisz

et al. 2014), which is a reflection of these uncertainties.

This is large enough to hide the stochastic and bursty

nature of the SFH at z & 7

At high redshift, observations are thus limited in their

ability to constrain the physical processes implemented

in SAMs. Adding stellar abundances in the list of con-

straints could help, but other constraints outside the

realm of chemical evolution (e.g., gas fraction, star for-

mation efficiency, gas flow rates) are the most valuable

to break the degeneracy (Côté et al. 2017a). However,

the Galactic halo and dwarf spheroidal and ultra-faint

galaxies do not form stars anymore and cannot directly

probe the physical conditions that led to their forma-

tion. In spite of the imperfection of cosmological hydro-

dynamic simulations (see Section 8.1), they still repre-

sent the best option to calibrate SAMs, since they are

adequately resolved and provide crucial data that are

otherwise unknown with observations.

8.4. Future Directions

The next step of this project is to extract further con-

straints from the W12 simulation. An important quan-

tity to extract is the amount of gas involved in the star

formation process, as it will allow us to constrain the

star formation efficiency in GAMMA (see Figure 11). To

create a consistent base for the comparison, we need
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to define the star-forming region in the hydrodynamic

simulation. This reservoir needs to include different gas

phases in order to be representative of the simplified and

averaged nature of the galactic gas in our SAM. How-

ever, the task is non-trivial since the spatial distribution

of stars in the targeted high-redshift galaxy is complex

and cannot be represented by a sphere or a rotating disk

as in Mitchell et al. (2017). While the spatial distribu-

tion and the geometry of the star-forming region is not

accounted for in our GAMMA models, they are important

from the point of view of extracting the correct quanti-

ties from the hydrodynamic simulation.

Phase-space cuts (e.g., temperature, density, and

metallicity thresholds) could be used to isolate the ge-

ometry of the star-forming region as a function of time,

but we first need to better understand the metal re-

cycling process within that central region. Indeed, we

noticed that the hot metal-rich gas phase containing

most the SNe ejecta has a very-short cooling timescale

(. 1 Myr), which is below the time-resolution limit of

our data outputs. At this stage, it is not clear whether

this hot metal-rich gas efficiently mix with its surround-

ing before forming new stars. Deeper analysis is re-

quired, which possibly includes re-running parts of the

simulation with higher temporal resolution to study the

gas dynamics in more details.

In addition of isolating the mass of the star-forming re-

gion, inflowing and outflowing gas fluxes going through

the star-forming region should be extracted from the

simulation. These quantities would help to constrain

the gas circulation process adopted in our SAM. Once

the comparison framework between our semi-analytical

models and high-redshift cosmological simulations is es-

tablished, our plan is to repeat our experiment with the

other galaxies found in the W12 simulation. The goal

will be to derive general prescriptions that are valid for

a wide range of galaxy masses. On the longer term, we

will apply our methodology and inform GAMMA using the

Renaissance simulations (O’Shea et al. 2015; Xu et al.

2016) in order to address a greater variety of galaxy for-

mation environments in the early universe.

9. CONCLUSION

In this paper we presented GAMMA, our new semi-

analytic galaxy formation model designed to address the

origin of metal-poor stars and to reconstruct the chem-

ical evolution history of low-mass galaxies in the early

universe. A critical goal of this project is to calibrate

our model by comparing its predictions with the ones

extracted from high-redshift cosmological hydrodynamic

simulations. In this paper, we targeted the most mas-

sive galaxy in the Wise et al. (2012a, referred to as W12)

simulation, extracted its mass assembly history (merger

tree), and used it as an input in GAMMA to provide a

consistent setup for comparing the semi-analytical and

hydrodynamical approaches.

We found that GAMMA is able to reproduce the global

trends predicted by the W12 simulation for the star for-

mation history (SFH), the metallicity distribution func-

tion (MDF), and late stages of the age-metallicity rela-

tionship. However, there are degeneracies between the

input parameters of GAMMA and it is not possible to con-

strain the star formation efficiency and the baryonic cir-

culation processes using these constraints alone. Addi-

tional constraints such as the mass of gas involved in

the star formation process need to be extracted from

the hydrodynamic simulation to break the degeneracy

(see Section 8.4).

Non-uniform mixing in the interstellar medium causes

a broadening in the MDF, which can be emulated with

GAMMA when convolving its MDF with Gaussian func-

tions having a standard deviation of ∼ 0.2, a prescrip-

tion motivated by the metallicity distributions of newly-

formed stars seen in the hydrodynamic simulation at

late times. However, some other features seen in the

W12 simulation cannot be captured by GAMMA. This

includes the stochasticity of the SFH and the sudden

star formation events triggered by supernova explosions,

which generate a non-negligible high-metallicity tail in

the MDF. In addition, infalling satellite galaxies have ac-

tive star formation, and tend to have outflows of metal-

enriched gas while simultaneously falling into the halo

of the targeted galaxy. This interaction between the

satellite galaxies and the circumgalactic medium of the

central galaxy is not include in the current version of

our SAM.

The long-term goal of this project is to improve GAMMA

to a point where it can provide valuable insights into the

formation and evolution of local dwarf spheroidal and

ultra-faint galaxies as well as the Galactic halo. This

requires the derivation of galaxy evolution prescriptions

that are general enough to be applicable to a wide range

of galaxy masses and formation environments. To do

so, we plan to repeat our experiment with more galax-

ies in the W12 simulation and ultimately extend our

methodology to the Renaissances simulations (O’Shea

et al. 2015; Xu et al. 2016).
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