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We use a semiclassical approach to study out of equilibrium dynamics and transport in quantum
systems with massive quasiparticle excitations having internal quantum numbers. In the universal
limit of low energy quasiparticles, the system is described in terms of a classical gas of colored hard-
core particles. Starting from an inhomogeneous initial state, in this limit we give analytic expressions
for the space and time dependent spin density and spin current profiles. Depending on the initial
state, the spin transport is found to be ballistic or diffusive. In the ballistic case we identify a “second
front” that moves more slowly than the maximal quasiparticle velocity. Our analytic results also
capture the diffusive broadening of this ballistically propagating front. To go beyond the universal
limit, we study the effect of non-trivial scattering processes in the O(3) non-linear sigma model
by performing Monte Carlo simulations, and observe local equilibration around the second front in
terms of the densities of the particle species.

I. INTRODUCTION

Out of equilibrium dynamics of quantum many-body
systems have been in the focus of research in the last
decade [1–5]. Despite the great deal of progress and effort
devoted to the subject, the mechanisms underlying trans-
port phenomena in integrable and non-integrable systems
are still not well understood.

A striking instance is provided by the presence of
anomalous transport in integrable systems. For example,
both diffusive and sub-diffusive spin transport have been
observed numerically in the XXZ spin chain [6–12]. The
appearance of diffusion in integrable systems is rather
enigmatic as one would expect ballistic transport due to
the ballistically propagating stable quasiparticles. Over
the last year, a generalized hydrodynamical (GHD) ap-
proach has been developed that captures ballistic trans-
port in Bethe Ansatz integrable systems [13–32]. This
approach is, however, unable to account for non-ballistic,
and in particular, diffusive transport at its current stage
of development.

Here we intend to pursue another, semiclassical route
to understand non-equlibrium steady state physics, an
approach that has been successfully applied to compute
dynamical correlation functions both at finite temper-
ature [33–37] and out of equilibrium after a quantum
quench [38–41]. This approach is applicable to gapped
one dimensional systems with quasiparticles possessing
some topological or symmetry-protected internal quan-
tum numbers µ which we shall refer to in what follows as
‘spin’. The meaning and possible values of µ differ from
model to model: in quantum rotor models, for example,
µ corresponds to the angular momentum lz = −l, . . . , l of
the quasiparticles [42], in the sine–Gordon model it refers
to the topological charge τ = ± [35, 40], in the quantum
Potts model it labels domain walls or residual permuta-

tion symmetry [36], while in the spin-1 Heisenberg model
or other similar spin models [43] and non-linear sigma
models [34, 39] it describes the spin of the quasiparticles.

In this work we apply semiclassical and hybrid semi-
classical approaches to investigate equilibration and the
formation of non-equilibrium steady states (NESS). The
physical setup we study is the so-called partitioning pro-
tocol or tensor product initial state displayed in Fig. 1,
where two-semi infinite systems with different quasipar-
ticle velocity and ‘spin’ distributions are suddenly joined.
This setup has been used to study energy and spin trans-
port in various systems [6, 11, 13, 14, 18, 19, 21, 26, 29,
31, 32, 44–65].

In the semiclassical approach stable quasiparticles fol-
low classical trajectories, while collisions are governed
by quantum mechanics. In the so-called universal (low
momentum) limit the scattering matrix of these quasi-
particles becomes fully reflective. In this peculiar limit
quasiparticles behave in many ways as hard-core billiard
balls, and their various correlation functions can be com-
puted analytically even under non-equilibrium circum-
stances [38–40]. We first focus on this universal limit and
report analytic closed form expressions for the spin den-
sity and spin current profiles valid for arbitrary times
in the thermodynamic limit. We verify these analytical
results by detailed Monte Carlo simulations.

Naively one would expect the semiclassical approach
to be able to describe only ballistic behavior. However,
this is not the case if one is interested in the transport of
internal degrees of freedom. Indeed, we identify both dif-
fusive and ballistic spin transport in our simple model. In
particular, we show that particle and ‘spin’ densities dis-
play generically ballistic ‘shock wave’ propagation, but
the front itself shows diffusive behavior. These results
parallel the very recent results of Ref. [66], where the
authors demonstrated ballistic as well as diffusive behav-
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FIG. 1. Sketch of a semiclassical configuration given by the
space-time trajectories of particles. Arrows indicate the actual
trajectory of the reflected particle. Hotter particles typically
create a front moving ballistically from left to right in the
figure.

ior in a classical cellular automaton toy model involving
charged hard-core particles and neutral non-interacting
particles. The behavior we observe is similar to that ob-
served in classical hard-core models [67–69].

Unfortunately, the analytical approach described in the
previous paragraphs has its limitations, since for quasi-
particles of finite kinetic energy the scattering matrix
is not fully reflective. Nevertheless, as demonstrated re-
cently [41], it is possible to go beyond this universal limit
by means of a hybrid semi-semiclassical Monte Carlo
approach, and thereby account for the generically weak
transmissive scattering events and simulate the actual
physical systems accurately at long times.

Our hybrid semiclassical simulations show that the
generic features survive beyond the universal limit, i.e.,
if we allow transmissive and ‘spin’ changing scattering
processes encoded by a non-trivial scattering matrix. As
an example, we analyze the O(3) non-linear sigma model
that provides the low energy effective description of the
spin-1 Heisenberg spin chains in the Haldane gapped
phase. We find that the non-trivial S-matrix opens new
quasiparticle ‘spin’ relaxation channels and leads to cer-
tain new phenomena, including the equilibration of quasi-
particle species at the front.

The paper is organized in the following way. After spec-
ifying our model and the physical setup, we summarize
the derivation of the analytical results obtained in the
universal limit in Sec. II. The details of this calculation
as well as an alternative derivation are presented in the
Appendix. In Sec. III we analyze the asymptotic behavior
of the space-time profiles and identify ballistic and diffu-
sive contributions to the spin transport. We also compare
the analytical results of the universal semiclassical ap-
proach with numerical simulations. In Sec. IV we extend
the latter to semi-semiclassical simulations that account
for transmissive as well as more general processes in the

O(3) non-linear sigma model. Finally, we give our con-
clusions and discuss possible extensions of our work in
Sec. V.

II. ANALYTIC MAGNETIZATION AND
CURRENT PROFILES IN THE UNIVERSAL

LIMIT

A. The setup

The out of equilibrium evolution and transport is in-
duced by joining two semi-infinite systems that are in
different homogeneous states, pure or mixed, which are
represented in the semiclassical picture by a distribution
of quasiparticle excitations. We assume that quasiparti-
cles have the same mass on both sides, but their velocity
as well as their internal ‘spin’ µ may have a different
distribution on either side.

Notice that the quantum number µ may, in gen-
eral, correspond to any internal quantum number such
as charge, topological charge, SU(2) spin label, or vir-
tually any other internal degree of freedom. In the
O(3) non-linear sigma model, e.g., elementary excita-
tions are triplet particles with spin components Sz ≡
µ = ±1, 0, and have relativistic dispersion relations

ε(p) =
√

∆2 + p2c2. In this integrable model, the two-
body S-matrix is exactly known (see Appendix A4), and
in the universal limit of low momenta it becomes per-
fectly reflective. In this and the following section we fo-
cus entirely on this universal purely reflective limit, and
derive general analytical semiclassical results for the time
evolution of the steady state. (Effects emerging beyond
this universal limit shall be discussed in Sec. IV).

The initial distribution of quasiparticles is character-
ized by the distribution functions fL/R(µ, p), where p is
the momentum and the superscripts L or R refer to the
left and right systems, respectively. Our only assumption
is that the distribution function factorizes,

fL/R(µ, p) = gL/R(µ) fL/R(p) (1)

with
∑
µ gL/R(µ) = 1. This condition can be released in

numerical simulations, however, it is important for the
analytical solution presented in this section. An example
for such a factorization is given by thermal equilibrium
in the presence of some external field h, when

fα(µ, p) = eβαhαµe−βαε(p) (2)

where α = {L,R}. A semiclassical configuration is
thus given by the initial locations, momenta, and spins
of all quasiparticles. We assume that particles are ini-
tially evenly distributed in space on each side and their
momenta and spins are drawn from the distribution
fL/R(µ, p). We are interested in averages over these con-
figurations, i.e. over the {x, p, µ} initial coordinates of all
particles. Pictorially, such a configuration is represented
by a set of semi-infinite straight lines in the (x, t) plane
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(see Fig. 1), and by energy and momentum conservation,
particles must move along segments of these lines. Each
line starts at a random point of the t = 0 horizontal line
with a slope

vp =
dε(p)

dp
(3)

corresponding to the initial velocity of the particle and
each segment carries a label µ according to the spin of
the particle. We connect the two half systems at t = 0
and x = 0, and to generate transport, the momenta and
the spins are drawn at t = 0 from different distributions
for x > 0 and x < 0. The initial particle number and
magnetization densities on the two sides are given by

nL/R =
∑
µ

∫
dp

2π
fL/R(µ, p) =

∫
dp

2π
fL/R(p) , (4)

mL/R =
∑
µ

∫
dp

2π
µ fL/R(µ, p) = nL/R

∑
µ

µ gL/R(µ) ,

(5)

and the initial polarization, i.e. the average magnetiza-
tion of a single particle is expressed as

µ̂L/R ≡ 〈µ〉L/R = mL/R/nL/R =
∑
µ

µ gL/R(µ) . (6)

Notice that straight lines in Fig. 1 are not the actual
physical trajectories of the hard-core particles because
their spin degree of freedom gets reflected and follows
complicated zig-zag trajectories (see Fig. 1). It is this
non-trivial motion of the particles that render the cal-
culation of the spin current non-trivial. Indeed, in con-
trast to the spin, expectation values of fully transmitted
quantities such as energy or particle density are easy to
compute, because they propagate along the straight tra-
jectories. Therefore, near position x and at time t only
those particles contribute to the current that come from
the left and are faster than x/t, and those that come from
the right and are slower than x/t. In Fig. 1 each line car-
ries momentum p, energy ε(p), and unit particle number.
For example, the mean particle density and current are
given by

n(x, t) =

∫
dp

2π

[
Θ(x/t− vp)fR(p) + Θ(vp − x/t)fL(p)

]
,

(7)

j(x, t) =

∫
dp

2π
vp Θ(x/t− vp)fR(p)

+

∫
dp

2π
vp Θ(vp − x/t)fL(p) vp .

(8)

The energy density and energy current are given by anal-
ogous expressions, only the integrands contain an extra
factor of ε(p). Note that these expressions depend solely
on the scaling variable

ξ = x/t , (9)

i.e. on the “ray” in the (x, t) plane. If there is a max-
imal quasiparticle velocity c, then particle and energy
currents are zero outside of the light cone, i.e. for |ξ| > c.
Keeping x finite while sending t→∞ corresponds to the
ξ = 0 ray, identified as the non-equilibrium steady state
(NESS) developing at the center.

B. Analytic space-time profiles

We shall now derive closed, analytical expressions for
the complete spatial and time dependence of the mag-
netization profile, m(x, t) in the limit of fully reflective
collisions. To do that, we shall first compute the average
magnetization M(x, t) transferred through point x until
time t. Differentiation then yields immediately the mag-
netization current, J(x, t) = ∂tM , and the change in the
magnetization density m(x, t)−m(x, 0) = −∂xM .

For a given configuration C and time t, the magnetiza-
tion M(C) transported across point x is the sum of the
spins of the particles crossing the segment [(x, 0), (x, t)],
each weighted by ±1 depending on whether it crosses
from the left or from the right. To compute M(x, t) we
must average this quantity over all possible initial quasi-
particle configurations, M(x, t) = 〈M(C)〉C .

Consider now the triangle on the (x, t) plane with ver-
tices (0, 0), (x, 0), and (x, t), shown in Fig. 1. As mag-
netization is conserved by the dynamics, the total mag-
netization flowing into this triangle, including the inflow
along the edge B = [(0, 0), (x, 0)], must be zero 1. This
implies that M(C) can also be calculated as the sum of
the spins (again with signs) encountered when moving
along the A = [(0, 0), (x, t)] segment, MA(C), plus the
sum of the spins along the B interval, MB(C). The sec-
ond quantity is related to the initial magnetization, but
MA is, in principle, complicated: although the spins of
particles at t = 0 are uncorrelated, they travel along zig-
zag trajectories as a result of multiple collisions, and they
can cross segment A multiple times.

However, due to the perfectly reflective elastic colli-
sions, the spatial sequence of the spins at any fixed time
is unchanged under the time evolution. As a consequence,
if the number of net crossings along A is s, MA is equal
to the negative sum of the first |s| spins to the right (if
s < 0) or to the sum of the first s spins to the left (if
s > 0) of the origin at t = 0.

To obtain the expectation value of the transported
magnetization, we have to average over all semiclassical
configurations. As the spin and orbital degrees of free-
dom follow independent distributions, we can first aver-
age over the spins. This implies that the average left and

1 Or, thinking in terms of spatial domains, the initial magnetiza-
tion of the interval B must flow out at the left and the right
boundaries while we shrink the interval to zero by moving the
left boundary to the right one.
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right magnetizations can be used, yielding

〈MA〉C = 〈Θ(s)s〉 µ̂L + 〈Θ(−s)(−s)〉 (−µ̂R) , (10a)

〈MB〉C = (Θ(x)µ̂RnR + Θ(−x)µ̂LnL)x , (10b)

where 〈. . .〉 denotes averaging over the remaining orbital
degrees of freedom:

〈O〉 =
1

(nRL)NR

NR∏
i=1

∫ L

0

dyi

∫
dpi
2π

fR(pi)

1

(nLL)NL

NL∏
j=1

∫ 0

−L
dȳj

∫
dp̄j
2π

fL(p̄j)O , (11)

where the physical quantity O depends implicitly on the
initial positions and momenta of the particles, {yi, pi}
and {ȳj , p̄j}, with the bar referring to particles on the
left. Then the average transported magnetization is

M(x, t) = 〈MA〉C + 〈MB〉C . (12)

To evaluate 〈Θ(s)s〉 and 〈Θ(−s)s〉 we notice that s is
just a crossing number, and is simply given by the number
of straight lines from the right ending up left of the point
x at time t minus the number of lines from the left ending
up right of (x, t),

s =

NL∑
j=1

Θ(ȳj +v(p̄j)t−x)−
NR∑
j=1

Θ(x−yj−v(pj)t) , (13)

where it is understood that yj > 0 and ȳj < 0.
To evaluate 〈Θ(s)s〉 we rewrite the Heaviside theta

function as Θ(s) =
∫

dp
2π

eips

ip+ε . Now the average
〈
eipss

〉
is

a product of averages over independent variables, which
we can evaluate analytically and reexponentiate the re-
sult in a few steps to yield (see Appendix A1)

〈Θ(s)s〉 = 2
√
QRQLe

−QR−QL×∫
du

2π

sin(u− iγ)

u− iε
e2
√
QRQL cos(u−iγ) ,

(14)

where tanh γ = (QL −QR)/(QL +QR) and

QR(x, t) =

∫
dp

2π
Θ(x/t− vp)fR(p)(x− vpt) , (15a)

QL(x, t) =

∫
dp

2π
Θ(vp − x/t)fL(p)(vpt− x) (15b)

are the expectation numbers of right/left particles cross-
ing the segment A connecting the origin with the point
(x, t). Repeating the derivation for 〈Θ(−s)(−s)〉 and us-
ing Eq. (10a), we finally obtain for 〈MA〉

〈MA〉 = 2
√
QRQLe

−QR−QL∫
du

2π
sin(u−iγ)e2

√
QRQL cos(u−iγ)

(
µ̂L

u− iε
− µ̂R

u+ iε

)
.

(16)

An alternative but maybe less transparent derivation pre-
sented in Appendix A2 yields an equivalent but possibly
more convenient, alternative expression,

〈MA〉 = (QL−QR) (Θ[QR −QL]µ̂R + Θ[QL −QR]µ̂L)

+(µ̂L−µ̂R)
√
QRQL

∫ ∞
1

dz
e−(QR+QL)z

z
I1

(
2
√
QRQL z

)
,

(17)

where I1(x) is the modified Bessel function of the first
kind.

The spin current is given by the time derivative of the
total transported magnetization at position x,

J(t) = ∂tM(x, t) = ∂t 〈MA〉 , (18)

since 〈MB〉 is independent of time. The magnetization
(spin) densitym(x, t) can then be obtained by integrating
the continuity equation

∂tm(x, t) + ∂xJ(x, t) = 0 (19)

with the initial condition given by the initial state. This
yields

m(x, t) = −∂xM(x, t) + Θ(x)nRµ̂R + Θ(−x)nLµ̂L

= −∂x 〈MA〉 , (20)

where we noticed that the initial condition exactly can-
cels the spatial derivative of 〈MB〉C . The function 〈MA〉
depends on x and t through QL and QR only, which im-
plies that apart from an overall sign, the expression for
m(x, t) and J(x, t) will have the same structure. When
differentiating Eq. (17), it is useful to change the inte-
gration variable z to u = 2

√
QRQLz and change it back

after differentiation. We thus find
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(
J(x, t)
m(x, t)

)
= (∇QL −∇QR) (Θ[QR −QL]µ̂R + Θ[QL −QR]µ̂L)

+ (µ̂L − µ̂R)
∇QRQL +QR∇QL

2
√
QRQL

(∫ ∞
1

dz
e−(QR+QL)z

z
I1

(
2
√
QRQL z

)
− e−(QR+QL)I1(2

√
QRQL)

)
− (µ̂L − µ̂R)

∇QRQL −QR∇QL

2
√
QRQL

(QR −QL)

∫ ∞
1

dze−(QR+QL)zI1

(
2
√
QRQL z

)
, (21)

where

∇QR/L(x, t) ≡
(
∂tQR/L

−∂xQR/L

)
. (22)

Expression (21) is one of the main results of the paper
that gives the space-time profile of the magnetization cur-
rent and density in the thermodynamic limit for arbitrary
x and t.

III. LARGE TIME ASYMPTOTIC RESULTS

Although Eq. (21) has an analytical beauty, it is not
very transparent. To gain some physical insight, let us
now analyze its physical content by extracting its behav-
ior at large times.

For later purposes, let us introduce the rates at which
particles from the right/left cross segment A

ΓR/L(x, t) ≡ QR/L(x, t)/t . (23)

Interestingly, these rates depend on x and t only through
the ratio ξ ≡ x/t, with the velocity variable ξ specify-
ing “rays” in the (x, t) plane. Similarly, the derivatives
∂tQR/L(x, t) and ∂xQR/L(x, t) also depend on ξ only,

∂xQR/L(ξ) = ±
∫

dp

2π
Θ[(±(ξ − vp)]fR/L(p) , (24)

∂tQR/L(x, t) = ∓
∫

dp

2π
Θ[±(ξ − vp)] vp fR/L(p) . (25)

Notice that ∂xQR−∂xQL is nothing but the particle den-
sity n(x, t) = n(ξ) in Eq. (7) and ∂tQL − ∂tQR is the
particle current j(x, t) = j(ξ) in Eq. (8).

Since we are mainly interested in the large time behav-
ior of the magnetization density and the current profiles,
and since QR/L are both proportional to t for any fixed
ξ, for large times we can use the asymptotic behavior of
the Bessel function and obtain an analytical estimate of
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FIG. 2. Evolution of the magnetization profile for particles
with dispersion relation ε(p) =

√
∆2 + p2c2. The coordinate

x is measured in units of the Compton length ~c/∆ while
time t is measured in units of ~/∆, and we set ~ = 1 and
c = 1. The left/right momentum distributions are fL/R(p) ∼
e−βL/Rε(p) with inverse temperatures ∆ βL = 1, ∆ βR = 2 and
average magnetizations per particle µ̂L = 0.8, µ̂R = −1. (a)
Magnetization profiles for different times as indicated in the
legend. The analytic result (21) is plotted in solid lines while
symbols represent Monte Carlo simulations. (b) Same data as
functions of x/t, demonstrating ballistic transport. Eq. (29a)
is shown as a dashed line. Inset: Magnetization profiles around
the second front as a function of [x−x∗(t)]/

√
t, demonstrating

the diffusive broadening of the front.
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FIG. 3. Evolution of magnetization current profile for the
setup in Fig. 2 except that the right temperature is ∆ βR =
3. (a) Magnetization current profiles for different times as
indicated in the legend. The analytic result (21) is plotted
in solid lines while the dashed line represent the asymptotic
expression (26). (b) Magnetization c plotted as function of
x/t to demonstrate ballistic front propagation. The ballistic
result in Eq. (29b) is shown in dashed line.

the integrals in Eq. (21) (see Appendix A3)(
J(x, t)
m(x, t)

)
≈ (∇QL −∇QR) (Θ[QR −QL]µ̂R + Θ[QL −QR]µ̂L)

+ ∆µ̂
∇QRQL +QR∇QL

2(QRQL)3/4

(
e−R

2

2
√
π
− |R|erfc|R|

)

−∆µ̂
∇QRQL −QR∇QL

4(QRQL)3/4

(√
QR +

√
QL

)
sgn(R)erfc|R| ,

(26)

where R(x, t) ≡
√
QR −

√
QL and ∆µ̂ = µ̂L − µ̂R.

At generic values of ξ, the difference R is proportional
to
√
QR −

√
QL ∼

√
t implying that the last two lines

of Eq. (26) are exponentially suppressed for large t, and
only the first line survives. This gives a ballistic result:
both the magnetization density and the current profiles
are scaling functions of the variable ξ = x/t, and display
a jump-like structure at a critical ray ξ = v∗, where QR =

QL, i.e., the left and right crossing rates equal

ΓR(v∗) = ΓL(v∗) . (27)

Using the explicit expressions (15) this equality can be
rewritten in a more illuminating form,

j(v∗) = v∗n(v∗) , (28)

where n(ξ) and j(ξ) are given in Eqs. (7) and (8). This
equation always has a unique solution, which allows us
to rewrite the ballistic component as

mbal(ξ) = n(ξ)
(
Θ[ξ − v∗] µ̂R + Θ[v∗ − ξ] µ̂L

)
, (29a)

Jbal(ξ) = j(ξ)
(
Θ[ξ − v∗] µ̂R + Θ[v∗ − ξ] µ̂L

)
. (29b)

These results have a clear physical meaning. Recalling
the interpretation of QR/L, Eq. (27) means that along
the ray v∗ the fluxes of particles coming from the left
and the right are balanced. Equivalently, Eq. (28) implies
that the fluid velocity defined as j(x, t)/n(x, t) along the
ray x/t = v∗ is equal to v∗, so in the reference frame
traveling at velocity v∗ the particle flow is zero. Thus v∗

is the velocity of the boundary between left and right
particles. We shall refer to this front of left particles pen-
etrating the gas of right particles or the other way around
as the “second front”. The “first front” is given by the
light cone at ξ = vmax = c set by the maximal velocity.
Inside this light cone the particle current is non-zero. As
the particles carry a finite magnetization, this induces
a magnetization current. However, until the second front
arrives, i.e. for v∗ < ξ < c, its magnitude is set by the av-
erage magnetization µ̂R of the right particles, while after
the second front has arrived, it is set by the left magneti-
zation µ̂L. For example, in Fig. 1 the point (x, t) is inside
the light cone but yet to the right of the second front so
the spin current is proportional to µ̂R.

Does this jump discontinuity in the ballistic result cor-
respond to a physical shock? To answer this, we have to
take a closer look at the profiles around the second front
at v∗. It is easy to see that around this point it is not jus-
tified to drop the terms we neglected in the derivation of
Eqs. (29): for all t there is a region in ξ around v∗ where
R =

√
QR−

√
QL is small and the terms we dropped are

non-negligible. Expanding around ξ = v∗ we find that

R(x, t) =
√
QR −

√
QL ≈

1

2
√
D∗

(ξ − v∗)
√
t , (30)

with the diffusion constant defined as

D∗ =
Γ(v∗)

n(v∗)2
. (31)

We thus conclude that the size of the region of ξ where
the non-ballistic terms neglected in (29) are important
shrinks as ∼ t−1/2. In terms of the original space-
time variables, however, this corresponds to a region
(x−x∗(t))2 ∼ tD∗ with x∗(t) = v∗t denoting the instan-
taneous position of the second front. This shows that the
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spatial region around the ballistic second front actually
grows diffusively as ∼

√
t and there is no real shock wave.

Let us now focus to the region close to the ballistic
second front by taking the limits t→∞ and R =

√
QR−√

QL fixed. Then the last two lines of Eq. (26) can be
simplified further,

(
J(x, t)
m(x, t)

)
≈
(
j(ξ)
n(ξ)

)(
Θ[ξ − v∗]µ̂R + Θ[v∗ − ξ]µ̂L

)
+

(
j(v∗)
n(v∗)

)
µ̂L − µ̂R

2
sign(ξ − v∗) erfc

(
|ξ − v∗|

√
t√

4D∗

)
.

(32)

This equation provides a surprisingly accurate approx-
imation for the exact magnetization profiles, Eq. (21) at
large times. In Figs. 2 and 3 we plot the magnetization
and the spin current using thermal momentum distribu-
tions and relativistic dispersion relation (see caption of
Fig. 2 for details). Fig. 3.a demonstrates that the asymp-
totic expression (32) plotted in dashed line approaches
the full result (21) shown as a solid line. A similar behav-
ior is observed for the magnetization profiles (not plotted
in Fig. 2.a). The ballistic solutions (29) with the jump
discontinuity are plotted in Figs. 2.b and 3.b in dashed
line. Results of the Monte Carlo simulations discussed in
Section IV are shown as symbols.

Both the
√
t dependence and the appearance of the er-

ror function hints at the diffusive nature of the correction.
Indeed, around the second front ξ ≈ v∗, the magnetiza-
tion is

m(x, t) ≈ n∗ µ̂L + µ̂R

2
− n∗ µ̂L − µ̂R

2
erf

(
x− x∗(t)√

4D∗t

)
.

(33)
In the reference frame of the front, this is just the solution
of the diffusion equation with diffusion constant D∗ with
step-like initial condition. Our formula thus describes the
diffusive broadening of the ballistically moving front.

The NESS is obtained by setting ξ = 0, t→∞, yield-
ing (for v∗ 6= 0)

(
JNESS

mNESS

)
=

(
j(0)
n(0)

)(
Θ[−v∗]µ̂R + Θ[v∗]µ̂L

)
. (34)

Thus for right moving (left moving) fronts the magne-
tization and its current in the NESS are determined by
the polarization on the left (right) and the average den-
sities and particle currents of particles passing through
the origin (see Eqs. (7) and (8)).

Interestingly, we can also compute the magnetiza-
tion density and current analytically right at the front
using that the last term in Eq. (21) vanishes and∫∞

1
dz e

−2Q∗z

z I1 (2Q∗ z) = e−2Q∗ [I0(2Q∗) + I1(2Q∗)] with

the result

m|x/t=v∗ =
µ̂L + µ̂R

2
n(v∗)

− µ̂L − µ̂R

2
(∂xQ

∗
R + ∂xQ

∗
L)e−2Q∗I0(2Q∗) ,

(35a)

J |x/t=v∗ =
µ̂L + µ̂R

2
j(v∗)

+
µ̂L − µ̂R

2
(∂tQ

∗
L + ∂tQ

∗
R)e−2Q∗I0(2Q∗) ,

(35b)

where we used the notation Q∗(t) = Γ(v∗) t. The time
dependence comes from the factors e−2P∗tI0(2P ∗t) that
give a ∼ 1/

√
t approach towards the large time asymp-

totic values m(v∗)(µ̂L + µ̂R)/2 and j(v∗)(µ̂L + µ̂R)/2.

A. Balanced case: diffusive spin transport

The asymptotic result in Eq. (32) is not correct for
the special, balanced case, when the streams of particles
coming from the left and right balance each other such
that the front does not move, v∗ = 0. In this case we
have ΓL(v∗) = ΓR(v∗), which, through the general re-
lation ∂tQ(v∗) = Γ(v∗) − v∗∂xΓ(v∗) immediately yields
that ∂tQR(v∗) = ∂tQL(v∗), i.e. that the particle current
at the front vanishes j(v∗) = 0. Apart from fine tuned
cases, this can happen most naturally in a balanced sit-
uation when fL(p) = fR(p) = f(p) = −f(p), i.e. when
the even momentum distributions and the average densi-
ties on the two sides are equal, only the spin distributions
are different. Then the particle current and the associated
ballistic component of the magnetization current is iden-
tically zero, ∂tQR − ∂tQL = 0, and ∂xQR − ∂xQL = n so
the orbital degrees of freedom are homogeneous through-
out the system. For thermal initial states this is the case
when TL = TR and hL = −hR implying opposite magne-
tizations µ̂R = −µ̂L.

In this balanced case the magnetization dynamics is en-
tirely described by the diffusive component. At the origin
we find, in particular

QR(0) = QL(0) = t

∫
dp

2π
Θ(vp)f(p)vp = t/(2τ) ,

(36)

∂tQR(0) = ∂tQL(0) =

∫
dp

2π
Θ(vp)f(p)vp = 1/(2τ) ,

(37)

∂xQR/L(0) = ±
∫

dp

2π
Θ(∓vp)f(p) = ±n/2 ,

(38)

where we introduced the collision time τ defined as the
ratio of the average separation and the average velocity
modulus,

τ−1 = n〈|v|〉 =

∫
dp

2π
f(p)|vp| . (39)
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Using Eqs. (35) we find that at the origin

m(0, t) = n
µ̂L + µ̂R

2
, (40)

J(0, t) =
∆µ̂

2

e−t/τ

τ
I0(t/τ) . (41)

After a sudden jump, the magnetization current de-
creases linearly for short times, J(0, t) ≈ ∆µ̂/(2τ) (1 −
t/τ), while for large times it decays to zero,

J(0, t) ≈ ∆µ̂√
2πt τ

. (42)

Both the short and the long time behavior are governed
by the collision time τ.

Expanding around the origin then gives
√
QR−

√
QL ≈

x/(2
√
Dt), where the diffusion constant is proportional

to the collision rate, Eq. (39).

D =
1

2n2τ
(43)

The magnetization density is given by Eq. (32), while
the current can be obtained from Eq. (26). Now due to
∂tQR = ∂tQL an extra factor of QL −QR appears in the
numerator of the last term rendering the last two lines
of the same order. Luckily, a cancellation takes place and
we find

m(x, t) ≈ nµ̂L + µ̂R

2
− nµ̂L − µ̂R

2
erf

(
x√
4Dt

)
, (44a)

J(x, t) ≈ n∆µ̂

2

√
D

πt
e−x

2/(4Dt) . (44b)

The magnetization profile for large times is the solution
of the diffusion equation

∂tm(x, t) = D ∂2
xm(x, t) , (45)

with the step-like initial condition m(x, 0) =
Θ(−x)n µ̂L + Θ(x)n µ̂R.

We note that in the specific case of the O(3) non-
linear sigma model with thermal non-relativistic momen-
tum distribution, f(p) = [1 + 2 cosh(βh)]e−βε(p), the dif-
fusion constant (43) coincides with that extracted from
the thermal dynamical spin-spin correlation function us-
ing the semiclassical method in Ref. [34].

IV. BEYOND THE UNIVERSAL LIMIT

The analytic treatment discussed in the previous sec-
tions relied on the assumption of purely reflective scat-
tering, valid in the limit of vanishing quasiparticle mo-
menta. For faster quasiparticles, however, transmissive
processes are also allowed, moreover, the set of outgo-
ing spins need not coincide with the incoming set. In
this section, we shall investigate the effect of these non-
transmissive processes through Monte Carlo simulations

[41]. For simplicity, we focus on the O(3) σ-model, where
the magnetization is locally conserved, so the S-matrix
has non-zero matrix elements between states of the same
total spin component in the z direction. In a collision of
a + and a − particle there are three possible out states,
(+,−) −→ (+,−), (−,+), (0, 0), corresponding to reflec-
tion, transmission, and transmutation into µ = 0 parti-
cles.

In the simulations we average over semiclassical config-
urations numerically. While generating the initial quasi-
particle configurations and finding the coordinates of the
collisions is simple, following the trajectories of the spins
is more complicated. In the universal limit, spins get re-
flected at each collision, and follow zig-zag paths. Averag-
ing the snapshots of the spin positions at given times over
the semiclassical configurations yields the density profiles
for each particle species, and determines the magnetiza-
tion profile. This is how the numerical data shown in Figs.
2, 3 was obtained using two particle species, i.e. when µ
can take two values µ = ±1.

In the non-universal case, different spin configurations
are superposed with the respective probability ampli-
tudes of the 2-particle S-matrix. The issuing coherent
time evolution of the quasiparticle spins can be de-
scribed by a hybrid semiclassical matrix product state
approach [41], whereby the spatial sequence of the parti-
cle spins is treated as an effective spin chain. Here, how-
ever, we focus on magnetization densities, and we do not
expect spin coherence to play a major role 2. Therefore
we use a simpler, classical version of the hybrid method
where we disregard the quantum coherence of spins and
assign specific outcomes of each collision with probabil-
ities derived from the respective S-matrix amplitudes,

|Sµ
′
1µ
′
2

µ1µ2 |2.

A. Relaxation of particle densities in a
homogeneous system

Let us study first the relaxation of the number (den-
sity) of particles with a given spin in a spatially homo-
geneous setup. Though the total quasiparticle number N
and the spin N+−N− are both conserved, (0, 0)↔ (+,−)
scattering leads to a relaxation of the particle numbers
Nµ and the corresponding densities nµ and probabilities
pµ = Nµ/N.

The time evolution of the occurrences pµ(t) is shown
in Fig. 7 for an initial state of thermalized quasiparti-
cles with no µ = 0 particles and 80% (20%) of type +
(−) particles. By parity and time reversal, however, the
equilibrium densities must satisfy detailed balance,

p+ p− =
1

2
p2

0 , (46)

2 Indeed, the two versions of the hybrid method was found to give
identical results even for equal time correlation functions after a
quantum quench.
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FIG. 4. (a) Time evolution of the relative densities the three
particle species in the homogeneous O(3) non-linear sigma

model. Initially, p
(0)
+ = 0.8, p

(0)
− = 0.2, p

(0)
0 = 0. The velocity

distribution of the particles is thermal with inverse tempera-
ture ∆β = 2 where ∆ is the particle gap. Time t is measured
in units of ~/∆ with ~ set to 1. Dashed lines indicate the
values p+ = 0.66, p− = 0.06, p0 = 0.28 obtained from the
detailed balance condition, Eq. (46).
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FIG. 5. Magnetization profiles in the non-universal limit at
time ∆ t = 700 plotted as functions of x/t for left/right mo-

mentum distributions fL/R(p) ∼ e−βL/Rε(p) with different in-
verse temperatures as indicated in the legend and average
magnetizations per particle µ̂L = 1, µ̂R = −1. The solid
lines are the analytical results in the universal limit given
by Eq. (21). The coordinate and time are measured in units
of ∆ as in Fig. 2 and we set ~ = c = 1.

where the factor 1/2 takes into account that collid-
ing 0 particles are identical. Noticing that only collisions
of type (0, 0) ↔ (+,−) generate particle number relax-
ation, we can parameterize the occurrences of the particle

species as p± = p
(0)
± − x and p0 = p

(0)
0 + 2x. Substitu-

tion to Eq. (46) then determines the stationary values
of the probabilities pµ. Indeed, the pa(t) curves in Fig. 4
approach these values, clearly demonstrating that the hy-
brid semiclassical method is able to capture equilibration
of particle species.

-4 -2 0 2 4
-0.2

-0.1

0

0.1

0.2

-1.5 -1 -0.5 0 0.5 1 1.5
-0.2

-0.1

0

0.1

0.2

0.3

0.4

(a)

(b)

FIG. 6. (a) Magnetization profiles in the non-universal case at
different times as indicated in the legend plotted as functions
of x/t for temperatures ∆βL = 0.75, ∆βR = 1.5 and average
magnetizations per particle µ̂L = 1, µ̂R = −1. The ballistic
result, Eq. (29a), in the universal limit is represented by a
dashed line. (b) Rescaled magnetization profiles around the
second front as a function of [x−x∗(t)]/

√
t, demonstrating the

diffusive broadening of the front. The dashed line represents
the analytical result for the diffusive behavior in the universal
(reflective) limit.

B. Transport beyond the universal limit

Let us now turn to the setup studied in Sections II and
III to see the effect of the non-universal S-matrix on the
non-equilibrium dynamics and transport. Here we focus
on the fully polarized initial state with only + particles
on the left, and only − particles on the right.

First we check whether the scaling properties of the
profiles change upon allowing for non-trivial scattering.
In Fig. 5 we plot the snapshot of the magnetization pro-
files at a given time for three different left/right temper-
atures together with the ones corresponding to the uni-
versal limit. It is clear that the non-trivial S-matrix has
a significant effect but mainly around the second front.
As expected, the front broadens more rapidly as there is
a finite probability of pure transmission at collisions. In
Fig. 6.a the magnetization profile is shown for different
times as a function of x/t to demonstrate that, similarly
to the universal case, the curves collapse on the universal
ballistic profile far from the second front. The behavior
around the front is shown in Fig. 6.b demonstrating that
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FIG. 7. (a) Density profiles of the particle species with Sz =
+1, −1, and 0 in the O(3) non-linear sigma model at time
t/(~/∆) = 300 where ∆ is the mass gap. The coordinate x is
measured in units of the Compton length ~c/∆. The initial

left/right momentum distributions are fL/R(p) = e−βL/Rε(p)

with ε(p) =
√

∆2 + p2c2, inverse temperatures ∆βL = 1,
∆βR = 2. The initial state is fully polarized, i.e. the average
magnetizations per particle are µ̂L = +1, µ̂R = −1. (b) Mag-
netization density profile in the same case. (c) Time evolution
of the relative densities of the particle species near the second
front. Time is measured in units of ~/∆. Dashed lines indi-
cate the values obtained from the detailed balance condition,
Eq. (46).

the width of the front grows as
√
t so it still broadens dif-

fusively, as expected, albeit with a different (larger) dif-
fusion constant. In summary, the picture of a ballistically
propagating and diffusively spreading “second front” re-

0
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0.1

0.15

-200 0 200 400 600

0

0.05

0.1

0.15

FIG. 8. The left and right hand side of the detailed bal-
alnce condition (46) involving the relative populations of the
three particle species as functions of the position for the setup
initial to that in Fig. 7. The dynamics leads to local equilibra-
tion: at shorter times (top panel) detailed balance is clearly
violated. However, at later times (bottom) local equilibration
takes place, and the local densities satisfy detailed balance at
each point. Units and conventions as in Fig. 7.

mains valid also in the non-universal case.
Next we analyze the effect of the flavor changing scat-

tering processes on the densities of the different parti-
cle species to see if a relaxation similar to that found
in the homogeneous case in Sec. IV A takes place also
in the inhomogeneous setup. Fig. 7.a shows the density
profiles of the three particle species separately. The sec-
ond front moving with velocity x/t = v∗ is the location
of the boundary between the + and − particles coming
from the left and from the right, respectively. The mag-
netization profile given by m(x, t) = n+(x, t) − n−(x, t)
is shown in Fig. 7.b. As we saw, the qualitative behavior
of the magnetization and the spin current is the same as
in the universal case. However, due to the collisions of
+ and − particles, a bump of µ = 0 particles develops
around the front as shown in Fig. 7. a.

As time evolves, local equilibration takes place around
the front. In Fig. 7.c we show the populations of the par-
ticle species around the front at x = v∗t. The analyt-
ical result, Eq. (33) predicts asymptotically a magneti-
zation m(x/t = v∗) = n∗(µ̂L + µ̂R)/2 so p+ − p− =
(µ̂L + µ̂R)/2 at the front. Assuming that this result car-
ries over to non-reflective scattering, we can use again
the detailed balance condition (46) to determine the pro-
portion of charged particles at the front. In Fig. 7 we

have (µ̂L + µ̂R)/2 = 0, yielding p± = 2−
√

2
2 ≈ 0.293 and
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p0 =
√

2 − 1 ≈ 0.414. These values are in very good
agreement with the numerics, shown in Fig. 7.c, thus
demonstrating local equilibration of particles with dif-
ferent spins at the second front.

This local equilibration takes place not only at the sec-
ond front but in a region around it, and eventually in the
whole system. In Fig. 8 we show the quantities at the two
sides of the detailed balance condition (46) as functions
of the position x for two different times. For the fully
polarized initial state, the densities on the left and right
hand side satisfy the detailed balance condition 3. Near
the second front where the left and right particles meet,
detailed balance is not satisfied initially. However, local
equilibration takes place with time, and detailed balance
is restored.

V. CONCLUSIONS

In this work we used the semiclassical approach to
study transport and front propagation in systems with
massive “spinful” quasiparticles with an internal quan-
tum number. We found that unlike the energy and den-
sity that propagate ballistically, the dynamics of internal
degrees of freedom is generically not ballistic (unless the
scattering of particles is completely transmissive), but
rather ballistic front propagation and diffusive dynamics
coexist.

In the universal low energy limit of fully reflective scat-
tering, in particular, we derived analytical expressions
for the evolution of the magnetization density and spin
current profiles for the case of two semi-infinite systems
joined at time t = 0. We find that spin transport can
be diffusive or ballistic depending on the initial state.
A purely diffusive behavior arises in the ‘balanced’ case,
when the densities and momentum distributions are the
same on the two sides, and only spin polarizations dif-
fer. This is reminiscent to the situation studied in Ref.
[11] where diffusive behavior was observed numerically in
the XXZ spin chain for equal temperatures and opposite
magnetic fields on the two sides.

In the – more generic – imbalanced case, magnetization
density and spin current profiles have a jump discontinu-
ity as a function of ξ = x/t in the limit x, t → ∞ with
ξ finite. This jump corresponds to the interface between
left and right particles. This is somewhat similar to, but
not the same as the jumps predicted by the GHD frame-
work in the gapped phase of the XXZ spin chain located
at the maximal velocities of the different quasiparticle
species [26]. Remarkably and in contrast to the GHD de-
scription [70], our analytic expressions capture also the
sub-ballistic, diffusive broadening of this front.

3 For initial states not obeying detailed balance there is a nontrivial
evolution towards local equilibration even far from the second
front.

To go beyond the universal low momentum regime,
we also studied the effect of non-reflective scattering
on transport and front propagation phenomena in the
O(3) non-linear sigma model using a hybrid semiclassical
Monte Carlo approach [41]. This approach accounts also
for processes where individual spins are not conserved
in the collisions, so that populations of the three possible
spin states can change in time. Interestingly, we find that
spin populations reach local equilibrium rather quickly,
and the propagating front obeys local detailed balance.
However, the diffusively broadening, ballistically propa-
gating second front in the magnetization density is still
present and appears to be a generic feature of inhomoge-
neous systems with internal degrees of freedom, at least
in the semiclassical regime.

Finite temperature spin transport in the O(3) non-
linear sigma model has been studied in the past in the
context of dynamical spin current correlation functions.
While calculations based on the thermodynamical Bethe
Ansatz [71] and form factor expansions [72] found a finite
spin Drude weight at zero magnetic field, the semiclassi-
cal approach predicts vanishing Drude weight4. Resolv-
ing this discrepancy is beyond the scope of our paper,
but let us point out that the connection between the na-
ture of front broadening and thermal dynamic correlation
functions is not direct. For example, in the case of free
fermions, a clearly ballistic system, the front shows a uni-
versal subdiffusive ∼ t1/3 broadening [73–75].

From the viewpoint of Bethe Ansatz, our model be-
longs to the class of systems having non-diagonal scat-
tering. The first application of GHD in such a system
was done in the recent contribution [27], but further im-
plications of the non-diagonal nature of the scattering
remain to be studied. We believe that our semiclassical
calculations provide valuable benchmarks for the further
development of hydrodynamic descriptions.

Our system can also be related to the so-called classical
soliton gas that was proposed to provide a physical pic-
ture for the GHD equations [24]. It would be interesting
to include velocity dependent time delays of colliding par-
ticles, classical counterparts of quantum scattering phase
shifts, that are essential for reproducing the structure of
the GHD equations [24].

The semiclassical approach applied here has many per-
spectives. It can and has been used to describe the time
evolution of correlation functions [38–41], carrying valu-
able information in the current setup as well [76]. These
calculations could possibly be extended to inhomoge-
neous non-equilibrium states, investigated here. It may
also be possible to extend the semiclassical description
to higher dimensions. Here collisions cannot be treated
in terms of point-like particles but a finite cross section
must be introduced. Moreover, different geometries may

4 In this context, the Drude weight refers to a δ(ω) peak in the
spin conduction. In contrast, semiclassics yields a Drude peak of
finite width, ω ∼ 1/τ, just as in the Drude theory of metals.
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lead to different types of behavior as the particle density
at the front can change in time. We leave these interesting
questions and directions for future study.
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APPENDIX

A1. DETAILS OF THE DERIVATION OF EQ. (16)

Let us first compute 〈Θ(s)s〉 where s is given in Eq. (13), using formula (11). In order to decouple the coordinates
of the different particles, we employ the integral representation for the Heaviside theta function,

Θ(x) =

∫
du

2π

eiux

iu+ ε
, (A1)

and obtain

〈Θ(s)s〉 =
1

NNR

R

NR∏
i=1

∫ L

0

dyi

∫
dpi
2π

fR(pi)
1

NNL

L

NL∏
j=1

∫ 0

−L
dȳj

∫
dp̄j
2π

fL(p̄j)

∫
du

2π

1

iu+ ε
eiu

∑NL
j=1 Θ(ȳj+v̄jt−x)−iu

∑NR
j=1 Θ(x−yj−vjt)

NL∑
j=1

Θ(ȳj + v̄jt− x)−
NR∑
j=1

Θ(x− yj − vjt)

 , (A2)

where vj = vpj and v̄j = vp̄j Now the multiple integral over positions and velocities can be factorized, leading to
double integrals like

1

NR

∫ L

0

dy

∫
dp

2π
fR(p)e−iuΘ(x−y−vpt)Θ(x− y − vpt) =

1

NR

∫
dp

2π
fR(p)Θ(x/t− vp)(x− vpt)e−iu =

QR

NR
e−iu , (A3a)

1

NR

∫ L

0

dy

∫
dp

2π
fR(p)e−iuΘ(x−y−vt) = 1 +

1

NR

∫
dp

2π
fR(p)Θ(x/t− vp)(x− vpt)(e−iu − 1) = 1 +

QR

NR
(e−iu − 1) ,

(A3b)
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where QL/R are defined in Eq. (15). Evaluating the other integrals in a similar manner we obtain

〈Θ(s)s〉 =

∫
du

2π

1

iu+ ε

{
NL

QL

NL
eiu
[
1 +

QL

NL
(eiu − 1)

]NL−1 [
1 +

QR

NR
(e−iu − 1)

]NR

− NR
QR

NR
e−iu

[
1 +

QR

NR
(e−iu − 1)

]NR−1 [
1 +

QL

NL
(eiu − 1)

]NL
}
. (A4)

In the thermodynamic limit NR, NL, L→∞ with the densities nR/L = NR/L/L fixed, so

〈Θ(s)s〉 =

∫
dp

2π

1

iu+ ε

(
QLe

iue(eiu−1)QLe(e−iu−1)QR −QRe
−iue(e−iu−1)QRe(eiu−1)QL

)
= 2
√
QRQLe

−QR−QL

∫
du

2π

1

u− iε
sin(u− iγ)e2

√
QRQL cos(u−iγ) ,

(A5)

where tanh γ = (QL −QR)/(QL +QR). Repeating the derivation for 〈Θ(−s)(−s)〉 and using Eqs. (10a), we arrive at
Eq. (16) for M(x, t).

A2. ALTERNATIVE DERIVATION

In this appendix we provide an alternative derivation of M(x, t) yielding the expression (17). The starting point
is Eq. (10) but now we compute the expectation values based on the probability that the number of net crossings s
admits a given value in a configuration.

A straight line from the left of momentum p can intersect the A = [(0, 0), (x, t)] segment (see Fig. 1) only if its
velocity is greater than x/t. The probability that it intersects A is, due to the even spatial distribution of lines, given
by the length of the interval where the line can come from divided by the length LL of the left system, |x − vpt|/L.
Similarly, a line from the right can cross A if vp < x/t with probability (x − vpt)/LR. Then the probability that a
randomly chosen straight line from the left or the right intersects the segment A is

qL = n−1
L

∫
dp

2π
Θ(vp − x/t)fL(p)

vpt− x
LL

= QL/NL , (A6)

qR = n−1
R

∫
dp

2π
Θ(x/t− vp)fR(p)

x− vpt
LR

= QR/NR , (A7)

where NL/R are the total initial particle numbers on the left and on the right, and QL/R are defined in Eqs. (15).
The key quantity in the calculation is the net crossing number s = kL − kR, where kL and kR denote the number

of left and right crossing lines in a configuration. The probability of such a configuration, thanks to the independence
of the straight lines, is

P (kL, kR) =

(
NL

kL

)(
NR

kR

)
qkLL (1− qL)NL−kLqkRR (1− qR)NR−kR . (A8)

Then M(x, t) in Eq. (10a) can be computed as

M(x, t) =

NL∑
kL=0

NR∑
kR=0

P (kL, kR) (kL − kR)[Θ(kL − kR)µ̂L + Θ(kR − kL)µ̂R

]
. (A9)

Now we use the identity

x[Θ(x)µ̂R + Θ(−x)µ̂L] =
1

2
(µ̂R + µ̂L)x+

1

2
(µ̂R − µ̂L) |x| , (A10)

and we rewrite M(x, t) as

M(x, t) =
1

2
(µ̂R + µ̂L)(NLqL −NRqR)

+
1

2
(µ̂R − µ̂L)

NL∑
kL=0

NR∑
kR=0

(
NL

kL

)(
NR

kR

)
qkLL (1− qL)NL−kLqkRR (1− qR)NR−kR |kL − kR| .

(A11)
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Without the loss of generality we can assume that NL = NR = N since this can be achieved by setting the ratio of
the lengths of the two segments which however should not matter in the thermodynamic limit. It turns out that the
double sum can be rewritten as

S = N(qL + qR)−N
N−1∑
l=0

N−l−1∑
k=0

(
2l

l

)
2

l + 1

(
k + 2l

2l

)
(qLqR)l+1(1− qL − qR)k , (A12)

which has the advantage that it depends on two combinations, qLqR and 1− qL − qR, moreover, one of the sums can
be computed analytically:

N−l−1∑
k=0

(
k + 2l

2l

)
(1− qL − qR)k =

1

(qL + qR)2l+1

[
1− (N − l)

(
N + l

2l

)
B1−qL−qR(N − l, 2l + 1)

]
, (A13)

where Bz(a, b) is the incomplete Euler beta function.

In the thermodynamic limit,

lim
N→∞

N−l−1∑
k=0

(
k + 2l

2l

)
(1−QL/N −QR/N)k =

[
1− Γ(2l + 1, QL +QR)

(2l)!

](
N

QL +QR

)2l+1

, (A14)

where Γ(a, y) =
∫∞
y

dzza−1e−z is the incomplete gamma function, so we obtain

lim
N→∞

S = (QR +QL)− (QR +QL)

∞∑
l=0

(
2l

l

)
2

l + 1

(
QLQR

(QL +QR)2

)l+1 [
1− Γ(2l + 1, QL +QR)

(2l)!

]
, (A15)

where we took N to infinity in the upper limit of the sum as all the explicit dependence of the summand on N has
disappeared. It is convenient to introduce the notations

r = QR +QL , p =
√
QLQR , R =

√
QR −

√
QL (A16)

where R2 = r − 2p. The first term in the bracket gives in the sum

∞∑
l=0

(
2l

l

)
2

l + 1

(p
r

)2l+2

= 1−
√

1− 4(p/r)2 , (A17)

while the for the second one we obtain by switching the sum and the integral in the definition of the Gamma function

∞∑
l=0

(
2l

l

)
2

l + 1

(p
r

)2l+2 1

(2l)!
Γ[2l + 1, r] =

(p
r

)2
∫ ∞

R

dze−z
∞∑
l=0

1

l!2
2

l + 1

(p
r
z
)2l

= 2
p

r

∫ ∞
R

dz
e−z

z
I1(2p/r · z) , (A18)

where I1(x) is the modified Bessel function of the first kind. So we arrive at

lim
N→∞

S = s
√

1− 4(p/r)2 + 2p

∫ ∞
R

dz
e−z

z
I1(2p/r · z) = |QR −QL|+ 2p

∫ ∞
1

dz
e−rz

z
I1(2pz) . (A19)

Collecting the terms, we finally obtain in the thermodynamic limit

M(x, t) =
1

2
(µ̂R + µ̂L)(QL −QR) +

1

2
(µ̂R − µ̂L)

[
|QR −QL|+ 2p

∫ ∞
1

dz
e−sz

z
I1(2pz)

]
= (QR −QL) [Θ(QR −QL)µ̂R + Θ(QL −QR)µ̂L] + (µ̂R − µ̂L)

√
QLQR

∫ ∞
1

dz
e−(QR+QL)z

z
I1

(
2
√
QLQRz

)
. (A20)
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A3. SOME ASYMPTOTIC EXPRESSIONS

In this appendix we list approximating expressions valid for large times and used to derive Eq. (26) of the main
text. Using QR/L ≈ t we find

e−(QR+QL)I1(2
√
QRQL) ≈ e−(

√
QR−

√
QL)

2

(QLQR)1/4
√

4π
, (A21a)

∫ ∞
1

dz
e−(QR+QL)z

z
I1(2

√
QRQLz) ≈

e−(
√
QR−

√
QL)

2

−
√
π
∣∣√QR −

√
QL

∣∣ erfc
(∣∣√QR −

√
QL

∣∣)
(QRQL)1/4

√
π

, (A21b)∫ ∞
1

dz e−(QR+QL)z I1(2
√
QRQLz) ≈

erfc
(∣∣√QR −

√
QL

∣∣)
2
∣∣√QR −

√
QL

∣∣ (QRQL)1/4
. (A21c)

A4. S-MATRIX OF THE O(3) NON-LINEAR SIGMA MODEL

The S-matrix in the x, y, z spin component basis is given by [77]

Sγδαβ = σ1(θ)δαβδ
γδ + σ2(θ)δγαδ

δ
β + σ3(θ)δδαδ

γ
β , (A22)

where

σ1(θ) =
2iπθ

(θ + iπ)(θ − 2iπ)
, (A23)

σ2(θ) =
θ(θ − iπ)

(θ + iπ)(θ − 2iπ)
, (A24)

σ3(θ) =
−2iπ(θ − iπ)

(θ + iπ)(θ − 2iπ)
. (A25)

This is the basis where the SU(2) generators have the form

J1 = i

0 0 0
0 0 −1
0 1 0

 , J2 = i

 0 0 1
0 0 0
−1 0 0

 , J3 = i

0 −1 0
1 0 0
0 0 0

 . (A26)

A unitary transformation Ij = UJjU
−1 with

U = i

−1/
√

2 i/
√

2 0
0 0 1

1/
√

2 i/
√

2 0

 (A27)

brings these to the form in the “m-basis”:

I1 =
1√
2

0 1 0
1 0 1
0 1 0

 , I2 =
−i√

2

 0 1 0
−1 0 1
0 −1 0

 , I3 =

1 0 0
0 0 0
0 0 −1

 . (A28)

This means that the relation between the two bases

{|α〉xyz} = {|1〉xyz , |2〉xyz , |3〉xyz} = {|x〉 , |y〉 , |z〉} , (A29)

{|j〉m} = {|1〉m , |2〉m , |3〉m} = {|+〉 , |0〉 , |−〉} (A30)

is given by

|α〉xyz = Ujα|j〉m , |j〉m = (U−1)αj |α〉xyz . (A31)

The S-matrix acts in the tensor product space so in the m-basis it is given by

Sklij = (U−1)αi(U
−1)βjUkγUlδ S

γδ
αβ . (A32)



17

This way we obtain

S++
++ = S−−−− = σ2 + σ3 =

θ − iπ
θ + iπ

, (A33)

S+0
+0 = S0+

0+ = S−0
−0 = S0−

0− = σ2 =
θ(θ − iπ)

(θ + iπ)(θ − 2iπ)
, (A34)

S0+
+0 = S+0

0+ = S0−
−0 = S−0

0− = σ3 =
−2iπ(θ − iπ)

(θ + iπ)(θ − 2iπ)
, (A35)

S+−
+− = S−+

−+ = σ1 + σ2 =
θ

θ − 2iπ
, (A36)

S−+
+− = S+−

−+ = σ1 + σ3 =
−2π2

(θ + iπ)(θ − 2iπ)
, (A37)

S00
+− = S00

−+ = S+−
00 = S−+

00 = −σ1 =
−2iπθ

(θ + iπ)(θ − 2iπ)
, (A38)

S00
00 = σ1 + σ2 + σ3 . (A39)

Note that according to the notation convention for the S-matrix, S0+
+0 = · · · = σ3, S

−+
+− = S+−

−+ = σ1 + σ3 describe

reflections, S+0
+0 = · · · = σ2, S

+−
+− = S−+

−+ = σ1 + σ2 describe transmissions, and particle flavor changing scatterings in

the neutral channel are described by S00
+− = · · · = −σ1. The S-matrix satisfies the symmetry relations due to P , C,

and T invariance

Sklij (θ) = Slkji (θ) = Sk̄l̄īj̄ (θ) = Sjilk(θ) , (A40)

the unitarity and crossing relations

Snmij (θ)Sklnm(−θ) = δki δ
l
j , Sklij (θ) = Skj̄

il̄
(iπ − θ) (A41)

as well as the Yang–Baxter equation

Sβαij (θ12)Snγβk (θ13)Smlαγ (θ23) = Sβγjk (θ23)Sαliγ (θ13)Snmαβ (θ12) . (A42)

In matrix notation,

S =



σ2 + σ3 0 0 0 0 0 0 0 0
0 σ2 σ3 0 0 0 0 0 0
0 σ3 σ2 0 0 0 0 0 0
0 0 0 σ1 + σ2 −σ1 σ1 + σ3 0 0 0
0 0 0 −σ1 σ1 + σ2 + σ3 −σ1 0 0 0
0 0 0 σ1 + σ3 −σ1 σ1 + σ2 0 0 0
0 0 0 0 0 0 σ2 σ3 0
0 0 0 0 0 0 σ3 σ2 0
0 0 0 0 0 0 0 0 σ2 + σ3


(A43)

where the 2-particle basis is

|+ +〉; |+ 0〉, |0+〉; |+−〉, |00〉, | −+〉; | − 0〉, |0−〉; | − −〉.

As θ → 0,

σ1 → 0 , σ2 → 0 , σ3 → −1 , (A44)

so all scatterings become purely reflective with transmissions and spin changing scatterings suppressed.
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A5. DETAILS ON THE NUMERICAL SIMULATIONS

In this section we discuss in more detail the numerical algorithm used. It consists of mainly two distinct steps:
(i) Generation of many semiclassical configurations. In each such configuration we keep track of the space-time
trajectories for the quasiparticles. (ii) Statistical averages over many configurations to determine the evolution in
time of the spatial profiles of various quantities of interest such as the magnetization.

(i) Generation of a single semiclassical configuration: A semiclassical configuration (a typical one is displayed in
Fig. 1) consists of the space-time trajectories and initial spins of the particles. To generate one, we first divide our
physical system into two subsystems of equal size L/2 labeled as L and R. The coordinate x and the length of the
system is measured in units of Compton length, ld = ~c/∆, while the time coordinate is measured in units of t0 = ~/∆.
In our numerics, the typical system sizes are L ' 104 − 105, which guarantees that for times t > 103 only a small
fraction (. 2%) of the total number of particles escapes at the boundaries. At any moment in time t, each particle j
is characterized by a coordinate xj(t), a momentum pj(t), and a spin variable µj(t). The momenta and the spins are
initially drawn from the distribution

Pα(µ, p) ∼ e−βαε(p)g(µ), α = {L, R} , (A45)

where the discrete normalized probability distribution g(µ) is fixed by the average spin. Note that neither the spin
nor the momentum distribution needs to be thermal. For the sake of simplicity, however, we have assumed a ther-
mal momentum distribution, and considered non-thermal distributions only in the spin variables in our numerical
simulations.

Notice that (A45) factorizes in the momentum and spin components so the two variables are initially independent.
As the temperatures β−1

L/R of the two subsystems are different, the initial particle densities on the two sides are

also different. The particle densitites are evaluated according to Eq. (4). Once concentrations are fixed, we generate
randomly their positions and index them from 1 to NL/R. In this way the semiclassical configuration at t = 0 is
fully constructed as each particle is fully characterized by its coordinate xj(0), momentum pj(0) and spin µj(0)
with 1 ≤ j ≤ NL/R. At later times, t > 0, particles moves with constant velocities in between the collisions and
their trajectories are described as rays in the (x, t) plane, as depicted in Fig. 1. A crossing of two rays signals a
collision of two particles. By simple geometrical arguments we determine all intersection coordinates {xI , tI} and
order them chronologically. We also keep track of the labels of the particles that enter the collision. When two
such particles collide, they exchange their momenta as the masses of all particles are equal. Furthermore, in the
universal limit, characterized by the fully reflective S-matrix, their spins remain unaltered too. Numerically, we are
able to go beyond the universal limit and allow for transmission in the spin sector. In this non-universal limit,
transmission/reflection probability at each collison is encoded in the components of the S-matrix, as discussed in
Appendix A4. In this work, instead of determining the full spin wave function [41], we use a simple Monte Carlo
sampling to decide the outcome of each collision event with a given probability. Consequently, starting with an initial
configuration {xj(0), pj(0), µj(0)}, j = 1 . . . NL/R, we can determine at any later time t > 0 the full configuration
{xj(t), pj(t), µj(t)}, j = 1 . . . NL/R, of all particles in terms of their position, momenta and spins.

(ii) Statistical averages: To represent the magnetization profiles or the time evolution of the relative density at
the interface, we first collect data by sampling 103 − 104 configurations, and then perform a statistical analyis to
measure the quantity of interest. For example, if we want to measure the magnetization profile at a given time ts (see
for example the magnetization profile in Fig. 2) we determine both the positions and the spins of all the particles
for each configuration at time ts. Then we perform an average of the magnetization over all the configurations using
histograms.
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