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#### Abstract

We consider the computation of the Loschmidt echo after quantum quenches in the interacting $X X Z$ Heisenberg spin chain both for real and imaginary times. We study two-site product initial states, focusing in particular on the Néel and tilted Néel states. We apply the Quantum Transfer Matrix (QTM) approach to derive generalized TBA equations, which follow from the fusion hierarchy of the appropriate QTM's. Our formulas are valid for arbitrary imaginary time and for real times at least up to a time $t_{0}$, after which the integral equations have to be modified. In some regimes, $t_{0}$ is seen to be either very large or infinite, allowing to explore in detail the post-quench dynamics of the system. As an important part of our work, we show that for the Néel state our imaginary time results can be recovered by means of the quench action approach, unveiling a direct connection with the quantum transfer matrix formalism. In particular, we show that in the zero-time limit, the study of our TBA equations allows for a simple alternative derivation of the recently obtained Bethe ansatz distribution functions for the Néel, tilted Néel and tilted ferromagnet states.
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## 1. Introduction

One of the main motivations in the study of integrable systems is the possibility to provide reliable analytic results in the investigation of physically relevant but theoretically challenging problems. As a consequence, these models have traditionally played the role of the perfect benchmark to test the range of validity of approximate or perturbative methods developed to study more complicated systems.

This point of view has rapidly evolved in the past decade, due to the revolutionary progress in cold atomic physics [1-4]. Indeed, a renewed motivation in the study of integrable
models has come by their direct relevance for cold atomic experiments, where simple finetuned Hamiltonians can be realized with high control and physical quantities measured to high precision. Of particular importance is the possibility to experimentally realize different nonequilibrium settings [5-13]; among these the simplest is arguably that of a quantum quench, where a system is prepared in a well defined initial state and let evolved unitarily according to a known Hamiltonian [14].

These developments have unraveled the need for a solid theoretical understanding of key aspects of non-equilibrium dynamics in isolated quantum systems, and an active field of research has focused on the physical consequences of integrability. Of particular interest has been the question of whether and how a system locally approaches a stationary state at long times after the quench. Among the many results, excellent studies have now established the validity of a generalized Gibbs ensemble to predict the steady asymptotic value of local correlations [15-37], as well as the existence and physical importance of quasi-local conserved charges in integrable systems [38-52]. For a pedagogical introduction to these topics see the recent reviews [53-57].

It is hard to overemphasize the importance of analytical methods in these theoretical achievements. A significant role has been played by the introduction of the so called quench action approach, which has proven to be a powerful tool in the study of quantum quenches in Bethe ansatz integrable models $[58,59]$. Indeed, the latter has already led to beautiful results in the characterization of post-quench steady states in several classes of experimentally relevant non-equilibrium settings [28-30,60-66].

Despite the many successes, the computation of the whole time evolution following a quantum quench still represents a remarkable challenge. While by now several non-trivial explicit calculations have been performed in systems which can be mapped onto free ones [16, 20, 67-76], only a few analytical or semi-analytical results are available for quenches in genuinely interacting models [61,77-87]. The development of analytical techniques of investigations complementary or beyond the present methods thus represents an urgent issue.

Among the physically interesting quantities to probe the post-quench dynamics, the simplest is arguably the Loschmidt echo, namely the squared absolute value of the overlap between evolved and initial states. The latter has recently received a lot of attention, especially for its relevance in studies of dynamical phase transitions [88-111]. Despite its simplicity, even for this quantity analytical results in interacting models are still extremely hard to obtain when a mapping onto free systems is not possible.

An analytical computation of the "Loschmidt echo per site" in the interacting $X X Z$ Heisenberg spin chain was presented in [94], where quantum quenches from the initial Néel state were studied by means of a quantum transfer matrix approach. Originally developed in the investigation of finite temperature problems [112-114], its extension to the computation of the Loschmidt amplitude relies on the interpretation of the latter as a particular boundary partition function. This natural identification has been exploited many times in the literature [89, 95-97, 99-101, 105-108]. In the particular case of $X X Z$ Heisenberg chains, this idea was also at the basis of the recent work [100], where an efficient numerical approach allowed to perform a remarkably detailed analysis of the Loschmidt echo in the thermodynamic limit
for many different quantum quenches.
In this paper we build upon the work [94] and provide further results for a fully analytical computation of the Loschmidt echo in the XXZ Heisenberg chain. We first revisit the case of the initial Néel state considered in [94] and provide alternative formulas for the Loschmidt echo per site both at real and imaginary times (which is directly related to the so called dynamical free energy [92,94]). These involve the solution of integral equations obtained by the so-called fusion relations of boundary transfer matrices. The formulas presented in this work allow for an explicit efficient numerical evaluation of the Loschmidt echo for real times.

Going further, we show that the same approach can be applied straightforwardly in the case of more general two-site product states such as tilted ferromagnets and tilted Néel states. We provide in particular a detailed study of the latter case, for which a corresponding set of integral equations is derived. We argue that these are valid for arbitrary imaginary times, while for real times only up to a time $t_{0}$, which depends on the initial state and the final Hamiltonian parameters. In some regimes $t_{0}$ is seen to be either very large or infinite, allowing to probe in detail the relaxation dynamics of the system. For times larger than $t_{0}$ our formulas have to be modified in a way which is in principle feasible and discussed in the following sections.

Finally, we consider the computation of the Loschmidt echo per site at imaginary times by means of the quench action approach. In the case of the Néel state we show that the quantum transfer matrix results can be recovered, unveiling a direct link between the two approaches. Based on this, we provide an alternative derivation of the recently obtained Bethe ansatz rapidity distribution functions corresponding to the tilted ferromagnet and tilted Néel states [35]. Our treatment also naturally clarifies the validity of certain analytical properties of the latter (namely, the so called $Y$-system relations), which were previously established numerically $[34,35]$.

The rest of this article is organized as follows. In section 2 we introduce the $X X Z$ Heisenberg chain and the quench protocol. In section 3 we review the quantum transfer matrix construction, while in section 4 some aspects of the boundary algebraic Bethe ansatz are presented. The analytical results for the Loschmidt echo at imaginary times are derived in section 5, and continuation to real times is discussed in section 6, where our analytical formulas are explicitly evaluated numerically. Section 7 is devoted to the comparison of the quantum transfer matrix formalism with the quench action approach. Finally, we report our conclusions in section 8 , while some technical aspects of our work are provided in the appendices.

## 2. Setup

We consider the $X X Z$ spin- $1 / 2$ Heisenberg model, defined on a chain of length $L$. Since we will be interested in quenches where the initial state is a two-site product state, we will always assume $L$ to be an even number. The Hamiltonian of the model reads

$$
\begin{align*}
H & =J \sum_{j=1}^{L}\left[s_{j}^{x} s_{j+1}^{x}+s_{j}^{y} s_{j+1}^{y}+\Delta\left(s_{j}^{z} s_{j+1}^{z}-\frac{1}{4}\right)\right] \\
& =\frac{J}{4} \sum_{j=1}^{L}\left[\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}+\Delta\left(\sigma_{j}^{z} \sigma_{j+1}^{z}-1\right)\right] \tag{1}
\end{align*}
$$

where we take $J>0$, while $s_{j}^{\alpha}=\sigma_{j}^{\alpha} / 2$ are the local spin operators, $\sigma_{j}^{\alpha}$ being the Pauli matrices. We further assume periodic boundary conditions, $\sigma_{L+1}^{\alpha} \equiv \sigma_{1}^{\alpha}$, and restrict to the gapped antiferromagnetic phase $\Delta>1$. We then introduce the parametrization

$$
\begin{equation*}
\Delta=\cosh \eta, \tag{2}
\end{equation*}
$$

with $\eta \in \mathbb{R}$. The Hamiltonian (1) can be diagonalized by means of the Bethe ansatz method [115]. Relevant aspects of the latter will be discussed in the next section.

In this work we will consider quantum quenches from two-site product states of the form

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\left|\psi_{0}\right\rangle_{1,2} \otimes\left|\psi_{0}\right\rangle_{3,4} \otimes \ldots \otimes\left|\psi_{0}\right\rangle_{L-1, L}=\left|\psi_{0}\right\rangle^{\otimes L / 2} \tag{3}
\end{equation*}
$$

where $\left|\psi_{0}\right\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$ is an arbitrary state. Two relevant examples are the tilted Néel state defined by
$\left|\psi_{0}\right\rangle=|\vartheta ; \swarrow \nearrow\rangle=\left[-\sin \left(\frac{\vartheta}{2}\right)|\uparrow\rangle+\cos \left(\frac{\vartheta}{2}\right)|\downarrow\rangle\right] \otimes\left[\cos \left(\frac{\vartheta}{2}\right)|\uparrow\rangle+\sin \left(\frac{\vartheta}{2}\right)|\downarrow\rangle\right]$,
and the tilted ferromagnet given by
$\left|\psi_{0}\right\rangle=|\vartheta ; \nearrow \nearrow\rangle=\left[\cos \left(\frac{\vartheta}{2}\right)|\uparrow\rangle+\sin \left(\frac{\vartheta}{2}\right)|\downarrow\rangle\right] \otimes\left[\cos \left(\frac{\vartheta}{2}\right)|\uparrow\rangle+\sin \left(\frac{\vartheta}{2}\right)|\downarrow\rangle\right]$.
Note that for $\vartheta=0$ the tilted Néel state coincides with the well-known Néel state

$$
\begin{equation*}
|N\rangle=|\downarrow \uparrow \ldots \downarrow \uparrow\rangle . \tag{6}
\end{equation*}
$$

Given the initial state $\left|\Psi_{0}\right\rangle$, the Loschmidt echo after the quench is defined as

$$
\begin{equation*}
\left.\mathscr{L}(t)=\left|\left\langle\Psi_{0}\right| e^{-i H t}\right| \Psi_{0}\right\rangle\left.\right|^{2}, \tag{7}
\end{equation*}
$$

and gives information about the probability of finding the system close to its initial state. For any finite $t, \mathscr{L}(t)$ decays exponentially with the volume $L$. It is then useful to define the Loschmidt echo per site [94]

$$
\begin{equation*}
\ell(t)=[\mathscr{L}(t)]^{1 / L} \tag{8}
\end{equation*}
$$

which is simply related to the so called return rate [100]

$$
\begin{equation*}
r(t)=-\frac{1}{L} \log \mathscr{L}(t)=-\log \ell(t) \tag{9}
\end{equation*}
$$

As we mentioned in the introduction this quantity has recently received significant attention in the study of dynamical phase transitions, which are associated to points of nonanalyticity of the return rate (9). Analytical properties of the latter are more conveniently analyzed by considering a generic complex time and introducing the Loschmidt amplitude

$$
\begin{equation*}
Z(w)=\left\langle\Psi_{0}\right| e^{-w H}\left|\Psi_{0}\right\rangle, \quad w \in \mathbb{C} \tag{10}
\end{equation*}
$$



Figure 1. Pictorial representation of the quantity $\left\langle\Psi_{0}\right|[t(-\beta / 2 N) t(-\eta+\beta / 2 N)]^{N}\left|\Psi_{0}\right\rangle$ as the partition function of a six-vertex model on the cylinder, with boundary conditions in the imaginary time direction encoded by the initial state $\left|\Psi_{0}\right\rangle$. There are $2 N$ horizontal rows, each line corresponding to the action of the transfer matrix $t(u)$, where $u=-\beta / 2 N, \beta / 2 N-\eta$ for even/odd rows respectively.

By interpreting (10) as a boundary partition function, it was observed in [95] that for the transverse Ising chain these nonanalyticities occurred when the system was quenched accross a quantum critical point, establishing a connection between dynamical and equilibrium quantum phase transitions. Subsequent investigations showed that a more complicated picture takes place in general and nonanalyticities can be encountered also for quenches within the same quantum phase [ $92,100,105,107]$.

It turns out that the analytical computation of the Loschmidt amplitude $Z(w)$ is facilitated when $w$ is taken to be a real number, in which case one obtains the so-called dynamical free energy density

$$
\begin{equation*}
g(w)=\lim _{L \rightarrow \infty} \frac{\log Z(w)}{L}, \quad w \in \mathbb{R} \tag{11}
\end{equation*}
$$

which is also connected to the cumulant generating function for the Hamiltonian [94]. In this work we will consider the computation of (11) for which we provide a full analytical solution for quantum quenches from initial states of the form (3). The Loschmidt echo per site (and hence the return probablity) is then given by

$$
\begin{equation*}
\log \ell(t)=2 \Re[g(i t)] . \tag{12}
\end{equation*}
$$

We note that (12) has to be understood as the evaluation of the limit (11) for purely imaginary $w$ parameters. The $L \rightarrow \infty$ limit does not necessarily commute with the $w \rightarrow$ it analytic continuation, and this is responsible for possible non-analytic behavior of the function $g(w)$ in the complex plane. As we will see, these issues require a delicate analysis which will be also addressed in our work.

## 3. Quantum Transfer Matrix approach to the Loschmidt echo

In this section we review the idea behind the computation of the dynamical free energy (11) by means of the quantum transfer matrix approach. Following [94], our starting point is given
by the well known Suzuki-Trotter decomposition

$$
\begin{equation*}
e^{-w H}=\lim _{N \rightarrow \infty}\left(1-\frac{w H}{N}\right)^{N} \tag{13}
\end{equation*}
$$

Next, this expression can be cast in a form more suitable for further analytical investigation. In particular, for large $N$ one can rewrite $[94,114]$

$$
\begin{equation*}
\left(1-\frac{w H}{N}\right)^{N} \simeq \frac{\left[t\left(-\beta_{w} / 2 N\right) t\left(-\eta+\beta_{w} / 2 N\right)\right]^{N}}{\sinh \left(-\beta_{w} / 2 N+\eta\right)^{2 L N}} \tag{14}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\beta_{w}=\frac{J}{2} \sinh (\eta) w, \tag{15}
\end{equation*}
$$

and where $J$ and $\eta$ are given in (1) and (2). In the following the dependence on $w$ will be omitted when this will not generate confusion and we will simply write $\beta$ instead of $\beta_{w}$. In (14) we introduced the well-known transfer matrix $t(u)$, which is one of the central objects in the algebraic Bethe ansatz construction to diagonalize the Hamiltonian (1) [115]. It is defined as

$$
\begin{equation*}
t(u)=\operatorname{tr}_{0}\left\{\mathcal{L}_{L}(u) \ldots \mathcal{L}_{1}(u)\right\} \tag{16}
\end{equation*}
$$

where the trace is taken over the auxiliary quantum space $h_{0} \simeq \mathbb{C}^{2}$. The Lax operators $\mathcal{L}_{j}(u)$ are written in terms of the $R$-matrix corresponding to the six-vertex model

$$
\begin{equation*}
\mathcal{L}_{j}(u)=R_{0, j}(u), \tag{17}
\end{equation*}
$$

which in turn can be written as

$$
R(u)=\left(\begin{array}{llll}
\sinh (u+\eta) & & &  \tag{18}\\
& \sinh u & \sinh \eta & \\
& \sinh \eta & \sinh u & \\
& & & \sinh (u+\eta)
\end{array}\right)
$$

The transfer matrices (16) for different values of the spectral parameter $u$ commute with one another. Furthermore, Eq. (14) is an immediate consequence of the following identity [114]

$$
\begin{equation*}
\frac{t(-\beta / 2 N) t(-\eta+\beta / 2 N)}{\sinh (-\beta / 2 N+\eta)^{2 L}}=1-\frac{2 \beta}{J N \sinh \eta} H+O\left(\frac{1}{N^{2}}\right) . \tag{19}
\end{equation*}
$$

Equations (13), (14) allow to greatly simplify our problem. Indeed, the quantity $\left\langle\Psi_{0}\right|[t(-\beta / 2 N) t(-\eta+\beta / 2 N)]^{N}\left|\Psi_{0}\right\rangle$ may now be interpreted as the partition function of a six-vertex model on a square lattice. The latter has $L$ vertical and $2 N$ horizontal lines, with periodic boundary conditions in the horizontal (space) direction and boundary conditions specified by $\left|\Psi_{0}\right\rangle$ in the vertical (imaginary time) direction (cf. Fig. 1).

Under a reflection along the North-West diagonal (which leaves the weights of the sixvertex model invariant), and using the factorized structure (3) of the initial states considered in this work, the partition function can be reinterpreted as generated from a new transfer matrix. This is the so-called quantum transfer matrix, which acts in the original space direction as pictorially represented in Fig. 2, and which is generated from the following monodromy matrix


Figure 2. Pictorial representation of the partition function of Fig. 1 after reflection with respect to the North-West diagonal. Using the factorized form (3) of the initial state, the partition function may be viewed as generated by a quantum transfer matrix associated with the monodromy matrix $T^{\mathrm{QTM}}(u)$. The inhomogeneties are $\xi_{j}=\beta / 2 N,-\beta / 2 N+\eta$ for $j$ even/odd respectively and the boundary reflection matrices $K^{ \pm}$encode the dependence on $\left|\psi_{0}\right\rangle$ [defined in (3)] and hence on the initial state.

$$
\begin{align*}
T^{\mathrm{QTM}}(u) & =L_{2 N, 0}(u-\beta / 2 N) L_{2 N-1,0}(u+\beta / 2 N-\eta) \cdots \\
& \cdots L_{2,0}(u-\beta / 2 N) L_{1,0}(u+\beta / 2 N-\eta) \tag{20}
\end{align*}
$$

In fact, one can easily derive
$\left\langle\Psi_{0}\right|[t(-\beta / 2 N) t(-\eta+\beta / 2 N)]^{N}\left|\Psi_{0}\right\rangle=\operatorname{tr}\left\{\left[\left\langle\psi_{0}\right| T^{\mathrm{QTM}}(0) \otimes T^{\mathrm{QTM}}(0)\left|\psi_{0}\right\rangle\right]^{L / 2}\right\}$,
where $\left|\psi_{0}\right\rangle$ is defined by the initial state through (3) and where the trace in the r. h. s. is along the physical spacial direction. Finally, defining

$$
\begin{equation*}
\mathcal{T}=\frac{\left\langle\psi_{0}\right| T^{\mathrm{QTM}}(0) \otimes T^{\mathrm{QTM}}(0)\left|\psi_{0}\right\rangle}{[\sinh (-\beta / 2 N+\eta)]^{4 N}}, \tag{22}
\end{equation*}
$$

and putting everything together we arrive at

$$
\begin{equation*}
\left\langle\Psi_{0}\right| e^{-w H}\left|\Psi_{0}\right\rangle=\lim _{N \rightarrow \infty} \operatorname{tr}\left[\mathcal{T}^{L / 2}\right] \tag{23}
\end{equation*}
$$

Following [94], we call $\mathcal{T}$ the boundary quantum transfer matrix.
In analogy with the thermal case [114], we now consider the following two assumptions

- For real values of the parameter $w$, the boundary quantum transfer matrix $\mathcal{T}$ has a leading eigenvalue $\Lambda_{0}$ whose absolute value remains separated from that of the subleading eigenvalues by a finite gap, even in the $N \rightarrow \infty$ limit.
- The large $L$ behaviour of (23) can be studied by exchanging the limits $N \rightarrow \infty$ and $L \rightarrow \infty$.

If these assumptions are verified, it is straightforward to obtain in the large $L$ limit

$$
\begin{equation*}
\left\langle\Psi_{0}\right| e^{-w H}\left|\Psi_{0}\right\rangle \simeq\left(\lim _{N \rightarrow \infty} \Lambda_{0}\right)^{L / 2} \tag{24}
\end{equation*}
$$

and hence

$$
\begin{equation*}
g(w)=\lim _{L \rightarrow \infty} \frac{1}{L} \log \left\langle\Psi_{0}\right| e^{-w H}\left|\Psi_{0}\right\rangle=\frac{1}{2} \lim _{N \rightarrow \infty} \log \Lambda_{0} . \tag{25}
\end{equation*}
$$

This formula is the starting point for the analytical derivation of the dynamical free energy (11). Indeed, we are now left with the problem of computing the leading eigenvalue of the boundary quantum transfer matrix $\mathcal{T}$.

As we already mentioned, the form of $\mathcal{T}$ explicitly depends on the initial state considered. In the case of the Néel state (6) the computation of $\Lambda_{0}$ was performed in [94], where $\mathcal{T}$ was diagonalized by means of the so called diagonal boundary algebraic Bethe ansatz and the Trotter limit computed. As we will see in the next section, in the case of more general initial states of the form (3), one needs to resort to the non-diagonal version of the boundary algebraic Bethe ansatz and additional difficulties arise.

In the next section we first review the diagonal case corresponding to the Néel state and later discuss the more general non-diagonal boundary algebraic Bethe ansatz. These results will then be used in section 5 where an approach for the computation of the Trotter limit different to the one of [94] is proposed. The latter is based on the derivation of non-linear integral equations from the so called fusion of boundary transfer matrices. As we will see, one of the advantages of this method is that it can be straightforwardly applied both in the diagonal and non-diagonal cases.

## 4. The boundary algebraic Bethe ansatz: diagonal and non-diagonal boundaries

The boundary algebraic Bethe ansatz is an analytical method which allows to diagonalize Hamiltonians of open spin chains with integrable boundary conditions [116]. Here we only review the aspects relevant to our work, while we refer to the specialized literature for a more systematic treatment [117-119].

Given a chain of length $2 N$, the construction starts by introducing a boundary transfer matrix $T(u)$ defined as

$$
\begin{equation*}
T(u)=\operatorname{tr}_{0}\left\{K^{+}(u) T_{1}(u) K^{-}(u) T_{2}(u)\right\} . \tag{26}
\end{equation*}
$$

Here we introduced

$$
\begin{align*}
T_{1}(u) & =\tilde{\mathcal{L}}_{2 N}(u) \ldots \tilde{\mathcal{L}}_{1}(u)  \tag{27}\\
\tilde{\mathcal{L}}_{j}(u) & =R_{0, j}\left(u-\xi_{j}\right)  \tag{28}\\
T_{2}(u) & =(-1)^{2 N} \sigma_{0}^{y} T_{1}^{t_{0}}(-u) \sigma_{0}^{y}=\sigma_{0}^{y} T_{1}^{t_{0}}(-u) \sigma_{0}^{y} \\
& =R_{1,0}\left(u+\xi_{1}-\eta\right) \ldots R_{2 N, 0}\left(u+\xi_{2 N}-\eta\right), \tag{29}
\end{align*}
$$

where the Pauli matrix $\sigma_{0}^{y}$ acts on the auxiliary space $h_{0} \simeq \mathbb{C}^{2}$ and where $T_{1}^{t_{0}}$ indicates transposition in $h_{0}$. The last equality follows from the properties of the $R$-matrix defined in (18) [117], while the inhomogeneities $\xi_{j}$ are parameters which for the moment are left arbitrary. Finally, the trace in (26) is performed over the auxiliary space $h_{0}$ [not to be confused with the auxiliary space of the physical transfer matrix (16)].


Figure 3. Symbolic representation of the transfer matrix $T(u)$ in Eq. (26), acting on $2 N$ sites with inhomogeneous spectral parameters $\xi_{j}$.

The boundary reflection matrices $K^{ \pm}(u)$ are $2 \times 2$ matrices

$$
K^{ \pm}(u)=\left(\begin{array}{cc}
k_{11}^{ \pm}(u) & k_{12}^{ \pm}(u)  \tag{30}\\
k_{21}^{ \pm}(u) & k_{22}^{ \pm}(u)
\end{array}\right)
$$

which are solution of the so called reflection equations [116]. The boundary transfer matrix (26) is symbolically represented in Fig. 3.

The relevance of this construction for our purposes lies in the possibility of interpreting the boundary quantum transfer matrix $\mathcal{T}$ in (22) as an operator of the form (26). This in turn allows us to employ boundary algebraic Bethe ansatz techniques for the computation of the leading eigenvalue $\Lambda_{0}$. We explicitly show this in the following.

First, introducing the components of $T_{1}(u)$ in the auxiliary space $h_{0}$ as

$$
T_{1}(u)=\left(\begin{array}{cc}
A(u) & B(u)  \tag{31}\\
C(u) & D(u)
\end{array}\right)
$$

it follows from (29) that

$$
T_{2}(u)=\left(\begin{array}{cc}
D(-u) & -B(-u)  \tag{32}\\
-C(-u) & A(-u)
\end{array}\right)
$$

where the components $A(u), B(u), C(u), D(u)$ are operators acting on the physical space $\left(\mathbb{C}^{2}\right)^{\otimes 2 N}$. Using (31), (32), it is now straightforward to rewrite $T(u)$ in (26) as

$$
\begin{equation*}
T(u)=\left\langle v^{+}(u)\right| T_{1}(u) \otimes T_{1}(-u)\left|v^{-}(u)\right\rangle \tag{33}
\end{equation*}
$$

where we introduced the vectors $\left|v^{ \pm}(u)\right\rangle$ defined as

$$
\begin{align*}
& \left|v^{-}(u)\right\rangle=-k_{12}^{-}(u)|\uparrow \uparrow\rangle+k_{11}^{-}(u)|\uparrow \downarrow\rangle-k_{22}^{-}(u)|\downarrow \uparrow\rangle+k_{21}^{-}(u)|\downarrow \downarrow\rangle,  \tag{34}\\
& \left(\left|v^{+}(u)\right\rangle\right)^{*}=-k_{21}^{+}(u)|\uparrow \uparrow\rangle+k_{11}^{+}(u)|\uparrow \downarrow\rangle-k_{22}^{+}(u)|\downarrow \uparrow\rangle+k_{12}^{+}(u)|\downarrow \downarrow\rangle . \tag{35}
\end{align*}
$$

It is now evident from (33) that $T(0)$ is proportional to $\mathcal{T}$ in (22) provided that

$$
\begin{align*}
\left\langle v^{+}(0)\right| & \propto\left\langle\psi_{0}\right| \\
\left|v^{-}(0)\right\rangle & \propto\left|\psi_{0}\right\rangle \tag{36}
\end{align*}
$$

and that the inhomogeneous spectral parameters are chosen as

$$
\begin{align*}
\xi_{2 j+1} & =\beta / 2 N  \tag{37}\\
\xi_{2 j} & =\eta-\beta / 2 N \tag{38}
\end{align*}
$$

If these conditions are met, one simply obtains

$$
\begin{equation*}
\mathcal{T}=\frac{1}{\sinh (-\beta / 2 N+\eta)^{4 N}} \frac{1}{\left\langle v^{+}(0) \mid v^{-}(0)\right\rangle} T(0) . \tag{39}
\end{equation*}
$$

This relation allows us to directly obtain the eigenvalues of $\mathcal{T}$ once the eigenvalues of $T(0)$ are known. Note once again that $T(u)$ depends explicitly on the initial state through (36). In particular, the identification (36) fixes the $K$-matrix (30) through (34), (35). Different initial states then require diagonal or non-diagonal $K$-matrices. In turn, this makes it necessary to resort to either diagonal or non-diagonal boundary algebraic Bethe ansatz techniques to obtain the eigenvalues of $T(0)$. We now separate the discussion for these two different cases.

### 4.1. Diagonal reflection matrices: the Néel state

In the simplest case, the identification (36) leads to diagonal $K$-matrices. This is what happens for the Néel state (6), which was explicitly considered in [94] (together with the so called Majumdar-Ghosh sate).

A diagonal solution of the reflection equation can be obtained as [117]

$$
\begin{align*}
& K^{ \pm}(u)=K\left(u \pm \eta / 2, \xi_{ \pm}\right)  \tag{40}\\
& K(u, \xi)=\left(\begin{array}{cc}
\sinh (\xi+u) & 0 \\
0 & \sinh (\xi-u)
\end{array}\right) . \tag{41}
\end{align*}
$$

Then, from (34), (35), one can easily see that condition (36) is satisfied by choosing the boundary parameters $\xi_{ \pm}$as

$$
\begin{equation*}
\xi_{ \pm}=\mp \eta / 2 . \tag{42}
\end{equation*}
$$

With this choice, (34) and (35) yield

$$
\begin{align*}
\left|v^{-}(0)\right\rangle & =-\sinh (\eta)|\downarrow \uparrow\rangle  \tag{43}\\
\left(\left|v^{+}(0)\right\rangle\right)^{*} & =\sinh (\eta)|\downarrow \uparrow\rangle \tag{44}
\end{align*}
$$

The choice (42) completely specifies the diagonal $K$-matrix (41) and hence the boundary transfer matrix (26), which can then be diagonalized.

The eigenvalues of the transfer matrix $T(u)$, and therefore the leading eigenvalue $\Lambda_{0}$ of $\mathcal{T}$, can be constructed through the diagonal boundary algebraic Bethe ansatz procedure, which we briefly review here.

Introducing the notation

$$
U_{-}(u)=T_{1}(u) K^{-}(u) T_{2}(u)=\left(\begin{array}{cc}
A_{-}(u) & B_{-}(u)  \tag{45}\\
C_{-}(u) & D_{-}(u)
\end{array}\right)
$$

the common eigenstates of the operators $T(u)$ are obtained from the ferromagnetic reference eigenstate $|\uparrow \uparrow \ldots\rangle$ as

$$
\begin{equation*}
\left|\left\{\lambda_{j}\right\}_{j=1}^{R}\right\rangle=\prod_{j=1}^{R} B_{-}\left(\lambda_{j}\right)|\uparrow \uparrow \ldots\rangle \tag{46}
\end{equation*}
$$

Here, the complex parameters $\lambda_{j}$, the so-called rapidities, have to be chosen to satisfy the Bethe equations

$$
\left[\frac{\sinh \left(\lambda_{j}+\beta / 2 N-\eta\right) \sinh \left(\lambda_{j}-\beta / 2 N\right)}{\sinh \left(\lambda_{j}-\beta / 2 N+\eta\right) \sinh \left(\lambda_{j}+\beta / 2 N\right)}\right]^{2 N} \prod_{k \neq j}^{R} \frac{\sinh \left(\lambda_{j}-\lambda_{k}+\eta\right) \sinh \left(\lambda_{j}+\lambda_{k}+\eta\right)}{\sinh \left(\lambda_{j}-\lambda_{k}-\eta\right) \sinh \left(\lambda_{j}+\lambda_{k}-\eta\right)}
$$

$$
\begin{equation*}
\times \frac{\sinh \left(\lambda_{j}-\left(\xi_{+}-\eta / 2\right)\right) \sinh \left(\lambda_{j}-\left(\xi_{-}-\eta / 2\right)\right)}{\sinh \left(\lambda_{j}+\left(\xi_{+}-\eta / 2\right)\right) \sinh \left(\lambda_{j}+\left(\xi_{-}-\eta / 2\right)\right)}=1 . \tag{47}
\end{equation*}
$$

As we will comment later, the leading eigenvalue corresponds to a set of $R=N$ rapidities. In the following we will then restrict to this case.

Given the set $\left\{\lambda_{j}\right\}_{j=1}^{N}$, and following [94], it is convenient to introduce the doubled set

$$
\begin{equation*}
\left\{\tilde{\lambda}_{k}\right\}_{k=1}^{2 N}=\left\{\lambda_{k}\right\}_{k=1}^{N} \cup\left\{-\lambda_{k}\right\}_{k=1}^{N} \tag{48}
\end{equation*}
$$

Defining further

$$
\begin{align*}
& Q(u) \equiv \prod_{k=1}^{2 N} \sinh \left(u-\tilde{\lambda}_{k}\right)  \tag{49}\\
& \phi(u) \equiv \prod_{k=1}^{2 N} \sinh \left(u-\eta / 2+\xi_{k}\right) \sinh \left(u+\eta / 2-\xi_{k}\right)  \tag{50}\\
& \omega_{1}(u)=\frac{\sinh (2 u+\eta) \sinh \left(u+\xi^{+}-\eta / 2\right) \sinh \left(u+\xi^{-}-\eta / 2\right)}{\sinh (2 u)},  \tag{51}\\
& \omega_{2}(u)=\frac{\sinh (2 u-\eta) \sinh \left(u-\xi^{+}+\eta / 2\right) \sinh \left(u-\xi^{-}+\eta / 2\right)}{\sinh (2 u)} \tag{52}
\end{align*}
$$

the Bethe equations can be rewritten as

$$
\begin{equation*}
\frac{\omega_{2}\left(\lambda_{j}\right)}{\omega_{1}\left(\lambda_{j}\right)} \frac{Q\left(\lambda_{j}+\eta\right) \phi\left(\lambda_{j}-\eta / 2\right)}{Q\left(\lambda_{j}-\eta\right) \phi\left(\lambda_{j}+\eta / 2\right)}=-1 \tag{53}
\end{equation*}
$$

A given solution $\boldsymbol{\lambda} \equiv\left\{\lambda_{j}\right\}$ of the Bethe equations (53) corresponds to an eigenvalue of $T(u)$, which we indicate as $T_{\lambda}(u)$. It reads

$$
\begin{equation*}
T_{\lambda}(u)=\omega_{1}(u) \phi(u+\eta / 2) \frac{Q(u-\eta)}{Q(u)}+\omega_{2}(u) \phi(u-\eta / 2) \frac{Q(u+\eta)}{Q(u)} \tag{54}
\end{equation*}
$$

where the dependence on $\left\{\lambda_{j}\right\}$ is encoded in the functions $Q(u)$. Eq. (54) is sometimes referred to as the $T-Q$ relation.

The formal relation (54) may be compared with exact diagonalization for finite system sizes $2 N$, allowing to find the set of roots $\left\{\lambda_{j}\right\}_{j=1}^{N}$ associated with the eigenstates of interest. By numerical diagonalization of the transfer matrix for $2 N=4,6,8,10$, we find that the (unique) leading eigenvalue of $T(0)$ is obtained from a set of $N$ roots $\left\{\lambda_{j}\right\}_{j=1}^{N}$ which are situated on the imaginary axis. Therefore the rapidities of the corresponding doubled set $\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{2 N}$ are distributed symmetrically on the imaginary axis. An example is shown in Fig. 4.

Before discussing the Trotter limit of the leading eigenvalue, we present in the next section the case of non-diagonal reflection matrices. The Trotter limit will then be discussed in section 5, where we employ an approach which can be straightforwardly applied both in the diagonal and non-diagonal cases.

### 4.2. Non-diagonal reflection matrices: tilted Néel and tilted ferromagnet states

For more general initial states, the identification (36) leads through (34), (35) to non-diagonal boundary transfer matrices. Let us introduce the general non-diagonal solution of Sklyanin's


Figure 4. Bethe roots $\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{2 N}$, as obtained by solving (53), corresponding to the leading eigenvalue of the transfer matrix in the diagonal case. The plot corresponds to $2 N=6$, $\Delta=2, \beta=0.5$. We see that the Bethe roots are located symmetrically along the imaginary axis.
reflection equation $[116,118,119]$

$$
\begin{align*}
K^{ \pm}(u) & =K\left(u \pm \eta / 2, \xi_{ \pm}, \kappa_{ \pm}, \tau_{ \pm}\right)  \tag{55}\\
K(u, \xi, \kappa, \tau) & =\left(\begin{array}{cc}
\sinh (\xi+u) & \kappa e^{\tau} \sinh (2 u) \\
\kappa e^{-\tau} \sinh (2 u) & \sinh (\xi-u)
\end{array}\right) . \tag{56}
\end{align*}
$$

For later convenience we introduce $\alpha_{ \pm}, \beta_{ \pm}$, defined by the following parametrization

$$
\begin{equation*}
\sinh \alpha_{ \pm} \cosh \beta_{ \pm}=\frac{\sinh \xi_{ \pm}}{2 \kappa_{ \pm}}, \quad \cosh \alpha_{ \pm} \sinh \beta_{ \pm}=\frac{\cosh \xi_{ \pm}}{2 \kappa_{ \pm}} \tag{57}
\end{equation*}
$$

Analogously to the diagonal case discussed in the previous section, the parameters $\alpha_{ \pm}$, $\beta_{ \pm}, \tau_{ \pm}$[and hence $\xi_{ \pm}, \kappa_{ \pm}$, through (57)] can be chosen in such a way that the condition (36) is satisfied for a given initial state. In the following we report the choice of the parameters for tilted Néel and tilted ferromagnet states.

- Tilted Néel state. In this case, it is straightforward to verify that the parameters of the $K$-matrix can be chosen as

$$
\begin{align*}
& \tau_{ \pm}=0  \tag{58}\\
& \alpha^{\mp}= \pm \eta / 2  \tag{59}\\
& \beta_{ \pm}=\zeta  \tag{60}\\
& e^{-\zeta}=\tan \left(\frac{\vartheta}{2}\right), \tag{61}
\end{align*}
$$

where $\vartheta$ is the tilting angle in the definition (4). With this choice condition (36) is met. Explicitly,

$$
\begin{equation*}
-\left(\left|v^{+}(0)\right\rangle\right)^{*}=\left|v^{-}(0)\right\rangle=-\frac{\kappa \sinh (\eta)}{\sin (\vartheta / 2) \cos (\vartheta / 2)}|\vartheta ; \swarrow \nearrow\rangle \tag{62}
\end{equation*}
$$

Note in particular that if $\vartheta \rightarrow 0$ then $\zeta \rightarrow \infty$, and using $\kappa \sim e^{-\zeta}$ one consistently recovers the result of the previous section for the Néel state.

- Tilted ferromagnet. The parameters of the $K$-matrix are now chosen as

$$
\begin{align*}
\alpha^{\mp} & = \pm \eta / 2  \tag{63}\\
\beta_{ \pm} & =i \frac{\pi}{2} \tag{64}
\end{align*}
$$

$$
\begin{align*}
\tau_{ \pm} & = \pm\left(i \frac{\pi}{2}+r\right)  \tag{65}\\
e^{-r} & =\operatorname{cotan}\left(\frac{\vartheta}{2}\right) \tag{66}
\end{align*}
$$

where again $\vartheta$ is the tilting angle in the definition (5). Using this choice, it is straightforward to verify

$$
\begin{equation*}
-\left(\left|v^{+}(0)\right\rangle\right)^{*}=\left|v^{-}(0)\right\rangle=-i \frac{\kappa \sinh (\eta)}{\cos (\vartheta / 2) \sin (\vartheta / 2)}|\vartheta ; \nearrow \nearrow\rangle \tag{67}
\end{equation*}
$$

After fixing the parameters of the $K$-matrix (56), the spectral problem associated with the boundary transfer matrix (26) can be addressed. The procedure described in section 4.1 for the diagonal case cannot be applied directly here. This is because the ferromagnetic state $|\uparrow \uparrow \ldots\rangle$ is not anymore an eigenstate of the transfer matrix $T(u)$, and cannot therefore be used as the reference state for the construction of all eigenstates.

In fact, the long-standing problem of completely characterizing the spectrum of the boundary transfer matrix for arbitrary $K$-matrices has only recently been solved, as a result of the combined effort of several groups [118-125] (see $[118,119]$ for some historical details on these interesting developments). In particular, an important discovery was that a generalized version of the $T-Q$ relation (54) could be recovered also in the non-diagonal case, involving again a finite set of rapidities. In turn, these can be obtained as the solution of an appropriate set of Bethe equations. Here we simply report the results which are directly relevant to our work, while we refer to $[118,119]$ for a thorough treatment.

In the following we employ many of the notations used in [118]. We start by introducing the so called inhomogeneous $T-Q$ relation verified by the eigenvalues $T_{\boldsymbol{\lambda}}(u)$ of the boundary transfer matrix, which is written as

$$
\begin{equation*}
\frac{T_{\boldsymbol{\lambda}}(u)}{\sinh \left(\xi_{+}\right) \sinh \left(\xi_{-}\right)}=\mathbf{A}(u) \frac{Q(u-\eta)}{Q(u)}+\mathbf{A}(-u) \frac{Q(u+\eta)}{Q(u)}+\frac{F(u)}{Q(u)} . \tag{68}
\end{equation*}
$$

We will now define the functions appearing above. First, the parameter $\xi_{ \pm}$are defined by the $K$-matrix (55), while

$$
\begin{equation*}
F(u)=2^{4 N} F_{0}\left(\cosh ^{2}(2 u)-\cosh ^{2} \eta\right) \phi\left(u+\frac{\eta}{2}\right) \phi\left(u-\frac{\eta}{2}\right) \tag{69}
\end{equation*}
$$

where $\phi(u)$ was introduced in (50) and where

$$
\begin{equation*}
F_{0}=\frac{2 \kappa_{+} \kappa_{-}\left(\cosh \left(\tau_{+}-\tau_{-}\right)-\cosh \left(\alpha_{+}+\alpha_{-}-\beta_{+}+\beta_{-}-(2 N+1) \eta\right)\right)}{\sinh \xi_{+} \sinh \xi_{-}} \tag{70}
\end{equation*}
$$

Here the parameters $\tau_{ \pm}, \alpha_{ \pm}, \beta_{ \pm}$, and $\kappa_{ \pm}$are defined in (56) and (57). Further, the function $\mathbf{A}(u)$ is given by

$$
\begin{equation*}
\mathbf{A}(u)=(-1)^{2 N} \frac{\sinh (2 u+\eta)}{\sinh (2 u)} g_{+}(u) g_{-}(u) \phi\left(u+\frac{\eta}{2}\right) \tag{71}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{ \pm}(u)=\frac{\sinh \left(u+\alpha_{ \pm}-\eta / 2\right) \cosh \left(u \mp \beta_{ \pm}-\eta / 2\right)}{\sinh \alpha_{ \pm} \cosh \beta_{ \pm}} . \tag{72}
\end{equation*}
$$

Finally, the $Q$-functions are parametrized by a set of rapidities $\left\{\lambda_{j}\right\}_{j=1}^{2 N}$ as

$$
\begin{equation*}
Q(u)=2^{2 N} \prod_{j=1}^{2 N}\left(\cosh 2 u-\cosh 2 \lambda_{j}\right) \tag{73}
\end{equation*}
$$

which can be rewritten, introducing analogously to the diagonal case the doubled set $\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{4 N}=\left\{\lambda_{j}\right\}_{j=1}^{2 N} \cup\left\{-\lambda_{j}\right\}_{j=1}^{2 N}$, as

$$
\begin{equation*}
Q(u)=2^{4 N} \prod_{j=1}^{4 N} \sinh \left(u-\tilde{\lambda}_{j}\right) \tag{74}
\end{equation*}
$$

In this case the (doubled) set of rapidities $\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{4 N}$ is determined as the solution of a new set of Bethe equations containing an additional term, namely

$$
\begin{equation*}
\mathbf{A}\left(\lambda_{k}\right) Q\left(\lambda_{k}-\eta\right)+\mathbf{A}\left(-\lambda_{k}\right) Q\left(\lambda_{k}+\eta\right)=-F\left(\lambda_{k}\right) \tag{75}
\end{equation*}
$$

We stress that the inhomogeneous $T-Q$ relation (68) has to be understood as follows: for every eigenstate of the boundary transfer matrix (26), there exist a set of solutions $\boldsymbol{\lambda} \equiv\left\{\lambda_{j}\right\}_{j=1}^{2 N}$ of the inhomogeneous Bethe equations (75) for which the corresponding eigenvalue can be written as (68). Note that in the diagonal case the number $R$ of Bethe roots $\left\{\lambda_{j}\right\}_{j=1}^{R}$ is fixed by the value of the total magnetization (which commutes with the transfer matrix and is therefore well defined for each eigenstate). Here, instead the latter is not conserved and the number of Bethe roots is always exactly equal to the number of sites of the chain, namely $2 N$.

As in the diagonal case, we can compare the formal relation (68) with exact diagonalization for small system sizes of length $2 N=2,4,6,8$ and we observe that there is once again a unique leading eigenvalue. In the next sections, we mainly focus on the case of tilted Néel states, for which we provide explicit results for the dynamical free energy. In this case we studied in detail the corresponding doubled set of Bethe roots $\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{4 N}$, which display a recognizable structure. In particular, we observed that they organize into two disjoint sets as

$$
\begin{equation*}
\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{4 N}=\left\{\tilde{\lambda}_{j}^{\text {reg }}\right\}_{j=1}^{2 N} \cup\left\{\tilde{\lambda}_{j}^{\text {extra }}\right\}_{j=1}^{2 N} \tag{76}
\end{equation*}
$$

where

- the $2 N$ roots $\tilde{\lambda}_{j}^{\text {reg }}$ are displaced symmetrically along the imaginary axis,
- the $2 N$ roots $\tilde{\lambda}_{j}^{\text {extra }}$ are distributed as pairs of common imaginary part and opposite real parts.

We report an example of this structure in the complex plane in figure 5.
For the tilted Néel state one can study the diagonal limit $\vartheta \rightarrow 0$. In this limit, the real parts of the roots $\tilde{\lambda}_{j}^{\text {extra }}$ diverge proportionally to $\pm \zeta$ [defined in (61)]. Their contributions to ratios of $Q$ functions cancel out in the $T-Q$ relation (68), while the inhomogeneous $F$ term vanishes. In this limit, one can then factor the contributions of these extra roots from the $Q$ function, and the roots $\tilde{\lambda}_{j}^{\text {reg }}$ satisfy the homogeneous relation (54). In fact we observed that even for finite nonzero $\vartheta$ the values of the roots $\tilde{\lambda}_{j}^{\text {reg }}$ are close to the solutions of the corresponding homogeneous $T-Q$ system at $\vartheta=0$.


Figure 5. Bethe roots $\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{4 N}$, as obtained by solving (75), associated with the leading eigenvalue of the transfer matrix in the non-diagonal case. The plot corresponds to $2 N=6$, $\Delta=4, \beta=0.2$, and boundary parameters associated with the tilted Néel state at $\vartheta=\frac{\pi}{3}$. We recognize the structure discussed in section 4.2 with $2 N$ roots situated along the imaginary axis ( $\lambda_{j}^{\text {reg }}$ ) and $2 N$ additional roots with non-zero real part, located symmetrically with respect to the imaginary axis ( $\left.\lambda_{j}^{\text {extra }}\right)$.

The results of this and the previous sections give access to the leading eigenvalue of the transfer matrix (26) for small Trotter number $N$. In the next section we address the problem of computing the Trotter limit $N \rightarrow \infty$ which directly yields the dynamical free energy (11).

## 5. Integral equations from fusion of boundary transfer matrices

We now finally address the Trotter limit (25) required in the computation of the dynamical free energy (11). In [94] this problem was solved for the diagonal case by introducing a single non-linear integral equation for an auxiliary function in the complex plane which could be directly related to the leading eigenvalue $\Lambda_{0}$ of the transfer matrix (22). The method employed in [94] heavily relied on the particular structure of the Bethe roots in the complex plane. As we already stressed, the latter is very simple in the diagonal case, as one can immediately see in Fig. 4. By contrast, in the non-diagonal case, the picture is significantly more involved due to the presence of the additional Bethe roots $\tilde{\lambda}_{j}^{\text {extra }}$ as discussed in section 4.2 (cf. also Fig. 5). As a consequence, the approach used in [94] can not be directly applied and a more sophisticated analysis is required to adapt it to the non-diagonal case $\ddagger$.

In this work we consider a different approach based on the derivation of non-linear integral equations from fusion of boundary transfer matrices. This procedure has been employed many times in the thermal case, where it is now well established [127, 128]. On the one hand, this method can be applied directly both in the diagonal and non-diagonal cases considered in this work. On the other hand, even in the diagonal case discussed in [94] it is seen to be more stable when continuation to real times is addressed as discussed in section 6. The main qualitative difference is that the final result is written in terms of an infinite set of
$\ddagger$ In the closely related problem of the physical spin chain with transverse boundary magnetic fields similar complications occur, and the problem of finding the Bethe roots and considering the thermodynamic limit of their distribution is not yet settled [126].
non-linear integral equations, as opposed to the single non-linear integral equation derived in [94].

As a preliminary step, we introduce in the next subsection the family of fused boundary transfer matrices which can be build out of (26). As we will explain in the following, the main idea is to relate the leading eigenvalue of $\mathcal{T}$ in (22) to the solution of the $T$-system of fused boundary transfer matrices. In turn, this can be obtained from the corresponding $Y$-system, which can be conveniently cast in the form of partially decoupled integral equations. The rest of this section is devoted to following this program, and each step will be explained in full detail.

### 5.1. The $T$-system and $Y$-system for boundary quantum transfer matrices

It is an established result that the boundary transfer matrix $T(u)$ in (26) can be used to build an infinite family of transfer matrices $\left\{T^{(n)}(u)\right\}_{n=0}^{\infty}$ by the so called fusion procedure [129-131], in complete analogy with the case of periodic boundary conditions.

The fused transfer matrices $T^{(n)}(u)$ act on the same space as the transfer matrix $T(u)$ and form a commuting set, namely

$$
\begin{equation*}
\left[T^{(j)}(u), T^{(k)}(w)\right]=0, \quad j, k=0,1, \ldots, \tag{77}
\end{equation*}
$$

with the further identification

$$
\begin{align*}
& T^{(0)}(u) \equiv 1 \\
& T^{(1)}(u)=T(u) \tag{78}
\end{align*}
$$

The family of fused boundary transfer matrices satisfy a set of functional relations known as the $T$-system [131]

$$
\begin{equation*}
T^{(n)}(u+\eta / 2) T^{(n)}(u-\eta / 2)=T^{(n-1)}(u) T^{(n+1)}(u)+\Phi_{n}(u) \tag{79}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{n}(u)=\prod_{j=1}^{n} f(u-(n+2-2 j) \eta / 2) \tag{80}
\end{equation*}
$$

The function $f(u)$ encodes the information about the boundary reflection $K$-matrices (30). In the general non-diagonal case, it reads [131]

$$
\begin{equation*}
f(u)=\frac{\Omega_{+}(u) \Omega_{-}(u)}{\sinh (2 u) \sinh (2 u+2 \eta)} \phi\left(u+\frac{3 \eta}{2}\right) \phi\left(u-\frac{\eta}{2}\right) \tag{81}
\end{equation*}
$$

where the function $\phi(u)$ is defined in (50), while

$$
\begin{align*}
\Omega_{+}(u) & =\sinh (2 u+3 \eta)\left\{\sinh \left(\xi^{+}-u-\frac{\eta}{2}\right) \sinh \left(\xi^{+}+u+\frac{\eta}{2}\right)\right. \\
& \left.-\left(\kappa_{+}\right)^{2} \sinh ^{2}(2 u+\eta)\right\},  \tag{82}\\
\Omega_{-}(u) & =\sinh (2 u-\eta)\left\{\sinh \left(\xi^{-}+u+\frac{\eta}{2}\right) \sinh \left(\xi^{-}-u-\frac{\eta}{2}\right)\right. \\
& \left.-\left(\kappa_{-}\right)^{2} \sinh ^{2}(2 u+\eta)\right\} . \tag{83}
\end{align*}
$$

Here the parameters $\kappa_{ \pm}, \xi_{ \pm}$are defined by the $K$-matrix (56). Note that the diagonal case (41) is simply recovered by setting $\kappa_{ \pm} \rightarrow 0$.

Note that since the transfer matrices $T^{(n)}(u)$ are commuting operators, they share a basis of common eigenvectors and the functional relation (79) holds also at the level of the corresponding eigenvalues. This is also the case for other relations written in this section involving the transfer matrices $T^{(n)}(u)$.

Next, from the $T$-system (79) one can derive a new set of functional relations which provides the well-known $Y$-system [127, 132]. Introducing the so-called $y$-functions

$$
\begin{equation*}
y_{j}(u)=\frac{T^{(j-1)}(u) T^{(j+1)}(u)}{\Phi_{j}(u)} \tag{84}
\end{equation*}
$$

the $Y$-system reads

$$
\begin{equation*}
y_{j}\left(u+\frac{\eta}{2}\right) y_{j}\left(u-\frac{\eta}{2}\right)=\left[1+y_{j+1}(u)\right]\left[1+y_{j-1}(u)\right] \tag{85}
\end{equation*}
$$

where $y_{0} \equiv 0$.
As we already mentioned, the importance of this construction for our purposes lies in the possibility of casting the $Y$-system (85) into the form of a set of integral equations, which can then be solved numerically. In turn, this gives access to the set of $T$-functions $T^{(n)}(u)$, which include the boundary transfer matrix (26). As we already stressed, the functional relation (79) holds also at the level of the eigenvalues of the transfer matrices $T^{(n)}(u)$. As a consequence, this opens the possibility of computing the leading eigenvalue of the transfer matrix (26).

The derivation of a set of non-linear integral equations corresponding to the $Y$-system (85) is standard (see for example [122]), and we briefly review it here. It is first convenient to introduce the functions $\tilde{y}_{j}(\lambda)$ defined on the rotated plane $\lambda=i u$, namely

$$
\begin{equation*}
\tilde{y}_{j}(\lambda)=y_{j}(-i \lambda), \tag{86}
\end{equation*}
$$

which satisfy the $Y$-system

$$
\begin{equation*}
\tilde{y}_{j}\left(\lambda+i \frac{\eta}{2}\right) \tilde{y}_{j}\left(\lambda-i \frac{\eta}{2}\right)=\left[1+\tilde{y}_{j+1}(\lambda)\right]\left[1+\tilde{y}_{j-1}(\lambda)\right] . \tag{87}
\end{equation*}
$$

It is easy to see that the functions $\tilde{y}_{j}(\lambda)$ are periodic along the real direction with the corresponding period equal to $\pi$. It is also convenient to introduce the conventions employed in this work for the Fourier series expansion of a $\pi$-periodic function, which will be used shortly. They read

$$
\begin{align*}
& \hat{f}(k)=\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \lambda e^{2 i k \lambda} f(\lambda), \quad k \in \mathbb{Z}  \tag{88}\\
& f(\lambda)=\frac{1}{\pi} \sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \hat{f}(k), \quad \lambda \in \mathbb{R} \tag{89}
\end{align*}
$$

The precise form of the integral equations that we wish to derive depends on the analytical structure of the $y$-functions inside the so-called physical strip. The latter is the subset of the complex plane defined by

$$
\begin{equation*}
\mathcal{S}=\left\{\lambda \left\lvert\,-\frac{\pi}{2} \leq \Re \lambda \leq \frac{\pi}{2}\right.,-\frac{\eta}{2} \leq \Im \lambda \leq \frac{\eta}{2}\right\} \tag{90}
\end{equation*}
$$

where $\Re \lambda$ and $\Im \lambda$ denote respectively the real and imaginary part of the complex number $\lambda$.
The steps necessary to cast the $Y$-system (87) into the form of non-linear integral equations can then be summarized as follows. First, we take the logarithmic derivative on


Figure 6. Procedure used to move the integration paths. Here we show for instance how to go from the integration path $\int_{-\frac{\pi}{2}+i \frac{n}{2}}^{\frac{\pi}{2}+i \frac{n}{2}} \mathrm{~d} \lambda$ to the path $\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \mathrm{~d} \lambda$, while picking some residues at the poles of the integrand (represented as red dots). An analogous procedure is taken for $\int_{-\frac{\pi}{2}-i \frac{n}{2}}^{\frac{\pi}{2}-i \frac{n}{2}} \mathrm{~d} \lambda$. The shaded area is the physical strip (90).
both sides of (87) and Fourier transform them. The integral appearing in the 1. h. s. are now along segments with non-zero imaginary parts. These can be moved in the physical strip back to the real line, taking care of the poles of the logarithmic derivates as pictorially represented in Fig. 6. One is therefore left with equations of the form

$$
\begin{equation*}
\widehat{\log \tilde{y}_{j}}=\frac{1}{2 \cosh k \eta}\left[\widehat{\log \left(1+\tilde{y}_{j+1}\right)}+\widehat{\log \left(1+\tilde{y}_{j-1}\right)}\right]+\ldots, \tag{91}
\end{equation*}
$$

where the ... denote additional contributions coming from the poles. Such equations can then be Fourier transformed back to real space, yielding the desired set of non-linear integral equations.

We are thus left with the problem of understanding the analytical structure of the rotated $y$-functions (86) inside the physical strip (90). This analysis has to be performed separately for each state of interest. We perform this explicitly in the following for the cases of the Néel state and the tilted Néel state, which respectively provide an example of diagonal and non-diagonal reflection matrices. For these states we explicitly derive the corresponding set of non-linear integral equations. These will be then explicitly solved in section 6 where numerical results for the dynamical free energy and Loschmidt echo will be presented.

### 5.2. The Néel state

We now study the $Y$-system associated to the leading eigenvalue of the transfer matrix (26) in the case of the Neel state. Equations (84), (79), and (78) immediately yield the first $y$-function

$$
\begin{equation*}
1+y_{1}(u)=\frac{T_{\lambda}(u+\eta / 2) T_{\lambda}(u-\eta / 2)}{f(u-\eta / 2)} \tag{92}
\end{equation*}
$$

where we have indicated with $T_{\lambda}(u)$ the leading eigenvalue of the transfer matrix (26)
associated with rapidities $\{\lambda\}_{j=1}^{N}$. Here we explicitly used that the $T$-system (79) holds separately for each common eigenstate of the fused transfer matrices.

In (92), the function $f(u)$ is defined in (81). In the present case one has $\kappa_{ \pm}=0$, $\xi_{ \pm}=\mp \eta / 2$, so

$$
\begin{equation*}
f(u-\eta / 2)=\phi(u+\eta) \phi(u-\eta) \omega_{1}(u+\eta / 2) \omega_{2}(u-\eta / 2), \tag{93}
\end{equation*}
$$

where $\phi(u), \omega_{1}(u)$ and $\omega_{2}(u)$ are defined in (50), (51), (52). Using (54) and (92) we immediately get the following expression of $y_{1}$

$$
\begin{equation*}
y_{1}(u)=\mathfrak{a}(u+\eta / 2)+\frac{1}{\mathfrak{a}(u-\eta / 2)}+\frac{\mathfrak{a}(u+\eta / 2)}{\mathfrak{a}(u-\eta / 2)} \tag{94}
\end{equation*}
$$

in terms of the auxilliary function

$$
\begin{align*}
\mathfrak{a}(u) & =\frac{\omega_{2}(u)}{\omega_{1}(u)} \frac{Q(u+\eta) \phi(u-\eta / 2)}{Q(u-\eta) \phi(u+\eta / 2)} . \\
& =K(u)\left[\frac{\sinh (u+\beta / 2 N-\eta)}{\sinh (u-\beta / 2 N+\eta)} \frac{\sinh (u-\beta / 2 N)}{\sinh (u+\beta / 2 N)}\right]^{2 N} \prod_{k=1}^{2 N} \frac{\sinh \left(u-\tilde{\lambda}_{k}+\eta\right)}{\sinh \left(u-\tilde{\lambda}_{k}-\eta\right)}, \tag{95}
\end{align*}
$$

with

$$
\begin{equation*}
K(u)=\frac{\sinh (u+\eta) \sinh (2 u-\eta)}{\sinh (u-\eta) \sinh (2 u+\eta)} \tag{96}
\end{equation*}
$$

Equation (94) gives the exact expression for $y_{1}(u)$ at finite Trotter number $N$, and hence of the rotated function $\tilde{y}_{1}(\lambda)$ in (86). We have studied numerically the analytical structure of the latter for Trotter number $2 N=2,4,6,8$. Based on this, and analytical inspection, we conjecture the validity of the following analytical structure of poles and zeros inside the physical strip for general $N$. We consider for simplicity the case $\beta \geq 0$, while a similar analysis holds for $\beta<0$. The general structure is the following:

- $\tilde{y}_{1}(\lambda)$ has zeroes of order 2 independent of $N$ in $\lambda=0, \lambda= \pm \frac{\pi}{2}$.
- It has $N$-dependent zeroes of order $2 N$ in $\lambda=i( \pm \eta / 2 \mp \beta / 2 N)$.
- It has additional pairs of poles in $\pm i \eta / 2$.
- It has no further zeroes or poles inside the physical strip.

Note also that

- It has $N$-dependent poles in $\lambda=i( \pm \eta / 2 \pm \beta / 2 N), \lambda=i(\mp 3 \eta / 2 \pm \beta / 2 N)$. For $N$ large enough and $\beta \geq 0$ these however lie outside the physical strip, and do not contribute to the NLIE.
- There are no zeroes or poles coinciding with the Bethe roots.

This is illustrated in Fig. 7 for Trotter number $2 N=6$. Based on this analytical structure, and following the prescription explained in the previous subsection, we can cast the functional relation

$$
\begin{equation*}
\tilde{y}_{1}(\lambda+i \eta / 2) \tilde{y}_{1}(\lambda-i \eta / 2)=1+\tilde{y}_{2}(\lambda), \tag{97}
\end{equation*}
$$



Figure 7. Poles (blue dots) and zeroes (red dots) of the rotated $y$-function $\tilde{y}_{1}(\lambda)$ associated to the largest quantum transfer matrix eigenvalue with diagonal boundary conditions. The parameters are chosen as $2 N=6, \Delta=2, \beta=0.6, \xi_{ \pm}=\mp \eta / 2$. The shaded area is the physical strip (90), while multiple poles and zeroes are represented as larger dots. The corresponding (doubled) Bethe roots $\tilde{\lambda}_{j}$ are also displayed for completeness (empty circles). Note that in the rotated complex plane they lie on the real axis. Some additional zeroes and poles not represented here exist further away from the physical strip, such as poles at $\lambda=i(\mp 3 \eta / 2 \pm \beta / 2 N)$.
into integral form. Note that the contribution to the integral equation of pairs of poles or zeros located at $\lambda= \pm i \eta / 2$ cancel. The final result reads

$$
\begin{equation*}
\log \left[\tilde{y}_{1}(\lambda)\right]=\varepsilon[\beta, N](\lambda)+d_{1}(\lambda)+\left[s * \log \left(1+\tilde{y}_{2}\right)\right](\lambda), \tag{98}
\end{equation*}
$$

where we used the definitions

$$
\begin{align*}
& d_{n}(\lambda)=\sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \frac{\tanh (k \eta)}{k}\left[(-1)^{n}-(-1)^{k}\right]  \tag{99}\\
& \varepsilon[\beta, N](\lambda)=-2 N \sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \frac{\sinh (k \beta / N)}{k \cosh (k \eta)} \tag{100}
\end{align*}
$$

and

$$
\begin{equation*}
s(\lambda)=\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \frac{e^{-2 i k \lambda}}{\cosh (k \eta)} . \tag{101}
\end{equation*}
$$

We also introduced the following notation for the convolution of two functions

$$
\begin{equation*}
[g * h](\lambda)=\int_{-\pi / 2}^{+\pi / 2} \mathrm{~d} \mu g(\lambda-\mu) h(\mu) \tag{102}
\end{equation*}
$$

We note that the functions $d_{n}(\lambda)$ can be written using the Jacobi-theta functions as [29]

$$
\begin{equation*}
d_{n}(\lambda)=(-1)^{n} \log \frac{\vartheta_{4}^{2}(\lambda)}{\vartheta_{1}^{2}(\lambda)}+\log \frac{\vartheta_{2}^{2}(\lambda)}{\vartheta_{3}^{2}(\lambda)} \tag{103}
\end{equation*}
$$

where the nome is $e^{-2 \eta}$.
It is useful to compare the analytic structure to that of the purely thermal case [114]. The new additions are the $N$-independent zeroes of $\tilde{y}_{1}$ resulting in the extra source term $d_{1}(\lambda)$, which is not present in the usual TBA. Note also that in principle a non-vanishing constant of integration might be present in the r. h. s. of (98). However, in analogy with the thermal case, we can convince ourselves that such constant is zero. This is also a posteriori checked by the excellent agreement of our numerical solution of the TBA equations with exact diagonalization calculations.

We now turn to the integral equations corresponding to higher index $n$. From the $Y$ system (87), at any finite Trotter number higher $y$-functions can be simply obtained from the knowledge of $\tilde{y}_{1}(\lambda)$. Analogously to the case $n=1$ we have then studied numerically the analytical structure inside the physical strip of $\tilde{y}_{n}$ for $n=2,3,4$ at Trotter number $2 N=2,4,6,8$. A pattern clearly emerges, which is summarized as follows (restricting again for simplicity to $\beta \geq 0$ )

- The $N$-dependent zeros $\lambda=i( \pm \eta / 2 \mp \beta / 2 N)$ are absent for all $n>1$. Furthermore, there are no additional $N$-dependent zeroes or poles for $n>1$.
- At $\lambda=0, \tilde{y}_{n}(\lambda)$ has a zero of order 2 for $n$ odd, and a pole of order 2 for $n$ even.
- At $\lambda= \pm \pi / 2, \tilde{y}_{n}(\lambda)$ has a zero of order 2 .
- There are additional poles at $\lambda= \pm i \eta / 2$ which however do not contribute to the derivation of the integral equations.

Based on this analytical structure and following the prescription of the last section, the functional relation (87) for $n>1$ is cast in the form

$$
\begin{equation*}
\log \left[\tilde{y}_{n}(\lambda)\right]=d_{n}(\lambda)+\left[s *\left\{\log \left(1+\tilde{y}_{n-1}\right)+\log \left(1+\tilde{y}_{n+1}\right)\right\}\right](\lambda), \tag{104}
\end{equation*}
$$

where $d_{n}(\lambda)$ is defined in (99).
It is now straightforward to compute the Trotter limit of equations (98), (104), by noticing that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \varepsilon[\beta, N](\lambda)=-4 \pi \beta s(\lambda) \tag{105}
\end{equation*}
$$

where $s(\lambda)$ is given in (101). We thus arrive at the final result

$$
\begin{align*}
& \log \left[\tilde{y}_{1}(\lambda)\right]=-4 \pi \beta s(\lambda)+d_{1}(\lambda)+\left[s * \log \left(1+\tilde{y}_{2}\right)\right](\lambda), \\
& \log \left[\tilde{y}_{n}(\lambda)\right]=d_{n}(\lambda)+\left[s *\left\{\log \left(1+\tilde{y}_{n-1}\right)+\log \left(1+\tilde{y}_{n+1}\right)\right\}\right](\lambda) . \tag{106}
\end{align*}
$$

These equations have been obtained for $\beta \geq 0$ but a similar derivation in the case $\beta<0$ shows that they hold for $\beta \in \mathbb{R}$.

We note that these have the typical form of the partially decoupled integral equations appearing in the thermodynamic Bethe ansatz (TBA) analysis of the $X X Z$ Heisenberg chain at thermal equilibrium [133]. Remarkably, setting $\beta=0$ we see that (106) coincide with the so-called generalized TBA equations derived in [28-30] for the steady state in quenches from the Néel state. We will return to this in section 7 where we explicitly discuss the connection between the quantum transfer matrix formalism and the quench action approach employed in [28-30].

In order to be solved, these equations have to be supplemented with an asymptotic condition for the behavior of $\tilde{y}_{n}(\lambda)$ at large $n$, which will be discussed in section 6 .

### 5.3. The tilted Néel state

The derivation of non-linear integral equations in the case of non-diagonal boundary conditions follows closely the diagonal case previously discussed. Our starting point is once again given by equation (92), which provides the first $y$-function associated with the leading eigenvalue $T_{\boldsymbol{\lambda}}(u)$ of the transfer matrix (26) with non-diagonal $K$-matrices (56). The latter is in this case associated with a set of $2 N$ Bethe roots $\left\{\lambda_{j}\right\}_{j=1}^{2 N}$.

The function $f(u)$ is now given in equation (81). After straightforward calculations, one can show that $f(u)$ can be written as

$$
\begin{align*}
f(u-\eta / 2) & =\left(4 \kappa_{+} \kappa_{-}\right)^{2} \cosh \left(u-\beta_{+}\right) \cosh \left(u+\beta_{+}\right) \cosh \left(u-\beta_{-}\right) \cosh \left(u+\beta_{-}\right) \\
& \times \sinh \left(u+\alpha_{+}\right) \sinh \left(u-\alpha_{+}\right) \sinh \left(u+\alpha_{-}\right) \sinh \left(u-\alpha_{-}\right) \\
& \times \frac{\sinh (2 u+2 \eta) \sinh (2 u-2 \eta)}{\sinh (2 u+\eta) \sinh (2 u-\eta)} \phi(u+\eta) \phi(u-\eta) \\
& =\left(\sinh \xi_{+} \sinh \xi_{-}\right)^{2} \mathbf{A}(u+\eta / 2) \mathbf{A}(-u+\eta / 2), \tag{107}
\end{align*}
$$

where $\phi(u)$ and $\mathbf{A}(u)$ are defined in (50) and (71) respectively. Note that in the diagonal limit $\beta_{ \pm}=\zeta \rightarrow \infty, \kappa_{ \pm} \sim e^{-\zeta} \rightarrow 0, \alpha_{ \pm} \rightarrow \xi_{ \pm}$. Accordingly, it is easy to see that in this limit $f(u-\eta / 2)$ coincides with (93) as it should.

Using the explicit expression (68) for the leading eigenvalue $T_{\lambda}(u)$ of the quantum transfer matrix, we can rewrite $y_{1}(u)$ as

$$
\begin{equation*}
1+y_{1}(u)=1+\mathcal{F}_{\text {hom }}(u)+\mathcal{F}_{\text {mix }}(u)+\mathcal{F}_{\text {inhom }}(u) . \tag{108}
\end{equation*}
$$

The first term is the one generated from the homogeneous AQ-terms and has the form

$$
\begin{equation*}
\mathcal{F}_{\text {hom }}(u)=\mathfrak{b}(u+\eta / 2)+\frac{1}{\mathfrak{b}(u-\eta / 2)}+\frac{\mathfrak{b}(u+\eta / 2)}{\mathfrak{b}(u-\eta / 2)} \tag{109}
\end{equation*}
$$

where now we defined

$$
\begin{equation*}
\mathfrak{b}(u)=\frac{\mathbf{A}(-u) Q(u+\eta)}{\mathbf{A}(u) Q(u-\eta)} \tag{110}
\end{equation*}
$$

Analogously, the third term in (108) is the one generated by the product of the two inhomogenous $F$-terms. It reads

$$
\begin{equation*}
\mathcal{F}_{\text {inhom }}(u)=\frac{1}{\mathbf{A}(u+\eta / 2) \mathbf{A}(-u+\eta / 2)} \frac{F(u-\eta / 2) F(u+\eta / 2)}{Q(u-\eta / 2) Q(u+\eta / 2)} . \tag{111}
\end{equation*}
$$

Finally, $\mathcal{F}_{\text {mix }}(u)$ is given by the product of the homogeneous and inhomogeneous terms and is defined as

$$
\begin{align*}
\mathcal{F}_{\text {mix }}(u) & =\frac{F(u-\eta / 2)}{\mathbf{A}(-u+\eta / 2)} \frac{1}{Q(u+\eta / 2)}(1+\mathfrak{b}(u+\eta / 2)) \\
& +\frac{F(u+\eta / 2)}{\mathbf{A}(u+\eta / 2)} \frac{1}{Q(u-\eta / 2)}\left(1+\frac{1}{\mathfrak{b}(u-\eta / 2)}\right) . \tag{112}
\end{align*}
$$



Figure 8. Poles (blue dots) and zeroes (red dots) of the rotated function $\tilde{y}_{1}(\lambda)$ associated to the largest quantum transfer matrix eigenvalue with non-diagonal boundary conditions corresponding to the tilted Néel with $\vartheta=\frac{\pi}{3}$. The parameters are chosen as $2 N=6, \Delta=2$, $\beta=0.6, \xi_{ \pm}= \pm \eta / 2, \zeta \simeq 0.55$. The shaded area is the physical strip (90), while multiple poles and zeroes are represented as larger dots. The corresponding (doubled) Bethe roots $\tilde{\lambda}_{j}$ are also displayed for completeness (empty circles). Note that in the rotated complex plane the rapidities $\tilde{\lambda}_{j}^{\text {reg }}$ are displaced on the real axis.

Analogously to the diagonal case, (108) gives the exact expression for $y_{1}(u)$ at finite Trotter number $N$, and hence of the rotated function $\tilde{y}_{1}(\lambda)$. We studied the analytical structure of the latter for Trotter number $2 N=2,4,6$, from which a clear pattern has emerged, allowing us to formulate a conjecture one the analytical structure of poles and zeros inside the physical strip for general $N$.

In summary, the analytical structure of the rotated function $\tilde{y}_{1}(\lambda)$ in the general case is very similar to that described in the previous section for the diagonal case, cf. Fig. 8. In particular, $\tilde{y}_{1}(\lambda)$ displays the same poles and zeroes as the corresponding function in the diagonal case discussed in the previous section. In addition, in the non-diagonal case $\tilde{y}_{1}(\lambda)$ has also poles of order 2 at

$$
\begin{equation*}
\lambda=\frac{\pi}{2} \pm i \zeta, \quad \lambda=-\frac{\pi}{2} \pm i \zeta \tag{113}
\end{equation*}
$$

Whether these poles lie within the physical strip (90) and therefore contribute to the first integral equation, depends on the values of $\zeta$ and $\eta$.

Numerical examination for $2 N=2,4,6$ of the analytical structure of $\tilde{y}_{n}(\lambda)$ for higher values of $n$ shows that one has a similar picture also in these cases. More precisely, our
analysis has led us to the following conjecture for the analytical structure of the $y$-functions $\tilde{y}_{n}(\lambda)$ for the tilted Néel state.

- The functions $\tilde{y}_{n}(\lambda)$ of the tilted Néel state have all the poles and zeroes corresponding to the $y$-functions of the Néel state discussed in the previous subsection.
- In addition to these poles and zeroes, the functions $\tilde{y}_{n}(\lambda)$ of the tilted Néel state might also display new poles of order 2 inside the physical strip, depending on the tilting angle $\vartheta$ and hence on the parameter $\zeta$ introduced in (61).
For each $\tilde{y}_{n}(\lambda)$ we now summarize the position of these extra poles. We distinguish two cases.
Case 1: $p \eta \leq \zeta<\left(p+\frac{1}{2}\right) \eta(p \in \mathbb{N})$
- For $n \leq 2 p, \tilde{y}_{n}(\lambda)$ does not have extra poles or zeros in the physical strip.
- For $n$ odd $\geq 2 p+1, \tilde{y}_{n}$ has poles or order 2 at

$$
\begin{equation*}
\lambda=\frac{\pi}{2} \pm i(\zeta-p \eta), \quad \lambda=-\frac{\pi}{2} \pm i(\zeta-p \eta) \tag{114}
\end{equation*}
$$

- for $n$ even $\geq 2 p+2, \tilde{y}_{n}(\lambda)$ has poles or order 2 at

$$
\begin{equation*}
\lambda=\frac{\pi}{2} \mp i\left[\zeta-\left(p+\frac{1}{2}\right) \eta\right], \quad \lambda=-\frac{\pi}{2} \mp i\left[\zeta-\left(p+\frac{1}{2}\right) \eta\right] . \tag{115}
\end{equation*}
$$

Case 2: $\left(p+\frac{1}{2}\right) \eta \leq \zeta<(p+1) \eta(p \in \mathbb{N})$

- For $n \leq 2 p+1, \tilde{y}_{n}$ does not have extra poles in the physical strip.
- For $n$ odd $\geq 2 p+3, \tilde{y}_{n}$ has poles or order 2 at

$$
\begin{equation*}
\lambda=\frac{\pi}{2} \mp i[\zeta-(p+1) \eta], \quad \lambda=-\frac{\pi}{2} \mp i[\zeta-(p+1) \eta] . \tag{116}
\end{equation*}
$$

- for $n$ even $\geq 2 p+2, \tilde{y}_{n}$ has poles or order 2 at

$$
\begin{equation*}
\lambda=\frac{\pi}{2} \pm i\left[\zeta-\left(p+\frac{1}{2}\right) \eta\right], \quad \lambda=-\frac{\pi}{2} \pm i\left[\zeta-\left(p+\frac{1}{2}\right) \eta\right] . \tag{117}
\end{equation*}
$$

It is now straightforward to follow the prescription of the previous subsection to cast the functional relation (87) into the form of integral equations. We obtain

$$
\begin{align*}
& \log \left[\tilde{y}_{1}(\lambda)\right]=\varepsilon[\beta, N](\lambda)+d_{1}(\lambda)+\delta_{1}(\lambda)+\left[s * \log \left(1+\tilde{y}_{2}\right)\right](\lambda),  \tag{118}\\
& \log \left[\tilde{y}_{n}(\lambda)\right]=d_{n}(\lambda)+\delta_{n}(\lambda)+\left[s *\left\{\log \left(1+\tilde{y}_{n-1}\right)+\log \left(1+\tilde{y}_{n+1}\right)\right\}\right](\lambda), \tag{119}
\end{align*}
$$

where $d_{n}(\lambda), \varepsilon[\beta, N], s(\lambda)$ are defined in (99), (100) and (101). The driving terms $\delta_{n}(\lambda)$ are generated by the additional poles described above. Accordingly, their definition depends on the value of $\zeta$ in (61). As before, we distinguish two cases:

Case 1:p $\leq \zeta<\left(p+\frac{1}{2}\right) \eta(p \in \mathbb{N})$. In thise case, the following definitions hold $\delta_{n}(\lambda)=0, \quad(n \leq 2 p)$
$\delta_{n}(\lambda)=-2 \sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \frac{(-1)^{k}}{k \cosh (k \eta)} \sinh (k(2 \zeta-(2 p+1) \eta)), \quad(n$ odd $\geq 2 p+1)$
$\delta_{n}(\lambda)=-2 \sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \frac{(-1)^{k}}{k \cosh (k \eta)} \sinh (k(-2 \zeta+2 p \eta)), \quad(n$ even $\geq 2 p+2)$.

Case 2 : $\left(p+\frac{1}{2}\right) \eta \leq \zeta<(p+1) \eta(p \in \mathbb{N})$. In thise case, we have instead
$\delta_{n}(\lambda)=0 \quad(n \leq 2 p+1)$
$\delta_{n}(\lambda)=-2 \sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \frac{(-1)^{k}}{k \cosh (k \eta)} \sinh (k(-2 \zeta+(2 p+1) \eta)) \quad(n$ odd $\geq 2 p+3)$
$\delta_{n}(\lambda)=-2 \sum_{k \in \mathbb{Z}} e^{-2 i k \lambda} \frac{(-1)^{k}}{k \cosh (k \eta)} \sinh (k(2 \zeta-(2 p+2) \eta)) \quad(n$ even $\geq 2 p+2)$.
Note that the Trotter limit can now be again computed straightforwardly by means of (105). We then arrive at the final result
$\log \left[\tilde{y}_{1}(\lambda)\right]=-4 \pi \beta s(\lambda)+d_{1}(\lambda)+\delta_{1}(\lambda)+\left[s * \log \left(1+\tilde{y}_{2}\right)\right](\lambda)$,
$\log \left[\tilde{y}_{n}(\lambda)\right]=d_{n}(\lambda)+\delta_{n}(\lambda)+\left[s *\left\{\log \left(1+\tilde{y}_{n-1}\right)+\log \left(1+\tilde{y}_{n+1}\right)\right\}\right](\lambda)$.
Note again that in principle a non-vanishing constant of integration might be present in the r. h. s. of these equations. As in the diagonal case, we can convince ourselves that it is zero, in analogy with the thermal case. These equations generalize (106) to the case of the tilted Néel state. Again, they have to be supplemented with an asymptotic condition for $\tilde{y}_{n}(\lambda)$ at large $n$, which will be discussed in section 6 . Instead, we now show how the solution of these infinite sets of integral equations gives immediately the leading eigenvalue of the transfer matrix (22) in the Trotter limit $N \rightarrow \infty$ and hence the dynamical free energy (11).

### 5.4. From the $Y$-system to the dynamical free energy

We now show how the leading eigenvalue of the transfer matrix (39) can be directly obtained from the solution of the TBA-like integral equations derived in the last subsections.

We start by defining a function of a complex parameter $\lambda$ which coincides with $\mathcal{T}$ in (22) for $\lambda=0$. With a slight abuse of notations, we call such a function $\mathcal{T}(\lambda)$ and define it as

$$
\begin{equation*}
\mathcal{T}(\lambda)=\frac{1}{\left[\sin \left(\lambda-i \frac{\beta}{2 N}+i \eta\right) \sin \left(-\lambda-i \frac{\beta}{2 N}+i \eta\right)\right]^{2 N}} \frac{1}{\mathcal{N}(\lambda)} T(i \lambda), \tag{123}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}(\lambda)=\left\langle v^{+}(i \lambda) \mid v^{-}(i \lambda)\right\rangle \tag{124}
\end{equation*}
$$

and where $\left|v^{ \pm}(u)\right\rangle$ are defined in (34), (35). Analogously, we denote with $\Lambda_{0}(\lambda)$ the eigenvalue of $\mathcal{T}(\lambda)$ such that $\Lambda_{0}(0)=\Lambda_{0}$ is consistently the leading eigenvalue of $\mathcal{T}(0)$ in (39).

As we discussed in section 5.1, the leading eigenvalue of $T(u)$ in the $\mathrm{r} . \mathrm{h}$. s. of (123) generates the $T$-system (79), cf. (78). In particular, both in the diagonal and non-diagonal case it is directly related to the first $y$-function $y_{1}(u)$ from (92). Using then (123), it is straightforward to write $y_{1}$ in terms of the leading eigenvalue $\Lambda_{0}$ of $\mathcal{T}$. Introducing the rotated function $\tilde{y}_{1}(\lambda)$ in (86), we have explicitly

$$
\begin{align*}
1+\tilde{y}_{1}(\lambda) & =\frac{\mathcal{N}(\lambda+i \eta / 2) \mathcal{N}(\lambda-i \eta / 2)}{\chi(\lambda)} \Lambda_{0}(\lambda+i \eta / 2) \Lambda_{0}(\lambda-i \eta / 2) \\
& \times\left[\frac{\sin (\lambda+i(\beta / 2 N-\eta / 2)) \sin (\lambda-i(\beta / 2 N-\eta / 2))}{\sin (\lambda+i(\beta / 2 N+\eta / 2)) \sin (\lambda-i(\beta / 2 N+\eta / 2))}\right]^{2 N} \tag{125}
\end{align*}
$$

Here, the function $\chi(\lambda)$ is simply obtained after rotation in the complex plane of the denominator of (92). In the case of the Néel state, Eq. (93) yields $\chi(\lambda)=\chi_{\mathrm{N}}(\lambda)$, where

$$
\begin{equation*}
\chi_{\mathrm{N}}(\lambda)=\frac{\sin (2 \lambda+2 i \eta) \sin (2 \lambda-2 i \eta)}{\sin (2 \lambda+i \eta) \sin (2 \lambda-i \eta)} \sin ^{2}(\lambda+i \eta / 2) \sin ^{2}(\lambda-i \eta / 2), \tag{126}
\end{equation*}
$$

while in the case of tilted Néel state Eq. (107) gives $\chi(\lambda)=\chi_{\mathrm{TN}}(\lambda)$, where

$$
\begin{align*}
\chi_{\mathrm{TN}}(\lambda) & =16 \kappa^{4} \frac{\sin (2 \lambda+2 i \eta) \sin (2 \lambda-2 i \eta)}{\sin (2 \lambda+i \eta) \sin (2 \lambda-i \eta)} \\
& \times(\sin (\lambda+i \eta / 2) \sin (\lambda-i \eta / 2) \cos (\lambda-i \zeta) \cos (\lambda+i \zeta))^{2} \tag{127}
\end{align*}
$$

Analogously, the function $\mathcal{N}(\lambda)$ in (124) can be easily written in the case of the Néel state and tilted Néel states, for which we use the symbols $\mathcal{N}_{\mathrm{N}}(\lambda)$ and $\mathcal{N}_{\mathrm{TN}}(\lambda)$ respectively. Explicitly, they read

$$
\begin{equation*}
\mathcal{N}_{\mathrm{N}}(\lambda)=-\sin (\lambda+i \eta) \sin (\lambda-i \eta)-\sin ^{2}(\lambda) \tag{128}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{N}_{\mathrm{TN}}(\lambda) & =\kappa^{2}\left[-2 \cosh ^{2}(\zeta) \cosh (2 \eta)\right. \\
& \left.+\cosh (2 \zeta)(2 \cos (2 \lambda)-1)+4 \cosh (\eta) \sin ^{2}(\lambda)+\cos (4 \lambda)\right] \tag{129}
\end{align*}
$$

The functional relation (125) can now be cast into the form of an integral equation, following the same prescription explained in section 5.1. Importantly, we note that the function $\Lambda_{0}(\lambda)$ has no poles and no zeroes in the physical strip (90). We have verified numerically that this is the case, both for the Néel and tilted Néel state, for Trotter numbers $2 N=2,4,6,8$. Then, the calculation is straightforward and here we only report the final result. We define the function $Y_{1}(\lambda)$ by

$$
\begin{equation*}
1+Y_{1}(\lambda)=\frac{\mathcal{N}(\lambda+i \eta / 2) \mathcal{N}(\lambda-i \eta / 2)}{\chi(\lambda)} \tag{130}
\end{equation*}
$$

The explicit expressions for $Y_{1}(\lambda)$ for the Néel and tilted Néel states are immediately obtained by using (126), (128) and (127), (129) respectively. One then simply obtains
$\log \Lambda_{0}(\lambda)=\left[s * \log \left(\frac{1+\tilde{y}_{1}}{1+Y_{1}}\right)\right](\lambda)+2 N \sum_{k \in \mathbb{Z}} \frac{e^{-|k| \eta} e^{-2 i k \lambda}}{\cosh (\eta k)} \frac{\sinh (\beta k / N)}{k}$,
where we employed the usual notation (102) for the convolution of two functions and where $s(\lambda)$ is given in (101). We can now straightforwardly perform the Trotter limit. In particular, it is easy to see that for $N \rightarrow \infty$ one obtains

$$
\begin{equation*}
\log \Lambda_{0}(\lambda)=\int_{-\pi / 2}^{+\pi / 2} d \mu s(\lambda-\mu)\left\{4 \pi \beta a(\mu)+\log \left[\frac{1+\tilde{y}_{1}(\mu)}{1+Y_{1}(\lambda)}\right]\right\} \tag{132}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
a(\lambda)=\frac{1}{\pi} \frac{\sinh (\eta)}{\cosh (\eta)-\cos (2 \lambda)} \tag{133}
\end{equation*}
$$

Using now (25), and rewriting $\beta=\beta_{w}$ in terms of $w$ [cf. (15)] we arrive at the final expression for the dynamical free energy

$$
\begin{equation*}
g(w)=\frac{1}{2} \int_{-\pi / 2}^{+\pi / 2} d \mu s(\mu)\left\{2 \pi w J \sinh (\eta) a(\mu)+\log \left[\frac{1+\tilde{y}_{1}(\mu)}{1+Y_{1}(\mu)}\right]\right\} \tag{134}
\end{equation*}
$$

This equation yields the value of the dynamical free energy once the first $y$-function $\tilde{y}_{1}(\lambda)$ is known. In the next section we discuss the solution of the TBA-like equations (106) and (122) and the subsequent numerical evaluation of (134) for real values of $w$. Finally, we consider the continuation to real times (namely imaginary values of $w$ ) and present our numerical results for the Loschmdit echo.

## 6. The dynamical free energy and the Loschmidt echo

### 6.1. The $\beta \rightarrow 0$ limit: analytical solution

In this section we show that equations (106) and (122) admit an analytical solution for $\beta=0$. More precisely, the solution for $\tilde{y}_{1}(\lambda)$ can be constructed analytically and the higher functions $\tilde{y}_{n}(\lambda)$ can be obtained recursively from the $Y$-system (87).

From the definition (123), using (33) and after comparison with (22) we have

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \mathcal{T}(\lambda)=\frac{\mathcal{N}^{\langle }\left\langle v^{+}(i \lambda)\right| T^{\mathrm{QTM}}(i \lambda) \otimes T^{\mathrm{QTM}}(-i \lambda)\left|v^{-}(i \lambda)\right\rangle_{\mathcal{N}}}{[\sin (\lambda+i \eta) \sin (\lambda-i \eta)]^{2 N}} \tag{135}
\end{equation*}
$$

where we introduced the normalized vectors

$$
\begin{equation*}
\left|v^{-}(i \lambda)\right\rangle_{\mathcal{N}}=\frac{\left|v^{-}(i \lambda)\right\rangle}{\sqrt{\mathcal{N}(\lambda)}}, \quad\left(\left|v^{+}(i \lambda)\right\rangle_{\mathcal{N}}\right)^{*}=\frac{\left(\left|v^{+}(i \lambda)\right\rangle\right)^{*}}{\sqrt{\mathcal{N}(\lambda)}} \tag{136}
\end{equation*}
$$

and where $\left|v^{ \pm}(u)\right\rangle$ are defined in (34), (35). Analogously to (21) it is now easy to show the equivalence

$$
\begin{array}{r}
\operatorname{tr}\left\{\left[{ }_{\mathcal{N}}\left\langle v^{+}(i \lambda)\right| T^{\mathrm{QTM}}(i \lambda) \otimes T^{\mathrm{QTM}}(-i \lambda)\left|v^{-}(i \lambda)\right\rangle_{\mathcal{N}}\right]^{L / 2}\right\} \\
=\left\langle\Psi_{0}^{+}(\lambda)\right|\left[t_{i \lambda,-i \lambda}(0) t_{i \lambda,-i \lambda}(-\eta)\right]^{N}\left|\Psi_{0}^{-}(\lambda)\right\rangle \tag{137}
\end{array}
$$

where we defined

$$
\begin{equation*}
\left.\left|\Psi_{0}^{-}(\lambda)\right\rangle=\left|v^{-}(i \lambda)\right\rangle_{\mathcal{N}}^{\otimes L / 2}, \quad \mid\left(\Psi_{0}^{+}(\lambda)\right\rangle\right)^{*}=\left[\left(\left|v^{+}(i \lambda)\right\rangle_{\mathcal{N}}\right)^{*}\right]^{\otimes L / 2} \tag{138}
\end{equation*}
$$

Here we introduced the transfer matrix $t_{i \lambda,-i \lambda}$ acting in the original physical time direction, with inhomogeneitites in the physical space

$$
\begin{equation*}
\xi_{1}=i \lambda, \xi_{2}=-i \lambda, \xi_{3}=i \lambda, \xi_{4}=-i \lambda,, \ldots \tag{139}
\end{equation*}
$$

namely,

$$
\begin{equation*}
t_{i \lambda,-i \lambda}(w)=\operatorname{tr}_{0}\left\{\mathcal{L}_{L}(w+i \lambda) \mathcal{L}_{L-1}(w-i \lambda) \ldots \mathcal{L}_{2}(w+i \lambda) \mathcal{L}_{1}(w-i \lambda)\right\} \tag{140}
\end{equation*}
$$

where $\mathcal{L}(w)$ is defined in (17). Then, from (137) it follows (in the limit $\beta \rightarrow 0$ )

$$
\begin{equation*}
\frac{\left\langle\Psi_{0}^{+}(\lambda)\right|\left[t_{i \lambda,-i \lambda}(0) t_{i \lambda,-i \lambda}(-\eta)\right]^{N}\left|\Psi_{0}^{-}(\lambda)\right\rangle}{[\sin (\lambda+i \eta) \sin (\lambda-i \eta)]^{N L}}=\operatorname{tr}\{\mathcal{T}(\lambda)\}^{L / 2} \tag{141}
\end{equation*}
$$

Since $\Lambda_{0}(0)$ is the leading eigenvalue of $\mathcal{T}(0)$ with a finite gap, for a neighborhood of $\lambda=0$, $\Lambda_{0}(\lambda)$ will continue to be the leading eigenvalue of $\mathcal{T}(\lambda)$. Hence, for small $|\lambda|$ one has

$$
\begin{equation*}
\operatorname{tr}\{\mathcal{T}(\lambda)\}^{L / 2} \simeq \Lambda_{0}(\lambda)^{L / 2} \tag{142}
\end{equation*}
$$

On the other hand, for small $|\lambda|$ the following inversion relation holds

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \frac{t_{i \lambda,-i \lambda}(0) t_{i \lambda,-i \lambda}(-\eta)}{[\sin (\lambda+i \eta) \sin (\lambda-i \eta)]^{L}}=\mathrm{id} \tag{143}
\end{equation*}
$$

where id is the identity. More precisely, denoting with $\operatorname{id}_{L}$ the identity operator on a chain of $L$ sites, one can show that the Hilbert-Schmidt norm of the operator

$$
\begin{equation*}
\frac{t_{i \lambda,-i \lambda}(0) t_{i \lambda,-i \lambda}(-\eta)}{[\sin (\lambda+i \eta) \sin (\lambda-i \eta)]^{L}}-\operatorname{id}_{L} \tag{144}
\end{equation*}
$$

is exponentially vanishing with the system size $L$, using techniques similar to those employed, for example, in [40, 43, 44]. We refer the reader to these works for more details.

Putting everything together, (141) yields

$$
\begin{equation*}
\Lambda_{0}(\lambda) \equiv 1 \tag{145}
\end{equation*}
$$

for any finite Trotter number $N$. Note that (145) has been derived under the assumption of small $|\lambda|$. However, assuming $\Lambda_{0}(\lambda)$ to be a meromorphic function in the complex plane, (145) immediately implies $\Lambda_{0}(\lambda) \equiv 1$ for arbitrary values of $\lambda$ and at any finite Trotter number $N$.

Note that (145) holds both in the diagonal and non-diagonal case and in principle it could be established by solving directly the Bethe equations in the limit $\beta \rightarrow 0$. In the case of the Néel state this calculation is easily done at finite Trotter number $N$, since all the Bethe roots approach 0 as $\beta \rightarrow 0$. Conversely, this calculation is non-trivial in the non-diagonal case, as the extra Bethe roots approach non-zero values when $\beta \rightarrow 0$. In the case $2 N=2$ we analytically solved the Bethe equations and showed that (145) is verified for $\beta \rightarrow 0$ as we report in Appendix A, while for higher values of $N$ we verified this numerically.

Using now (145) Eq. (125) simply yields

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \tilde{y}_{1}(\lambda)=Y_{1}(\lambda), \tag{146}
\end{equation*}
$$

where $Y_{1}(\lambda)$ has been defined in (130). It is now immediate to generate the analytic solution for $\tilde{y}_{n}(\lambda)$ as

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \tilde{y}_{n}(\lambda)=Y_{n}(\lambda) \tag{147}
\end{equation*}
$$

where $Y_{n}(\lambda)$ is defined recursively from $Y_{1}(\lambda)$ using the $Y$-system

$$
\begin{equation*}
Y_{j}\left(\lambda+i \frac{\eta}{2}\right) Y_{j}\left(\lambda-i \frac{\eta}{2}\right)=\left[1+Y_{j+1}(\lambda)\right]\left[1+Y_{j-1}(\lambda)\right] \tag{148}
\end{equation*}
$$

where $Y_{0}(\lambda)=0$.
Equations (146), (147) provide the analytic solution of the equations (106) and (122) for $\beta=0$. As we already stressed in the last section, the explicit expressions for the Néel and tilted Néel states are immediately obtained by means of (126), (128) and (127), (129) respectively. We next address the numerical solution for general value of $\beta$.

### 6.2. General $\beta$ : numerical evaluation

We now discuss the numerical solution of the TBA equations (106) and (122) for general $\beta$. First, the infinite sets of equations have to be truncated to a finite number $n_{\max }$. One then immediately notes that these equations alone do not completely constrain the functions $\tilde{y}_{n}(\lambda)$, as one should also provide an asymptotic condition on the behavior of $\tilde{y}_{n}(\lambda)$ for $n \rightarrow \infty$.

For $\beta=0$ the analytic solution of (106) and (122) was provided in the previous section. In particular, the analytical knowledge of $\tilde{y}_{1}(\lambda)$ enables us to generate through (148) the whole set of functions $\tilde{y}_{n}(\lambda)$. Then, one can simply study the behavior of $\tilde{y}_{n}(\lambda)$ for large $n$ at $\beta=0$. As expected, we observe that the asymptotic behavior strongly depend on the initial state considered, and a separate analysis for each state has to be performed.

As we already observed, and will discuss systematically in section 7, the TBA equations (106) corresponding to the Néel state for $\beta=0$ coincide with the generalized TBA equations derived in [28-30] by means of the quench action method. In particular, they share the same solution and the large- $n$ behavior is found to be [28,29]

$$
\begin{align*}
& \left.\tilde{y}_{2 n}(\lambda)\right|_{\beta=0} \sim h_{1}(\lambda), \\
& \left.\tilde{y}_{2 n+1}(\lambda)\right|_{\beta=0} \sim h_{2}(\lambda), \tag{149}
\end{align*}
$$

where $h_{1}(\lambda), h_{2}(\lambda)$, are non-trivial functions.
Instead, in the case of the tilted Néel state (4) with tilting angle $\vartheta \neq 0$ we find

$$
\begin{align*}
& \left.\tilde{y}_{2 n}(\lambda)\right|_{\beta=0} \sim(2 n)^{4} g_{1}^{\vartheta}(\lambda) \\
& \left.\tilde{y}_{2 n+1}(\lambda)\right|_{\beta=0} \sim(2 n+1)^{4} g_{2}^{\vartheta}(\lambda) \tag{150}
\end{align*}
$$

where again $g_{1}(\lambda)^{\vartheta}$ and $g_{2}(\lambda)^{\vartheta}$ are non-trivial $\vartheta$-dependent functions.
The asymptotic conditions (149) and (150) can be easily be implemented in the numerical solution of the truncated system of $n_{\max }$ equations by setting respectively

$$
\begin{equation*}
\tilde{y}_{n_{\max }+1}(\lambda)=\tilde{y}_{n_{\max }-1}(\lambda) \quad \text { (Néel state) }, \tag{151}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{y}_{n_{\max }+1}(\lambda)=\left(1+\frac{2}{n-1}\right)^{4} \tilde{y}_{n_{\max }-1}(\lambda) \quad \text { (tilted Néel state). } \tag{152}
\end{equation*}
$$

In fact, the resulting system of $n_{\max }$ equations can then be solved by an iterative procedure. As a consistency check, we have verified that numerical solution of (106) and (122) for $\beta=0$ under the truncation conditions (151) and (152) yields correctly the analytical solutions derived in the previous section.

For $\beta \neq 0$ the asymptotic condition for large $n$ of $\tilde{y}_{n}(\lambda)$ is not known and a priori might depend non-trivially on $\beta$. In the thermal case, no dependence on the temperature arises in the case of zero magnetization, where no magnetic field is present [133]. In analogy with this case, we will assume the validity of (151), and (152) also for $\beta \neq 0$. It should be stressed that this is a priori a non-trivial assumption, the validity of which is justified a posteriori, given the excellent numerical agreement with independent numerical methods. As we will see, in


Figure 9. Loschmidt echo per site at imaginary times for the initial tilted Néel state (4). (a) : The plot shows the analytical result from numerical evaluation of (134) (solid lines) for $\Delta=2$ and different tilting angles, together with exact diagonalization data for a system of $L=16$ sites (dots). The dashed vertical line is a guide for the eye corresponding to $w=0$. (b) : Logarithmic plot for different values of $\Delta$ and tilting angle $\vartheta$, showing exponential behavior of the Loschmidt echo per site at large imaginary times, as computed from (134).
the case of the Néel state a direct check of (151) for $\beta \neq 0$ is also possible using the coupled version of the integral equations (106), cf. section 7. Finally, note that a $\beta$-dependence might arise for generic states with non-zero magnetization such as tilted ferromagnets, for which a more systematic analysis might be needed.

Truncation of (106), (122) using (151) and (152) results in a finite set of integral equations whose numerical solution appears to be stable. In particular, one observes that increasing $n_{\max }$ the function $\tilde{y}_{1}(\lambda)$ rapidly converges to a well-defined function for $\beta \neq 0$ (in practice excellent numerical accuracy is obtained using $n_{\max } \sim 20$ ). Accordingly, (134) immediately yields our prediction for the dynamical free energy $g(w)$. In our practical examples we chose the tilting angle $\vartheta$ such that the parameter $\zeta$ is a multiple of $\eta / 2$ (this includes the case of $\zeta=0, \vartheta=\pi / 2$ ). This way all source terms in the TBA equations can be written using Jacobi functions, cf. (99) and (103).

The final result is shown in Fig. 9, where we plot the Loschmidt echo per site at imaginary times. First, we can see that our solution is in excellent agreement with exact diagonalization data for a finite chain of $L=16$ sites. As expected, we see that the dynamical free energy displays a monotonic behavior. Furthermore for large positive $w$ an exponential increase is observed, as we can clearly see from the figure. In the next section we will discuss the more interesting picture emerging for imaginary $\beta$, namely real times.

### 6.3. Continuation to real times: the Loschmidt echo

From the derivation of the last sections, the TBA-like equations (106), (122) are expected to continue to provide the correct results also in the case where $\beta$ is a complex parameter, provided that two conditions remain valid:


Figure 10. Loschmidt echo per site (8) for the tilted Néel state (4). The plots correspond to (a) $\Delta=2$ and tilting angle $\vartheta=0$ and (b) $\Delta=3$ and tilting angle $\vartheta_{2}=2 \arctan \left(e^{-\eta}\right) \simeq$ $0.11 \pi$. Exact diagonalization data for increasing system sizes (dashed lines) are shown together with the analytical predictions by (134) (solid lines).
(i) First, the analytic structure of the $Y$-functions $\tilde{y}_{n}(\lambda)$ should remain the same as in the case of $\beta$ real. This means that no additional poles or zeroes of $\tilde{y}_{n}(\lambda)$ should enter into the physical strip, beyond those already described in section 5 .
(ii) The second condition is that the leading eigenvalue of the boundary transfer matrix (22) should not display a crossing with subleading eigenvalues.

Note that these conditions are not always necessarily true for arbitrary complex values of $\beta$. Since these conditions are verified for $\beta$ real, they are expected to hold also for complex $\beta$ in some neighbourhood of the real axis. In fact, we considered the solution of (106), (122) for purely imaginary values of $\beta$ (corresponding to real times) and found that for small times the numerical solution was always stable for all the values of the parameters that we chose. We compared the corresponding predictions obtained from (134) to exact diagonalization data and found excellent agreement as shown in Fig. 10. This provides a non-trivial check on the validity of our results.

When the times are increased, one should test the validity of the two conditions above. If they are valid, then (106) and (122) can be used to calculate the Loschmidt echo per site through (134). The check of the validity of the conditions (i), (ii) will be discussed shortly, while we present in Figs. 11, 12 two examples where these are verified and (106) and (122) can be used to compute $\ell(t)$ up to very large times. Our analytical predictions are shown together with exact diagonalization data for systems of $L=8,16$ sites. These are seen to be in excellent agreement for small times, while as expected deviations occur at larger times due to the fact that finite size effects become dominant. We see that in contrast to finite size results, the amplitude of the oscillation of $\ell(t)$ in the thermodynamic limit appears to be rapidly damped with time.

We now turn to testing the conditions (i), (ii) for imaginary $\beta$ (real times). The validity of condition (i) can be checked straightforwardly. Indeed, as an additional pole or zero of $\tilde{y}_{n}(\lambda)$


Figure 11. Loschmidt echo per site (8) for the tilted Néel state (4) for $\Delta=2$ and tilting angles $\vartheta=0, \vartheta_{1}=2 \arctan \left(e^{-\eta}\right) \simeq 0.17 \pi$. The analytical predictions by (134) (solid lines) are shown, together with exact diagonalization data for systems of $L=8, L=16$ sites.
comes close and enters into the physical strip at time $t_{0}$, one of the functions $\log \left(1+\tilde{y}_{n+1}(\lambda)\right)$, $\log \left(1+\tilde{y}_{n-1}(\lambda)\right)$ exhibits the emergence of a singularity for real $\lambda$, due to the $Y$-system relation (87). If we don't modify the TBA equations and solve the same equations (106) and (122) also for $t>t_{0}$, the corresponding numerical curve for the Loschmidt echo displays a fictitious non-analyticity point.

We verified that these additional singularities do in fact arise, depending on the parameters of the initial states. In particular, this is the case for $\Delta \sim 1$ and large tilting angles, as clearly shown in Fig. 13. We see that the numerical solution of (106) and (122) displays a break with respect to exact diagonalization data. This fictitious point of non-analyticity corresponds to the entering of a zero of $\tilde{y}_{2}(\lambda)$ inside the physical strip. We have verified this by looking at the analytic structure of $\tilde{y}_{2}(\lambda)$ (as obtained from the QTM method) at finite Trotter number $2 N=4,2 N=6$. In these cases an additional zero of $\tilde{y}_{2}(\lambda)$ is clearly seen entering the physical strip at a time which depends very weakly on $N$ and is consistent with the fictitious point of non-analyticity of Fig. 13. Alternatively, it can be seen from the TBA equations that a zero of $\left(1+\tilde{y}_{1}(\lambda)\right)$ crosses the real line.

When such additional poles and zeroes enter the physical strip, the TBA equations (106) and (122) have to be modified by inserting additional source terms corresponding to the new singularities. This can in principle be done with the same techniques as those explained in section 5. In particular, the results are expected to take the form of "excited state TBA equations", similar to those encountered in the framework of integrable quantum field theory [134]. However, a detailed analysis of this problem goes beyond the scope of the present work.

The test of condition (ii) and the determination of the precise time of its failure are more subtle. In the cases displayed in Figs. 11, 12, namely $\Delta=2,3$ and tilting angle $\vartheta$ not too large,


Figure 12. Loschmidt echo per site (8) for the tilted Néel state (4) for $\Delta=3$ and tilting angles $\vartheta=0, \vartheta_{1}=2 \arctan \left(e^{-\eta}\right) \simeq 0.11 \pi$. The analytical predictions by (134) (solid lines) are shown, together with exact diagonalization data for a system of $L=8, L=16$ sites.
we studied the spectrum of the transfer matrix (22) for finite Trotter numbers $2 N=4,6,8$. This analysis indicated that in these cases either no crossing arise at all or one has crossing at very large times (much larger than those displayed in Fig. 11, 12). Conversely, when the anisotropy $\Delta$ is close to one or for large tilting angles as in Fig. 13 we can clearly observe a crossing between the leading and subleading eigenvalue at finite Trotter number $2 N=4,6$. The crossing happens at a time $t_{1}$ which weakly depends on $N$ and which is larger than the fictitious non-analyticity point shown in Fig. 13.

In this case care must be taken, as the treatment of the previous section is valid only up to the crossing time $t_{1}$. In order to determine the precise location of the crossing in the Trotter limit and the time evolution afterwards a more sophisticated treatment is required. In particular, one should compute the first excited states of the boundary transfer matrix (22) in the Trotter limit, by generalizing the method employed here for the leading eigenvalue. The excited eigenvalues will display a different analytical structure and hence will correspond to "excited state TBA equations", which were encountered earlier in integrable quantum field theory [134] or in spin chains describing the exponential decay of correlations [112]. By solving these, one has access to higher excited states in the Trotter limit, from which one can compute the time of the crossing and subsequent time evolution, by continuously following at each step the leading eigenvalue. Note that for each crossing a genuine (i.e. not fictitious) point of non-analyticity will be encountered. As we already mentioned in the introduction, such non-analyticities can arise also for quenches within the same quantum phase [92, 100, 105]. The computation of the full Loschmidt echo in the presence of crossings goes once again beyond the scope of this work and remains an interesting direction to be addressed in the future.


Figure 13. Loschmidt echo per site (8) for the tilted Néel state (4). The plots correspond to $(a) \Delta=1.2$ and tilting angle $\vartheta=0$ and (b) $\Delta=3$ and tilting angle $\vartheta=\pi / 2$. Exact diagonalization data for increasing system sizes (dashed lines) are shown together with the analytical predictions by (134) (solid lines). The time $t_{0}$ at which the integral equations (106) and (122) stop to be valid is clearly visible as a fictitious point of non-analyticity.

## 7. From the quantum transfer matrix to the quench action

In this section we finally draw a parallel between the quantum transfer matrix approach and the quench action method, which is constructed in the language of the thermodynamic Bethe ansatz (TBA). An analogous picture emerges also in the thermal case, where the equivalence between the TBA and the quantum transfer matrix formalism is an established result [128]. In the following, we first briefly review some aspects of the quench action method, referring to the literature for a more complete treatment [59]. We stress that the calculations of this section are limited to imaginary times, when the quench action is strictly real. At the end of this section we give a few comments on the case of real times.

The central idea of the thermodynamic Bethe ansatz approach (both in the thermal case and in the quench situations) is to investigate the original physical spin chain in the thermodynamic limit, and to find the Bethe states which populate the system. Within this formalism, eigenstates are described by rapidity distribution functions $\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}$. The function $\rho_{n}(\lambda)$ corresponds to bound states of $n$ quasi-particles (magnons) and generalize the concept of momentum distribution functions for free systems. In the same way, to each eigenstate is also associated a set of hole rapidity distribution functions $\rho_{n}^{h}(\lambda)$, which are analogous to the well-known hole distribution functions for free Fermi gases. In interacting models, rapidity and hole distribution functions are non-trivially related by the thermodynamic version of the Bethe equations

$$
\begin{equation*}
\rho_{m}(\lambda)+\rho_{m}^{h}(\lambda)=a_{m}(\lambda)-\sum_{n=1}^{\infty}\left[a_{m n} * \rho_{n}\right](\lambda), \tag{153}
\end{equation*}
$$

where we employed the notation (102) for the convolution and where
$a_{m n}(\lambda)=\left(1-\delta_{m n}\right) a_{|m-n|}(\lambda)+2 a_{|m-n|}(\lambda)+\ldots+2 a_{m+n-2}(\lambda)+a_{m+n}(\lambda)$,

$$
\begin{equation*}
a_{n}(\lambda)=\frac{1}{\pi} \frac{\sinh (n \eta)}{\cosh (n \eta)-\cos (2 \lambda)} \tag{155}
\end{equation*}
$$

In the following, it is also convenient to introduce the ratios

$$
\begin{equation*}
\eta_{n}(\lambda)=\frac{\rho_{n}^{h}(\lambda)}{\rho_{n}(\lambda)} . \tag{156}
\end{equation*}
$$

The functions $\rho_{n}(\lambda)$ in principle give access to the computation of all thermodynamical properties of the corresponding state. In particular, the energy per unit length is given as

$$
\begin{equation*}
e\left[\left\{\rho_{n}\right\}_{n=1}^{\infty}\right]=\sum_{n=1}^{\infty} \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \lambda \rho_{n}(\lambda) \varepsilon_{n}(\lambda) \tag{157}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{n}(\lambda)=-J \frac{\sinh (\eta) \sinh (n \eta)}{\cosh (n \eta)-\cos (2 \lambda)} \tag{158}
\end{equation*}
$$

Note that the same set $\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}$ actually corresponds to many eigenstates, which can be interpreted as different microscopic realizations of the same macrostate. In the following we denote with $|\boldsymbol{\rho}\rangle_{L}$ one of the possible eigenstates of the finite system which is described by the set $\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}$ in the thermodynamic limit.

In the computation of physical quantities following a quench, a building block is provided by the overlaps between the initial state $\left|\Psi_{0}\right\rangle$ and the eigenstates of the system (the Bethe states). The first essential step in the application of the quench action method relies then in the possibility of defining a functional $S_{\mathrm{Q}}$ such that for $L \rightarrow \infty$

$$
\begin{equation*}
\left|\left\langle\Psi_{0} \mid \boldsymbol{\rho}\right\rangle_{L}\right| \simeq \exp \left\{-L S_{\mathrm{Q}}\left[\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}\right]\right\} \tag{159}
\end{equation*}
$$

It is important to stress that the validity of (159) is a priori non-trivial, due to the fact that $S_{\mathrm{Q}}$ only depends on the set $\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}$ and not on the details of the state $|\boldsymbol{\rho}\rangle_{L}$ chosen. In fact, the determination of the functional $S_{\mathrm{Q}}$ still represents the major technical bottle-neck to the application of the quench action approach for generic initial states $\left|\Psi_{0}\right\rangle$ [60,135-137].

In this section we focus on the symmetric Néel state

$$
\begin{equation*}
|N\rangle_{s}=\frac{1}{\sqrt{2}}(|\uparrow \downarrow \ldots \uparrow \downarrow\rangle+|\downarrow \uparrow \ldots \downarrow \uparrow\rangle) \tag{160}
\end{equation*}
$$

In this case, the overlaps with the Bethe states and the functional $S_{\mathrm{Q}}$ in (159) have recently been computed [28-30, 135, 136]. In particular, the latter has the simple expression [28-30]

$$
\begin{equation*}
S_{\mathrm{Q}}\left[\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}\right]=-\frac{1}{4} \sum_{n=1}^{\infty} \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \lambda \rho_{n}(\lambda) \log W_{n}(\lambda) \tag{161}
\end{equation*}
$$

where

$$
\begin{align*}
W_{n}(\lambda) & =\frac{1}{2^{n+1} \sin ^{2} 2 \lambda} \frac{\cosh n \eta-\cos 2 \lambda}{\cosh n \eta+\cos 2 \lambda} \\
& \times \prod_{j=1}^{\frac{n-1}{2}}\left(\frac{\cosh [(2 j-1) \eta]-\cos 2 \lambda}{(\cosh [(2 j-1) \eta]+\cos 2 \lambda)(\cosh 4 \eta j-\cos 4 \lambda)}\right)^{2} \tag{162}
\end{align*}
$$

if $n$ odd, and

$$
\begin{align*}
W_{n}(\lambda) & =\frac{\tan ^{2} \lambda}{2^{n}} \frac{\cosh n \eta-\cos 2 \lambda}{\cosh n \eta+\cos 2 \lambda} \frac{1}{\prod_{j=1}^{\frac{n}{2}}(\cosh [2(2 j-1) \eta]-\cos 4 \lambda)^{2}} \\
& \times \prod_{j=1}^{\frac{n-2}{2}}\left(\frac{\cosh 2 j \eta-\cos 2 \lambda}{\cosh 2 j \eta+\cos 2 \lambda}\right)^{2} \tag{163}
\end{align*}
$$

if $n$ even.
Note that a priori the Loschdmit echo per site corresponding to the symmetric state (160) and the Néel state (6) can be different, even in the thermodynamic limit. This was for example explicitly shown by exact calculations in [100] for quenches to the free $X X$ spin chain. In that case, the real-time Loschmidt echo per site in the two cases coincided up to a maximum time $t_{0}$, after which they displayed different points of non-analyticity and hence different behavior. On the other hand, the same calculations showed that, for that quench, the dynamical free energy (11) at imaginary times is the same for the two states. The physical reason for the difference at real times is that for certain regimes in $t$ the transition amplitude

$$
\begin{equation*}
\langle\uparrow \downarrow \ldots \uparrow \downarrow| e^{-i H t}|\downarrow \uparrow \ldots \downarrow \uparrow\rangle \tag{164}
\end{equation*}
$$

can be bigger than the return rate of the pure Néel state [100].
In this section we will compute the dynamical free energy for the state (160) at imaginary times, by means of the quench action approach. In analogy to the case of quenches to the free $X X$ spin chain, and in accordance with numerical evidence for finite system sizes, our calculation will show that the final result coincides with the dynamical free energy of the Néel state (6). By comparing the solutions obtained by the QTM and QA methods we will draw an explicit correspondence between the two approaches.

Once the functional $S_{\mathrm{Q}}$ in (159) is known, the application of the quench action approach is straightforward. By making use of the formal resolution of the identity in terms of rapidity distribution functions [133], it is immediate to write

$$
\begin{equation*}
\left\langle\Psi_{0}\right| e^{-w H}\left|\Psi_{0}\right\rangle=\int \mathcal{D} \boldsymbol{\rho} \exp \left\{-\left(w e[\boldsymbol{\rho}]+2 S_{\mathrm{Q}}[\boldsymbol{\rho}]-S_{\mathrm{YY}}[\boldsymbol{\rho}]\right) L\right\} \tag{165}
\end{equation*}
$$

where we denoted with $\boldsymbol{\rho}$ the set $\left\{\rho_{n}(\lambda)\right\}_{n=1}^{\infty}$ and where $e[\boldsymbol{\rho}]$ is given in (157). Here $S_{\mathrm{YY}}$ is the so called Yang-Yang entropy and for parity symmetric states such as the Néel state, the latter has an additional factor $1 / 2$ with respect to the thermal case [60]. Thus, it reads

$$
\begin{align*}
S_{\mathrm{YY}}\left[\left\{\rho_{n=1}^{\infty}(\lambda)\right\}\right](\lambda) & =\frac{1}{2} \sum_{n=1}^{\infty} \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \lambda\left\{\rho_{n}(\lambda) \log \left[1+\eta_{n}(\lambda)\right]\right. \\
& \left.+\rho_{n}^{h}(\lambda) \log \left[1+\eta_{n}^{-1}(\lambda)\right]\right\} . \tag{166}
\end{align*}
$$

The functional integral (165) can now be evaluated at its saddle-point. By following a standard derivation, similar to the one detailed in [28-30], the saddle-point equations are immediately derived and read

$$
\begin{align*}
\log \left[\eta_{n}(\lambda)\right] & =-2 \pi J w \sinh (\eta) a_{n}(\lambda)-2 n h-\log W_{n}(\lambda) \\
& +\sum_{m=1}^{\infty}\left[a_{n m} * \log \left(1+\eta_{m}^{-1}\right)\right](\lambda), \tag{167}
\end{align*}
$$

where the parameter $h$ is a Lagrange multiplier fixing the total magnetization. By plugging the solution of (167) into the Bethe equations (153) one finally obtains the saddle-point distribution functions $\rho^{*}=\left\{\rho_{n}^{*}\right\}_{n=1}^{\infty}$. The final result for the dynamical free energy then reads

$$
\begin{equation*}
g(w)=-w e\left[\boldsymbol{\rho}^{*}\right]-2 S_{\mathrm{Q}}\left[\boldsymbol{\rho}^{*}\right]+S_{\mathrm{YY}}\left[\boldsymbol{\rho}^{*}\right] . \tag{168}
\end{equation*}
$$

Applying now the standard techniques of thermodynamic Bethe ansatz [133], the equations (167) can be cast in the partially decoupled form

$$
\begin{align*}
& \log \left[\eta_{1}(\lambda)\right]=-4 \pi \beta_{w} s(\lambda)+d_{1}(\lambda)+\left[s * \log \left(1+\eta_{2}\right)\right](\lambda)  \tag{169}\\
& \log \left[\eta_{n}(\lambda)\right]=d_{n}(\lambda)+\left[s *\left\{\log \left(1+\eta_{n-1}\right)+\log \left(1+\eta_{n+1}\right)\right\}\right](\lambda) \tag{170}
\end{align*}
$$

where we introduced the parameter $\beta_{w}$ as in (15), while the functions $s(\lambda)$ and $d_{n}(\lambda)$ are defined in (101) and (99) respectively. Finally, making use of (170) it is shown in Appendix B that the expression in (168) can be recast in the form

$$
\begin{equation*}
g(w)=\frac{1}{2} \int_{-\pi / 2}^{+\pi / 2} d \mu s(\mu)\left\{2 \pi w J \sinh (\eta) a_{1}(\mu)+\log \left[\frac{1+\eta_{1}(\mu)}{1+Y_{1}(\mu)}\right]\right\} \tag{171}
\end{equation*}
$$

where $Y_{1}(\mu)$ is given in (130).
Remarkably, we can now immediately see that the result by the quantum transfer matrix is recovered. In particular, the function $\eta_{n}(\lambda)$ and $\tilde{y}_{n}(\lambda)$ are the solution of the same set of equations, leading to the identification

$$
\begin{equation*}
\eta_{n}^{\beta}(\lambda)=\tilde{y}_{n}^{\beta}(\lambda) \quad \beta \in \mathbb{R} \tag{172}
\end{equation*}
$$

where we have made explicit the $\beta$-dependence. This equation unveils the direct link between the quantum transfer matrix and quench action methods. In particular, the Bethe ansatz rapidity distribution functions $\eta_{n}(\lambda)$ defined in (156) are identified with the $y$-functions associated with the fusion of boundary transfer matrices. As we already mentioned, this extends the picture already established in the thermal case [128].

Going further, we can consider (172) when $\beta_{w} \rightarrow 0$, namely $w \rightarrow 0$. Comparing to (165), we see that in the language of the quench action approach the saddle-point distribution $\rho^{*}$ corresponds, when $w \rightarrow 0$, to the representative eigenstate for the initial state $\left|\Psi_{0}\right\rangle$ [59]. This also follows from the decomposition of the initial state as

$$
\begin{equation*}
1=\left\langle\Psi_{0} \mid \Psi_{0}\right\rangle=\sum_{n}\left|\left\langle\Psi_{0} \mid n\right\rangle\right|^{2} \tag{173}
\end{equation*}
$$

The l.h.s. gives us the seemingly trivial result that the Loschmidt amplitude at $w=0$ is zero, whereas the r.h.s. leads to the standard saddle point evaluation of the same quantity using the quench action method.

Hence, assuming the identification (172) we can obtain the functions $\eta_{n}(\lambda)$ for the representative eigenstate directly from the quantum transfer matrix construction, without any reference to the quench action derivation. Indeed, in the previous sections we obtained the analytical solution for $\tilde{y}_{1}(\lambda)$ at $\beta=0$, cf. (146). This holds for generic two-site product states,
for which the overlaps with the Bethe states are not yet known. Considering in particular the example of the tilted Néel state, we arrive immediately at the result

$$
\begin{equation*}
\eta_{1}(\lambda)=\frac{\mathcal{N}_{\mathrm{TN}}(\lambda+i \eta / 2) \mathcal{N}_{\mathrm{TN}}(\lambda-i \eta / 2)}{\chi_{\mathrm{TN}}(\lambda)}-1, \tag{174}
\end{equation*}
$$

where the functions $\chi_{\mathrm{TN}}(\lambda)$ and $\mathcal{N}_{\mathrm{TN}}(\lambda)$ are given in (127) and (129) respectively.
After rewriting $\zeta$ in terms of $\vartheta$ as in (61), it is straightforward to see that (174) coincides with the expression for $\eta_{1}(\lambda)$ recently derived in [35] for the tilted Néel state. Note that a completely different approach was used in [35], which was based on the knowledge of all the quasi-local charges of Hamiltonian (1) [34]. An analogous calculation, exploiting the identifications (63)-(66), shows that the same derivation also yields the function $\eta_{1}(\lambda)$ for the tilted ferromagnet, recovering also in this case the result presented in [35]. The explicit identification exploited in this work also explains the validity of the $Y$-system relations between the functions $\eta_{n}(\lambda)$ : they follow from the fusion hierarchy of the relevant QTM's. Note that prior to this work, the $Y$-system for the tilted Néel and tilted ferromagnet states was only verified numerically in $[34,35]$.

We can also briefly comment on the relation between the quantum transfer matrix approach to the Loschmidt echo and the generalized Gibbs ensemble (GGE) construction, mentioned in the introduction. For the states considered in this work, the distribution functions $\eta_{n}(\lambda)$ associated with the GGE coincide with those of the representative eigenstates derived in [35], and hence with those obtained as the solution of our integral equations in the limit $w \rightarrow 0$. However, this is no longer true for $w \neq 0$, as the solutions of our integral equation depend on $w$, while the distributions of the GGE do not. This is not surprising as the latter ensemble does not necessarily reproduces the exact result for the Loschmidt echo at large times, as shown in [92].

It is an interesting question whether the overlaps with the Bethe eigenstates can be recovered from the generalized TBA equations (122). At present such overlaps are only known for the states described by diagonal K-matrices. However, even in the non-diagonal case it is possible to reconstruct the extensive part requiring that the quench action method results in the source terms of (122). We plan to return to this question in future works.

To conclude this section, we stress that the identification of the QA and QTM descriptions only applies to real $\beta$ parameters. There are two main reasons for this. First, the quench action itself has to be strictly real, and this only happens for real $\beta$. An analytic continuation to complex $\beta$ is expected to give correct results in some neighbourhood of the real axis, but it is not clear whether the QA method could account for the physical non-analyticities caused by the possible level crossings of the quantum transfer matrix. The second reason for the limitation to real $\beta$ is the fact that the QTM method has been established for the pure Néel state, whereas the quench action method deals with the symmetric combination (160). For real $\beta$ the two states lead to the same Loschmidt amplitude, similar to what was observed in the XX model in [100]. However, this is not true for generic $\beta$. Regarding the symmetric state the QTM method has to be extended to described the transition amplitude (164) as well. This can be achieved with proper modification of our construction, but it is out of the scope of the present paper and it is left for future research.

## 8. Conclusion

We have considered the analytical computation of the Loschmidt echo following a quantum quench to the XXZ Heisenberg spin chain. We employed a quantum transfer matrix approach, focusing on generic two-site product initial states. In the case of tilted Néel states, we have provided explicit results in terms of the solution of TBA-like integral equations, which were derived by fusion of certain boundary transfer matrices. Our work extends the results of [94], where quenches from the Néel state were studied. On the one hand, the integral formulas derived in this work appear to be convenient for numerical evaluation. In particular, in some regimes we were able to follow the post-quench dynamics of the system for very large times. On the other hand, the derivation of TBA-like integral equations from fusion of boundary transfer matrices employed here seems to be easily generalized to the case of generic two-site product states, as we explicitly showed in the case of tilted Néel states.

The integral equations derived in this work are valid for arbitrary imaginary times and real times up to a maximum time $t_{0}$. In some regimes the latter is seen to be either very large or infinite. For times larger than $t_{0}$ the integral equations have to be modified in a way which is in principle feasible and discussed in the previous sections. A detailed analysis of the modified equations in these cases remains an interesting issue to investigate. For example, it might lead to a fully analytical computation of the points of non-analyticity in the time evolution for quenches within the same quantum phase, as those observed and discussed in [92, 100, 105, 107].

As an important part of our work, we have also established a clear correspondence between the quantum transfer matrix formalism and the quench action approach. This generalizes to non-equilibrium settings the well-known equivalence of the quantum transfer matrix and thermodynamic Bethe ansatz methods [128]. By means of this correspondence we provided an alternative derivation of the Bethe ansatz rapidity distribution functions for tilted Néel and tilted ferromagnet states recently obtained in [35]. In particular, within our treatment the $Y$-system relations satisfied by the functions $\eta_{n}(\lambda)$ of a given state are naturally derived from the fusion relations of the corresponding boundary transfer matrices.

In this work we have focused on the gapped regime of the XXZ chain. A natural question regards the possibility of extending our calculations to the gapless phase. While the quantum transfer matrix formalism employed in this work still applies, we expect that different technicalities will arise in the analytical computation of the leading eigenvalue of the boundary quantum transfer matrix. In particular, restricting to values of the anisotropy corresponding to "roots of unity" [133], experience with the thermal case suggests that the final result for the Loschmidt echo will be written in terms of a finite, rather than infinite, set of TBA-like integral equations. This represents an intriguing direction to explore, especially in connection to recent studies regarding the physical implication of additional conservation laws in the gapless regime for quenches from initial states breaking spin-inversion symmetry [38, 40, 54, 138].

It is also interesting to wonder whether the method employed here can be generalized to compute the Loschmidt echo from $k$-site product initial states with $k>2$. By following
our derivation, it is clear that these should be associated to boundary transfer matrices with $k>2$ auxilliary rows. While such transfer matrices could in fact be obtained by fusion of the elementary boundary transfer matrices considered in the present work $\S$, a dedicated study is needed to establish whether these might actually correspond to some non-trivial physical states. On the other hand, the observed failure of the $Y$-system for certain initial states $[34,35,37]$ might be a sign that there is no family of commuting QTM's describing such states. We leave the investigation of these questions to a future work.

Finally, a natural question is whether techniques similar to those employed in this work might be used to provide analytical formulas for the time evolution of local observables. While the quantum transfer matrix formalism seems to give a convenient framework to tackle this problem, the latter remains very challenging as already noted in [94]. Nevertheless, we hope that our results might motivate further investigations in this direction .
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## Appendix A. Analytic solution of the Bethe equations for $2 N=2$

In this appendix we analytically determine the solution of the Bethe equations (75) associated with the leading eigenvalue of the transfer matrix (26) for $2 N=2$. We focus on the nondiagonal case associated to the tilted Neel state in the limit $\beta \rightarrow 0$. This allows to analytically verify the relation (145) in the case $2 N=2$ when $\beta \rightarrow 0$.

For Trotter number $2 N=2$, the Bethe roots associated with the leading eigenvalue consist of two purely imaginary regular Bethe roots $\lambda_{1,2}^{\text {reg }}= \pm \lambda^{\text {reg }}$ and two extra Bethe roots $\lambda_{1,2}^{\text {extra }}= \pm \lambda^{\text {extra }}$, cf. section 4.2. In the limit $\beta \rightarrow 0$ the regular roots approach zero, namely $\lambda^{\text {reg }} \rightarrow 0$, while $\lambda^{\text {extra }} \rightarrow x$ where $x$ is a real number different from 0 . The set of doubled Bethe roots in the limit $\beta \rightarrow 0$ then reads

$$
\begin{equation*}
\lim _{\beta \rightarrow 0}\left\{\tilde{\lambda}_{j}\right\}_{j=1}^{4}=\{0,0,-x, x\} \tag{A.1}
\end{equation*}
$$

We now determine the value of $x$ analytically. Substituting (A.1) for the doubled rapidities in the Bethe equations (75) and choosing the boundary parameters as in (58)-(61), we obtain the
§ This idea was suggested to us by Frank Göhmann.
following equation for $x$

$$
\begin{align*}
-\sinh (\eta) \sinh & (x-\eta) \cosh \left(-\zeta-\frac{\eta}{2}+x\right) \cosh \left(\zeta-\frac{\eta}{2}+x\right) \\
& +\sinh (\eta) \sinh (\eta+x) \cosh \left(-\zeta+\frac{\eta}{2}+x\right) \cosh \left(\zeta+\frac{\eta}{2}+x\right) \\
& +\frac{1}{2}[1-\cosh (3 \eta)] \sinh (x) \sinh (2 x)=0 \tag{A.2}
\end{align*}
$$

Here we already excluded the cases $x=0, x=\eta / 2, x=\eta$ which do not correspond to the leading eigenvalue. One can now express the l. h. s. of (A.2) as a trigonometric polynomial; substituting then

$$
\begin{equation*}
x \rightarrow \frac{1}{2} \log z \tag{A.3}
\end{equation*}
$$

the 1 . h. s. is transformed into a polynomial in powers of $z$. The corresponding roots $z_{j}$ can be easily found analytically, which in turn give the corresponding solutions $x_{j}$ of (A.2) through (A.3). It is found that there is only one real positive solution of (A.2), which is given by
$x=\frac{1}{2} \log \left\{4 \cosh ^{2}(\zeta)(\cosh (\eta)+1)+\cosh (2 \eta)+2 \sqrt{2} \cosh \left(\frac{\eta}{2}\right)\right.$
$\left.\times \sqrt{[\cosh (2 \zeta)+\cosh (\eta)]\left[2 \cosh ^{2}(\zeta)(\cosh (\eta)+1)+\cosh ^{2}(\eta)\right]}\right\}$.
One can now directly substitute (A.1) [with the explicit value of $x$ given in (A.4)] into (68) which, using (123), directly yields the final expression for $\Lambda_{0}(u)$. The calculations are tedious but are easily performed using the program Mathematica. The final resut reads

$$
\begin{equation*}
\Lambda_{0}(u) \equiv 1 \tag{A.5}
\end{equation*}
$$

as in (145).

## Appendix B. Compact expression for the dynamical free energy

In this appendix we show the equivalence between the expressions (168) and (171). We start by presenting a number of identities which will be needed in the derivation. First, for any pair of functions $f(\lambda), g(\lambda)$ one has

$$
\begin{equation*}
\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \lambda f(\lambda) g(\lambda)=\frac{1}{\pi} \sum_{k \in \mathbb{Z}} \hat{f}(k) \hat{g}(-k) \tag{B.1}
\end{equation*}
$$

where we used the conventions (88), (89) for the Fourier transform. Next, the partially decoupled form of the Bethe equations (153) yields the following identity for the Fourier transform of $\rho_{n}(\lambda)$ and $\rho_{n}^{h}(\lambda)$ [133]

$$
\begin{equation*}
\hat{\rho}_{n}(\kappa)+\hat{\rho}_{n}^{h}(\kappa)=\frac{1}{2 \cosh (k \eta)}\left[\hat{\rho}_{n-1}^{h}(k)+\hat{\rho}_{n+1}^{h}(k)\right], \tag{B.2}
\end{equation*}
$$

where we used the convention

$$
\begin{equation*}
\hat{\rho}_{0}^{h}(k)=1 . \tag{B.3}
\end{equation*}
$$

Analogously, from the decoupled form (170) one obtains

$$
\begin{equation*}
\widehat{\log \eta_{1}}(k)=-\frac{2 \pi \beta}{\cosh (k \eta)}+\hat{d}_{1}(k)+\frac{1}{2 \cosh (k \eta)} \widehat{\log \left(1+\eta_{2}\right)} . \tag{B.4}
\end{equation*}
$$

and
$\widehat{\log \eta_{j}}(k)=\hat{d}_{n}(k)+\frac{1}{2 \cosh (k \eta)}\left[\widehat{\log \left(1+\eta_{j+1}\right)(k)}+\widehat{\log \left(1+\eta_{j-1}\right)}(k)\right], \quad n \geq 2$,
where we introduced the parameter $\beta=\beta_{w}$ defined in (15).
Next, by making explicit use of the Fourier transform for the function $a_{n}(\lambda)$ defined in Eq. (155)

$$
\begin{equation*}
\hat{a}_{n}(k)=e^{-|k| n \eta}, \tag{B.6}
\end{equation*}
$$

one can verify the identities [133]
$\left(a_{0}+a_{2}\right) * a_{n m}=a_{1} *\left(a_{n-1, m}+a_{n+1, m}\right)+\left(\delta_{n-1, m}+\delta_{n+1, m}\right) a_{1}, \quad n \geq 2, m \geq 1$,
and

$$
\begin{equation*}
\left(a_{0}+a_{2}\right) * a_{1, m}=a_{1} * a_{2, m}+a_{1} \delta_{2, m}, \quad m \geq 1 \tag{B.8}
\end{equation*}
$$

where we defined $a_{0}(\lambda)=\delta(\lambda)$. Using now (B.7), (B.8) and convolving (167) with ( $a_{0}+a_{2}$ ) one can derive the identities

$$
\begin{align*}
& \left(a_{0}+a_{2}\right) * \log \eta_{1}=-4 \pi \beta a_{1}-\left(a_{0}+a_{2}\right) * \log W_{1}+a_{1} * \log W_{2} \\
& \quad+a_{1} * \log \left(1+\eta_{2}\right)  \tag{B.9}\\
& \left(a_{0}+a_{2}\right) * \log \eta_{n}=-\left(a_{0}+a_{2}\right) * \log W_{n}+a_{1} *\left(\log W_{n-1}+\log W_{n+1}\right) \\
&  \tag{B.10}\\
& \quad+a_{1} *\left[\log \left(1+\eta_{n-1}\right)+\log \left(1+\eta_{n+1}\right)\right], \quad n \geq 2 .
\end{align*}
$$

Taking the Fourier transform of (B.9), (B.10) one obtains directly

$$
\begin{align*}
& -\widehat{\log W_{1}}+\frac{1}{2 \cosh (k \eta)} \widehat{\log W_{2}}= \\
& =\frac{4 \pi \beta}{2 \cosh (k \eta)}+\widehat{\log \eta_{1}}-\frac{1}{2 \cosh (k \eta)} \widehat{\log \left(1+\eta_{2}\right)}  \tag{B.11}\\
& -\widehat{\log W_{n}}+\frac{1}{2 \cosh (k \eta)}\left[\widehat{\log W_{n-1}}+\widehat{\log W_{n+1}}\right]= \\
& =\widehat{\log \eta_{n}}-\frac{1}{2 \cosh (k \eta)}\left[\widehat{\log \left(1+\eta_{n+1}\right)}+\widehat{\log \left(1+\eta_{n-1}\right)}\right] \tag{B.12}
\end{align*}
$$

We are now ready to rewrite (168). First, by means of (B.1) and making repeated use of (B.2) one has

$$
\begin{align*}
& S_{\mathrm{YY}}\left[\boldsymbol{\rho}^{*}\right]=\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \frac{1}{2 \cosh (k \eta)} \widehat{\log \left(1+\eta_{1}\right)(-k)} \\
& +\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \sum_{n=1}^{\infty} \rho_{n}^{h}(k)\left[\frac{1}{2 \cosh (k \eta)}\left(\overline{\log \left(1+\eta_{n-1}\right)}(-k)+\widehat{\log \left(1+\eta_{n+1}\right)}(-k)\right)\right. \\
& \left.\quad \widehat{\log \left(\eta_{n}\right)(-k)}\right] \tag{B.13}
\end{align*}
$$

Next, employing (B.1) and making again repeated use of (B.2) the functional $S_{\mathrm{Q}}$ is recast in the form

$$
\begin{align*}
& 2 S_{\mathrm{Q}}\left[\boldsymbol{\rho}^{*}\right]=-\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \frac{1}{2 \cosh (k \eta)} \widehat{\log W_{1}(-k)+} \\
& \frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \sum_{n=1}^{\infty} \rho_{n}^{h}(k)\left[\widehat{\log W_{n}(-k)}-\frac{1}{2 \cosh (k \eta)}\left(\widehat{\log W_{n-1}(-k)}+\widehat{\log W_{n+1}(-k)}\right)\right] \tag{B.14}
\end{align*}
$$

which can be directly rewritten using (B.11), (B.12) as

$$
\begin{align*}
& 2 S_{\mathrm{Q}}\left[\boldsymbol{\rho}^{*}\right]=-\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \frac{1}{2 \cosh (k \eta)} \widehat{\log W_{1}}(-k)-4 \pi \beta \frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \rho_{1}^{h}(k) \frac{1}{2 \cosh (k \eta)} \\
& +\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \sum_{n=1}^{\infty} \rho_{n}^{h}(k)\left[\frac{1}{2 \cosh (k \eta)}\left(\overline{\log \left(1+\eta_{n-1}\right)}(-k)+\overline{\log \left(1+\eta_{n+1}\right)}(-k)\right)\right. \\
& \left.-\widehat{\log \left(\eta_{n}\right)}(-k)\right] . \tag{B.15}
\end{align*}
$$

Finally, in the same way the energy $e\left[\boldsymbol{\rho}^{*}\right]$ can be rewritten as
$w e\left[\boldsymbol{\rho}^{*}\right]=-\pi J w \sinh (\eta) \frac{1}{\pi} \sum_{k \in \mathbb{Z}} \frac{e^{-|k| \eta}}{2 \cosh (k \eta)}+2 \pi \beta \frac{1}{\pi} \sum_{k \in \mathbb{Z}} \rho_{1}^{h}(k) \frac{1}{2 \cosh (k \eta)}$,
where we used again (15). Putting everything together, Eq. (168) is rewritten as

$$
g(w)=\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \frac{1}{2 \cosh (k \eta)} \widehat{\log \left(1+\eta_{1}\right)(-k)}
$$

$$
\begin{equation*}
+\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}} \frac{1}{2 \cosh (k \eta)} \widehat{\log W_{1}(-k)}+\pi J w \sinh (\eta) \frac{1}{\pi} \sum_{k \in \mathbb{Z}} \frac{e^{-|k| \eta}}{2 \cosh (k \eta)}, \tag{B.17}
\end{equation*}
$$

namely
$g(w)=\frac{1}{2} \int_{-\pi / 2}^{+\pi / 2} d \mu s(\mu)\left\{2 \pi w J \sinh (\eta) a_{1}(\mu)+\log \left[1+\eta_{1}(\mu)\right]+\log W_{1}(\mu)\right\}$.
It remains to show

$$
\begin{equation*}
\int_{-\pi / 2}^{+\pi / 2} d \mu s(\mu) \log W_{1}(\mu)=-\int_{-\pi / 2}^{+\pi / 2} d \mu s(\mu) \log \left[1+Y_{1}(\mu)\right] \tag{B.19}
\end{equation*}
$$

where $Y_{1}(\mu)$ is given in (130), with the definitions (126) and (128) valid for the Néel state. In order to do so, we first rewrite

$$
\begin{align*}
1+Y_{1}(\lambda) & =\frac{4 \sin (2 \lambda+i \eta) \sin (2 \lambda-i \eta)}{\sin ^{2}\left(\lambda+i \frac{\eta}{2}\right) \sin ^{2}\left(\lambda-i \frac{\eta}{2}\right)} \\
& \times \frac{\sin [\lambda+i(\Xi+\eta) / 2] \sin [\lambda-i(\Xi+\eta) / 2]}{\sin (2 \lambda+2 i \eta) \sin (2 \lambda-2 i \eta)} \\
& \times \sin [\lambda+i(\Xi-\eta) / 2] \sin [\lambda-i(\Xi-\eta) / 2] \tag{B.20}
\end{align*}
$$

where we introduced the parameter $\Xi$ which is defined through

$$
\begin{equation*}
\cosh \Xi=\cosh ^{2} \eta \tag{B.21}
\end{equation*}
$$

The equality (B.19) can then be established directly by explicit calculation using that for a function $f(\lambda)$ with no poles in the physical strip (90) the following identity holds

$$
\begin{equation*}
\int_{-\pi / 2}^{+\pi / 2} d \mu s(\lambda-\mu)[f(\mu-i \eta / 2)+f(\mu+i \eta / 2)]=f(\lambda) . \tag{B.22}
\end{equation*}
$$

Equations (B.18) and (B.19) finally yield (171).
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