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High-precision measurements by the ATLAS Collaboration are presented of inclusive W* —
v, W= — v and Z/y* — €€ (€ = e,u) Drell-Yan production cross sections at the LHC.
The data were collected in proton—proton collisions at /s = 7 TeV with an integrated lu-
minosity of 4.6 fb~!. Differential W* and W~ cross sections are measured in a lepton pseu-
dorapidity range || < 2.5. Differential Z/y™* cross sections are measured as a function of the
absolute dilepton rapidity, for |yes| < 3.6, for three intervals of dilepton mass, mye, extend-
ing from 46 to 150 GeV. The integrated and differential electron- and muon-channel cross
sections are combined and compared to theoretical predictions using recent sets of parton
distribution functions. The data, together with the final inclusive e* p scattering cross-section
data from H1 and ZEUS, are interpreted in a next-to-next-to-leading-order QCD analysis,
and a new set of parton distribution functions, ATLAS-epWZ16, is obtained. The ratio of
strange-to-light sea-quark densities in the proton is determined more accurately than in pre-
vious determinations based on collider data only, and is established to be close to unity in the
sensitivity range of the data. A new measurement of the CKM matrix element |V, is also
provided.
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1 Introduction

The precise measurement of inclusive W*, W~ and Z/y* production in pp scattering at the LHC consti-
tutes a sensitive test of perturbative Quantum Chromodynamics (QCD). The rapidity dependence of boson
production in the Drell-Yan process provides constraints on the parton distribution functions (PDFs) of
the proton, as the boson rapidity is strongly correlated with the proton momentum fractions x;, x, carried
by the partons participating in the hard scattering subprocess. The weak and electromagnetic components
of the neutral current (NC) process, Z/y* — ¢, combined with the weak charged current (CC) reac-
tions, W* — {*v and W~ — (¥, probe the quark flavours of the proton in a way that complements the
information from deep inelastic lepton—hadron scattering (DIS).

The previous differential W, Z cross-section measurement of ATLAS [1] at a centre-of-mass energy of
\/s = 7TeV was based on a data sample taken in 2010 with an integrated luminosity of 36 pb~', de-
termined with an uncertainty of 3.5%. The precision of that measurement — not including the luminosity
uncertainty — reached about 2-3%. The new W*, Z cross-section measurement presented here uses the
data taken at /s = 7 TeV by ATLAS in 2011. This data sample has a hundred times more integrated
luminosity, 4.6 fb~!, measured with an improved precision of 1.8% [2]. A deeper understanding of de-
tector performance and refined analysis techniques are crucial to reach a measurement precision at the
sub-percent level, apart from the luminosity uncertainty.

Compared to the previous analysis [1], in this article the NC measurement range is extended to values of
dilepton mass, my, , significantly below and above the Z peak, covering the range 46 < my, < 150 GeV.
ATLAS NC data have also been presented at even lower [3] (12 < myg < 66 GeV) and higher dilepton
masses [4, 5] (116 < mg < 1500 GeV). Precise NC measurements at /s = 8 TeV over a range of
dilepton masses of 12 < myge < 150 GeV focused on boson transverse momentum distributions have been
provided in Ref. [6]. Recently, first integrated cross-section results on inclusive W* and Z production at
v/s = 13 TeV were published by ATLAS [7].

Weak boson cross-section measurements at forward rapidity were presented by LHCb [8—15] in the muon
and electron channels. The CMS Collaboration has measured NC cross sections as a function of boson
mass and rapidity [16, 17], of boson transverse momentum and rapidity [18], as well as differential W*
charge asymmetries [19-21], and integrated W and Z cross sections [22, 23].

The precision of the present measurement of the W* and Z/y* cross sections exceeds that of the previous
related measurements. The analysis is performed in both the electron channels, W* — ev and Z/y* —
e*e”, and the muon channels, W* — uv and Z/y* — u*u~, in a common fiducial phase space. These
measurements provide a new sensitive test of electron—muon universality in the weak interaction sector.
The electron and muon data are combined, accounting for all correlations of systematic uncertainties.

Cross-section calculations of the Drell-Yan process are available at up to next-to-next-to-leading order
in the strong coupling constant ag (NNLO QCD) and up to next-to-leading order for electroweak effects
(NLO electroweak). The NNLO QCD predictions are calculated with kinematic requirements applied
to match the detector acceptance using the DYNNLO [24, 25] and FEWZ [26-28] programs. The NLO
electroweak corrections are an important ingredient at this level of precision and can be evaluated with
FEWZ for the NC processes and with the SANC programs [29] for both NC and CC processes. The
measured integrated and differential cross sections are compared to calculations using various recent
PDF sets: ABM12 [30], CT14 [31], HERAPDF2.0 [32], JR14 [33], MMHT14 [34], and NNPDF3.0 [35].
A quantitative analysis within a profiling procedure [36, 37] is presented to test the compatibility of the



new W, Z cross-section data with theoretical predictions using these PDF sets, and to illustrate the impact
of the data on PDF determinations.

The previous ATLAS W, Z cross-section measurement [1] and its QCD interpretation [38] suggested that
the light quark sea (u, d, s) is flavour symmetric, i.e. the ratio of the strange-to-anti-down quark densities,
rs = (s + 5)/2d, was found to be close to unity at x ~ 0.023 within an experimental uncertainty of about
20%. This is re-examined here in a new QCD fit analysis using the present ATLAS measurement together
with the final, combined NC and CC DIS cross-section data from the H1 and ZEUS experiments at the
HERA collider [32]. The analysis provides a new NNLO PDF set, ATLAS-epWZ16, superseding the
ATLAS-epWZ12 set [38]. It also allows the magnitude of the CKM matrix element |V,| to be determined,
without assuming unitarity of the CKM matrix, with a precision comparable to the determinations from
charm hadron decays [39].

The paper is organized as follows. Section 2 presents the detector, data and simulated event samples and
cross-section as well as kinematic definitions. The measurements, of both the W* and the Z/y* reactions,
are performed independently for the electron and muon decay channels as described in Sections 3 and
4. The cross-section results are presented in Section 5, which contains the analysis method, a test of
electron—muon universality, and a description of the procedure for, and results of, combining the electron
and the muon data. In Section 6 the integrated and differential cross sections are compared with the-
oretical calculations using recent NNLO PDF sets. Measurements are also presented of the W* charge
asymmetry and various other cross-section ratios. This section concludes with the results of the PDF
profiling analysis. Finally, Section 7 presents an NNLO QCD fit analysis of the present ATLAS data
and the final HERA NC and CC DIS cross-section data, resulting in an improved determination of the
strange-quark distribution in the proton and a measurement of |V.,|. A summary of the paper is presented
in Section 8.

2 Detector, simulation and definitions

2.1 Detector and data samples

The ATLAS detector [40] comprises a superconducting solenoid surrounding the inner detector (ID) and
a large superconducting toroid magnet system with muon detectors enclosing the calorimeters. The ID
system is immersed in a 2 T axial magnetic field and provides tracking information for charged particles
in a pseudorapidity range matched by the precision measurements of the electromagnetic calorimeter. The
inner silicon pixel and strip tracking detectors cover the pseudorapidity range || < 2.5.! The transition
radiation tracker, surrounding the silicon detectors, contributes to the tracking and electron identification
for || < 2.0.

The liquid argon (LAr) electromagnetic (EM) calorimeter is divided into one barrel (|| < 1.475) and
two end-cap components (1.375 < || < 3.2). It uses lead absorbers and has an accordion geometry to
ensure a fast and uniform response and fine segmentation for optimal reconstruction and identification
of electrons and photons. The hadronic steel/scintillator-tile calorimeter consists of a barrel covering the

! ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (7, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle 6 as n = —Intan(6/2). The distance in 77—¢ space between two objects is

defined as AR = /(An)? + (A¢)>. The rapidity is defined as y = 1 In gtﬁ




region |n7| < 1.0, and two extended barrels in the range 0.8 < |n| < 1.7. The copper/LAr hadronic end-cap
calorimeter (1.5 < || < 3.2) is located behind the electromagnetic end-cap calorimeter. The forward
calorimeter (FCAL) covers the range 3.2 < || < 4.9 and also uses LAr as the active material and copper
or tungsten absorbers for the EM and hadronic sections, respectively.

The muon spectrometer (MS) is based on three large superconducting toroids with coils arranged in
an eight-fold symmetry around the calorimeters, covering a range of |[y| < 2.7. Over most of the n
range, precision measurements of the track coordinates in the principal bending direction of the magnetic
field are provided by monitored drift tubes. At large pseudorapidities (2.0 < || < 2.7), cathode strip
chambers with higher granularity are used in the layer closest to the IP. The muon trigger detectors
consist of resistive plate chambers in the barrel (|| < 1.05) and thin gap chambers in the end-cap regions
(1.05 < |n| < 2.4), with a small overlap around || ~ 1.05.

In 2011, the ATLAS detector had a three-level trigger system consisting of Level-1 (L1), Level-2 (L2)
and the Event Filter (EF). The L1 trigger rate was approximately 75 kHz. The L2 and EF triggers reduced
the event rate to approximately 300 Hz before data transfer to mass storage.

The data for this analysis were collected by the ATLAS Collaboration during 2011, the final year of
operation at /s = 7 TeV. The analysis uses a total luminosity of 4.6 fb~! with an estimated uncertainty
of 1.8% [2], where the main components of the apparatus were operational. Data and simulated event
samples were processed with common reconstruction software.

2.2 Simulated event samples

Simulated and reconstructed Monte Carlo (MC) samples are used to model the properties of signals and
background processes and to calculate acceptance and efficiency corrections for the extraction of cross
sections. Dedicated efficiency and calibration studies with data are used to derive correction factors to
account for the small differences between experiment and simulation, as is subsequently described.

The main signal event samples for W* — ¢v and Z/y* — {¢ production are generated using the
Pownec [41-44] event generator, with the simulation of parton showers, hadronization and underlying
events provided by PyTHia6 [45]. Systematic uncertainties in the measurements due to imperfect mod-
elling of the signals are estimated with alternative event samples generated with PowHEG interfaced in-
stead to the HErwiG [46] and Jimmy [47] programs (referred to later as the PowHEG+HERWIG sample)
as well as MC@NLO [48], also interfaced to the HErwic and Jimmy programs (referred to later as the
MC@NLO+HEerwiG sample). For the MC@NLO and PowHeG matrix element calculations the CT10
NLO PDF [49] set is used, whereas showering is performed with CTEQ6L1 [50]. Samples of W — 1v
and Z/y* — t+7~ events are generated with the ALpGen generator [51] interfaced to HerwiG and Jimmy
and using the CTEQ6L1 PDF set, and also PowHEg interfaced to PyTHia8 [52].

All simulated samples of W* — ¢v and Z/y* — ¢ production are normalized to the NNLO cross
sections calculated by the FEWZ program with the MSTW?2008 NNLO PDF set [53]. When employing
these samples for background subtraction, an uncertainty in the total cross section of 5% is assigned to
account for any uncertainties arising from the PDFs as well as factorization-scale and renormalization-
scale uncertainties. As the simulated transverse momentum spectrum of the W* and Z/y* bosons does
not describe the one observed in data well, all samples are reweighted by default to the PowHEG+PyTHIA8
AZNLO prediction [54], which describes the Z — ¢¢ data well at low and medium dilepton transverse
momentum pr e < 50 GeV.



Top-quark pair (¢7) and single top-quark production are simulated with MC@NLO interfaced to HErwiG
and Jimmy. The #7 cross section is calculated at a top quark mass of 172.5 GeV at NNLO in QCD including
resummation of next-to-next-to-leading logarithmic soft-gluon terms (NNLL) with top++2.0 [55-60].
The total theoretical uncertainty of the ## production cross section is calculated using the PDFALHC
prescription [61] using the MSTW2008 NNLO [53], CT10 NNLO [62] and NNPDF2.3 5f FEN [63] PDF
sets and adding in quadrature the scale and as uncertainties. The single-top-quark cross sections are
calculated at approximate NNLO+NNLL accuracy [64-67].

Inclusive production of dibosons WW, WZ and ZZ is simulated with HErwic. The samples are normalized
to their respective NLO QCD cross sections [68] with 6% uncertainty.

While most studies of the multijet background are performed using control samples from data, some
studies in the muon channels are carried out with PyTaia6 samples, where inclusive, heavy-flavour dijet
production (c¢ and bb) is simulated and the samples are filtered for high- pt muons from charm or bottom
hadron decays.

All generators are interfaced to Puotos [69] to simulate the effect of final-state QED radiation (QED
FSR). The decays of 7 leptons in HERwIG and PyTH1a6 samples are handled by Tavora [70]. The passage
of particles through the ATLAS detector is modelled [71] using GEANT4 [72]. The effect of multiple
pp interactions per bunch crossing (“pile-up”) is modelled by overlaying the hard-scattering event with
additional simulated inelastic collision events following the distribution observed in the data with about
9 simultaneous inelastic interactions on average. These events are simulated using PyTHia6 with the
AMBT?2 tune [73]. While the simulation of pile-up events reproduces the observed width of the luminous
region along the beam direction, a reweighting is applied to match the longitudinal distribution of the
hard-scatter vertex to that observed in the data. This is needed to accurately control acceptance and
detector effects, which depend on the details of the detector geometry.

2.3 Cross-section definition and fiducial regions

The measurements reported here correspond to inclusive Drell-Yan cross sections with a direct decay of
the intermediate boson, Z/y* — €€ or W — {v, where £ = e or u. Other processes that may lead to
a pair of leptons, €€ or {v, in the final state are subtracted as background. These are #f pair and single
top-quark production, cascade decays Z/y* — 7%t~ — (*¢"X and W — 1v — {¢vX, photon-induced
lepton-pair production yy — €€, and gauge boson pair production, with both boson masses exceeding
20 GeV. Experimental contaminations of signals through other channels, such as Z/y* — €€ contributing
as background to W* or the small, opposite-sign W7 fraction in the W* selections, are corrected for as
well.

Each channel of the measurement covers somewhat different regions of phase space. For electrons this
corresponds to a restriction to || < 2.47 for central electrons, and further the exclusion of the regions
1.37 < |ng| < 1.52 and 3.16 < || < 3.35. For muons the acceptance is restricted to |n¢| < 2.4.

The combined e—pu cross sections are reported in common fiducial regions close to the initial experimental
selections so as to involve only minimal extrapolations. The kinematic requirements applied for the cross-



section measurements are as follows:

Central Z/y* — €€ : pr.e > 20 GeV, |n < 2.5, 46 < mygp < 150 GeV
Forward Z/y* — €( : pr.c > 20 GeV, one lepton |r¢| < 2.5, other lepton 2.5 < || < 4.9,
66 < mer < 150 GeV
W* - ¢y pr.e > 25 GeV, g < 2.5, pty > 25 GeV, mr > 40 GeV .
Here the charged-lepton transverse momentum and pseudorapidity are denoted by prt, and 7, respect-
ively. The transverse momentum of the neutrino is given by pr, and the W-boson transverse mass is
calculated as m% = 2 prepry 1 — cos(Age,)], where Agy,, is the azimuthal angle between the charged
lepton and the neutrino directions. The lepton kinematics used in the definition of the cross sections cor-

responds to the Born level for QED final-state radiation effects. These fiducial regions differ slightly from
those used in Ref. [1] such that the corresponding cross-section results cannot be compared directly.

The integrated charged-current fiducial cross sections are presented separately for W*, W™ and their sum.
Integrated neutral-current fiducial cross sections are presented for the Z-peak region, corresponding to
66 < mer < 116 GeV, where they are most precise.

The differential W= — (v cross sections are measured as a function of the absolute values of the charged-
lepton pseudorapidity, 1., in bins with boundaries given by

In¢el = [0.00, 0.21, 0.42, 0.63, 0.84, 1.05, 1.37, 1.52, 1.74, 1.95, 2.18, 2.50]. (1)

The differential Z/y* cross sections are presented as a function of dilepton rapidity, y., in three intervals
of dilepton mass, mg, with bin edges

mge = [46, 66, 116, 150] GeV . 2)
In the Z-peak region, the boundaries of the bins in dilepton rapidity y, are chosen to be
lyeel =[0.0,02,04,06,08,1.0,12,14,1.6,1.8,2.0,22,24], 3)

while in the adjacent mass intervals, below and above the Z peak, the binning is twice as coarse and
ranges also from |yz,| = 0 to 2.4.

A dedicated Z/y* — ¢€ analysis in the electron channel extends into the forward region of y,., covering
the range from |yz| = 1.2 to 3.6. This analysis is only performed in the two higher mass intervals, with
the boundaries m¢ = [66, 116, 150] GeV, as the region below m < 66 GeV cannot be measured with
good precision with the current lepton p acceptance in this channel. In the Z-peak region of the forward
Z/v* analysis the boundaries of the bins in dilepton rapidity y, are chosen as

lyeel =11.2,14,16,18,2.0,22,24,28,3.2, 3.6], “)

while for the higher mass interval the same range is divided into six bins of equal size.

3 Electron channel measurements

3.1 Event selection

Events are required to have at least one primary vertex formed by at least three tracks of pt > 500 MeV.
If multiple vertices are reconstructed, the one with the highest sum of squared transverse momenta of
associated tracks, ) p%, is selected as the primary vertex.



Central electron candidates are reconstructed from an ID track matched to an energy deposit in the EM
calorimeter [74]. They are required to be within the coverage of the ID and the precision region of
the EM calorimeter, || < 2.47. The transition region between the barrel and end-cap calorimeters,
1.37 < |n| < 1.52, is excluded, as the reconstruction quality is significantly reduced compared to the rest
of the pseudorapidity range. The electron momentum vector is calculated by combining the calorimeter
measurement of the energy and the tracker information on the direction. The electron is required to satisfy
“tight” identification criteria [74] based on the shower shapes of the cluster of energy in the calorimeter,
the track properties, and the track-to-cluster matching. The combined efficiency for electrons from W
and Z decays to be reconstructed and to meet these “tight” identification criteria depends strongly on
both 7 and pr. In the most central region of the detector, at || < 0.8, this efficiency is about 65% at
pt = 20 GeV and increases to about 80% at pr = 50 GeV. In the more forward region, 2.0 < |n| < 2.47,
the corresponding efficiencies are in the range 50-75% for transverse momenta py = 20-50 GeV.

The same “tight” requirements are imposed for all central electron candidates to enable a coherent treat-
ment across all W* and Z/y* analyses, even though the background rejection is less crucial for the Z/y*
analysis with two central electrons. To improve the rejection of background from non-isolated electrons,
converted photons, or hadrons misidentified as electrons, isolation criteria are imposed on the electron
candidates in the W — ev and forward Z/y* — e*e™ analyses. The isolation of central electron can-
didates in these channels is implemented by setting an upper limit on both the energy measured in the
calorimeter in a cone of size AR = (.2 around the electron cluster and the sum of transverse momenta of
all tracks in a cone of size AR = 0.4 around the trajectory of the electron candidate. The contribution from
the electron candidate itself is excluded in both cases. The specific criteria are optimized as a function
of electron 77 and pr to have a combined efficiency of about 95% in the simulation for isolated electrons
from the decay of a W or Z boson.

Forward electron candidates are reconstructed in the region 2.5 < || < 4.9, excluding the transition region
between the end-cap and the FCAL calorimeter, 3.16< [p| <3.35, and are required to satisfy “forward
tight” identification requirements with a typical efficiency in the range of 65-85% [74]. As the forward
region is not covered by the ID, the electron identification has to rely on calorimeter cluster shapes only.
The forward electron momentum is determined from the calorimeter cluster energy and position.

In an inclusive W — {v analysis, signal events can be considered to consist of three contributions: the
isolated charged lepton, the undetected neutrino, and any further particles produced in the hadronization
of quarks and gluons produced in association with the W boson. This last contribution is referred to as the
hadronic recoil [75]. The missing transverse momentum, E?iss, is given by the negative vectorial sum of
the transverse momentum components of the charged lepton and the hadronic recoil and identified with
the undetected neutrino. The E‘T]fliss is reconstructed from energy deposits in the calorimeters and muons
reconstructed in the MS [76, 77]. Calorimeter energy deposits associated to an electron candidate meeting
the “medium” identification criteria [74] and exceeding pt > 10 GeV are calibrated to the electron scale.
Alternatively, if calorimeter energy deposits can be associated to a jet reconstructed with the anti-k; al-
gorithm with radius parameter R = 0.6 and pt > 20 GeV, the calibrated jet is used [78]. Finally, identified
combined and isolated muons, as described in Section 4, with pt > 10 GeV, are used in the Efrniss recon-
struction, removing the energy deposits of such muons in the calorimeter. Any remaining energy deposits
in the calorimeters are added to the EmeSS after calibration with the local hadronic calibration [78].

During data collection, events with one central electron were selected with a single-electron trigger with
“medium” identification criteria and a pt threshold of 20 GeV or 22 GeV [79]. The rise in threshold
was enforced by the increasing instantaneous luminosity delivered by the LHC during 2011. Events with



two central electrons are furthermore selected online by a dielectron trigger in which two electrons are
required to satisfy the “medium” identification criteria and a lower pr threshold of 12 GeV.

To select W-boson events in the electron channel, exactly one central identified and isolated electron
is required with a transverse momentum pr > 25 GeV. This electron is also required to have passed
the single-electron trigger. Events with at least one additional central electron meeting the “medium”
identification criteria [74] and pt > 20 GeV are rejected to reduce background from Z/y* — e*e™ events.
The missing transverse momentum is required to exceed EITniSS = 25 GeV and the transverse mass of the
electron—E7" system, mr, has to be larger than 40 GeV.

The selection for the central Z/y* — e*e™ analysis requires exactly two identified electrons with pr >
20 GeV. These two electrons must have passed the dielectron trigger selection. No requirement is made
on the charge of the two electron candidates. The analysis examines the invariant mass m,, interval from
46 to 150 GeV.

For the selection of forward Z/y* — e*e™ events over an extended range of rapidity, a central identified
and isolated electron is required as in the W — ev channel, but lowering the transverse momentum
threshold to the minimum pt = 23 GeV accessible with the single-electron trigger. A second electron
candidate with pt > 20 GeV has to be reconstructed in the forward region. The invariant mass of the
selected pair is required to be between 66 and 150 GeV.

3.2 Calibration and efficiencies

Comprehensive evaluations of the reconstruction of electrons are described in Refs. [74, 80]. The energy
of the electron is calibrated using a multivariate algorithm trained on simulated samples of single electrons
to achieve an optimal response and resolution. Residual corrections to the energy scale and resolution are
determined from data as a function of 7 in the central and forward regions by comparing the measured
Z — e*e” line shape to the one predicted by the simulation [80]. The energy-scale corrections applied to
the data are typically within a range of £2% and the systematic uncertainty of the energy scale is typically
0.1%. Resolution corrections of around (1.0+0.3)% are applied to the simulation to match the data, where
the quoted uncertainty corresponds to the precision of the correction.

The electron efficiencies are controlled in several steps corresponding to the reconstruction and identific-
ation of electron candidates as well as the isolation and trigger requirements described above. All central
electron efficiencies are measured as a function of the electron pseudorapidity and electron transverse mo-
mentum, while in the forward region 2.5 < || < 4.9 the corrections are binned in electron pseudorapidity
only. All uncertainties in the electron efficiency measurements are classified as being of statistical or
systematic origin, where the latter has components correlated and uncorrelated across i7 and pr [74]. This
classification allows the corresponding systematics to be propagated correctly to the final measurement
as described in Section 5.4.

The efficiencies for electrons from W or Z decays in the central region to satisfy the “tight” identifica-
tion requirements are measured using two different tag-and-probe methods performed with W and Z data
samples [74]. The data-to-simulation ratios of the efficiencies measured in these two samples are com-
bined. They are typically within +£0.05 of unity with significant variations as a function of pseudorapidity.
The total uncertainty in these factors is 0.5 — 1.0%.

The central electron trigger, reconstruction and isolation efficiencies as well as the forward electron iden-
tification efficiencies are determined using the Z tag-and-probe method only. Corresponding correction

10



factors are derived in all cases and applied to the simulation. The efficiencies for the reconstruction of
central electrons are measured with a precision of mostly better than 0.5% and are found to be described
by the simulation within typically +1%. The efficiency of the electron isolation requirement employed
in the W — ev and forward Z/y* — e*e™ analysis is well described by the simulation within +1% vari-
ations and the corresponding correction factors have typically < 0.3% uncertainty. The electron trigger
efficiencies are measured separately for the single-electron and dielectron triggers and for various differ-
ent configurations employed during the data-taking. Most data-to-simulation correction factors for the
trigger selection are within +1% of unity and determined with a precision of better than 1%.

The forward electron reconstruction efficiency has been found to be nearly 100% in the simulation. The
identification efficiencies are found to be lower in data than in the simulation by about 10 % and are
measured with a precision of 3 — 8%.

The distinction between W* and W~ events relies on the measurement of the charge of the decay electron.
The charge misidentification probability as a function of 7 is determined in both data and simulation from
the fraction of Z — e*e™ events where both electrons are reconstructed with the same sign. It depends on
the identification criteria and in general increases at large |n| [74]. A correction is applied to the simulation
to match the rate observed in the data. In the Z/y* — e*e™ analysis, the majority of dielectron events
reconstructed with same charge, with an invariant mass close to the Z-boson mass and satisfying the
identification requirements, are indeed signal events. The efficiency loss of an opposite-charge selection
through charge misidentification of either electron incurs a non-negligible systematic uncertainty, which
is avoided by not applying the opposite-charge selection in the Z/y* — e*e™ analysis.

Uncertainties in the E%‘iss scale and resolution are determined by the corresponding uncertainties for the
electrons [80], muons [81], and jets [78] used in the reconstruction. The uncertainties in the remaining
“soft” part are evaluated by reconstructing the hadronic recoil in Z — ¢£ events and comparing the recoil
response to the dilepton system in both data and simulation [77].

3.3 Backgrounds

The backgrounds contributing in the W — ev channel can be divided into two categories: i) electroweak
background processes and top-quark production, which are estimated using MC prediction, and ii) back-
ground from multijet production determined with data-driven methods.

The largest electroweak background in the W — ev channel is due to the W — 7v production where
isolated electrons are produced in the decay T — evv. Relative to the number of all W* candidate events,
this contribution is estimated to be between 1.6% and 1.9% for the different bins of the pseudorapidity
with a similar fraction in W* and W~ events. The contamination of the W — ev sample by Z/y* — e*e”
is determined to be between 0.7% and 1.3%. Further contributions, at the 0.1-0.5% level, arise from
tt, Z|y* — 71717, single top-quark and diboson production. The sum of electroweak and top-quark
backgrounds is between 3.3% and 3.9% in the W~ channel and between 2.8% and 3.5% in the W*
channel. In contrast to the W — 7v background, the other electroweak and top-quark background yields
are of similar absolute size in W* and W~ channels.

Multijet production from QCD processes is a significant source of background in the W — ev channel
when non-isolated electrons, converted photons or hadrons are misidentified as isolated electrons and
neutrinos from hadron decays or resolution effects cause a significant measurement of missing transverse
momentum in the event. This background is estimated from the data using a template fit of the E‘T’f1iss
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distribution in a normalization region that differs from the signal region by relaxed the E,‘Fiss and mr
requirements. A template to represent the multijet background contribution is selected from data using the
same kinematic requirements as for signal electrons, but inverting a subset of the electron identification
criteria and requiring the electron candidate not to be isolated. The isolation is estimated from the energy
deposited in the calorimeter in a cone of size AR = 0.3 around the electron candidate, denoted by E%Onez’o,
and the condition E%O“e” /pt > 0.20 is imposed. A second template that combines the W — ev signal
and electroweak and top-quark contributions is taken from the simulation.

The relative fraction of the two components is determined by a fit to the data in the normalization region.
The normalization region contains the signal region to constrain the signal contribution, relaxes the lower
E,‘Fiss and mT requirements to increase the multijet fraction and furthermore imposes E‘Tniss < 60 GeV to
avoid a mismodelling of the high ET"** region, which was established in a study of the Z — e*e™ sample.
No prior knowledge of either template’s normalization is assumed, and the fit is performed separately for
the W and W~ channels and also in each bin of electron pseudorapidity to obtain the background for the
differential analysis. The resulting EITniss distribution for the case of the inclusive W™ selection is shown in
the left panel of Figure 1. The background in the signal region EX™* > 25 GeV and mr > 40 GeV is then
obtained by multiplying the multijet yield determined in the fit by the fraction of events in the template
sample that satisfy the signal region and normalization region EIT’rliss and mr requirements, respectively.
This multijet estimate is found to change in a systematic way when the ET™* and mr requirements im-
posed for the normalization region are progressively tightened to resemble more the ET"** and m require-
ments of the signal region. This dependence is measured and linearly extrapolated to the point where the
normalization region has the same E‘Tniss and mt thresholds as the signal region. A corresponding cor-
rection of typically 10% is applied to obtain an improved multijet estimate, while the full size of this
correction is assigned as a systematic uncertainty. Further systematic uncertainties are derived from vari-
ations of the background and signal template shapes. Background shape uncertainties are obtained from
varied template selection criteria by changing the E%°“e30 /pt selection, requiring the electron-candidate
track to have a hit in the innermost layer of the ID, or changing the subset of identification criteria that
the electron is allowed to not satisfy from the “tight” to the “medium” identification level. The shape
uncertainties on the signal template from the detector systematic uncertainties discussed in Section 3.2
and using the alternative signal MC simulation samples discussed in Section 2.2 are considered as well.

The multijet background in the signal region ranges from 2.1% in the most central pseudorapidity bin to
6.9% in the most forward bin of the measurement for the W* and from 2.8% to 11% for the W~ channel
respectively. The total systematic uncertainty is at the level of 15-25% and the statistical uncertainty is
typically a factor of ten smaller. While this background is determined separately for W* and W~ samples,
the resulting background yields for the two charges are found to be compatible within their statistical
uncertainties. An alternative method for the determination of the multijet fractions, following Ref. [7],
gives an estimate well within the systematic uncertainty assigned to the baseline determination described
above.

In the central Z/y* — e*e™ analysis, the relative background contributions due to electroweak processes
with two isolated electrons, from Z/y* — 7417, 1f, single top-quark, and diboson production are estimated
using the corresponding MC samples. That background is dominated by the Z/y* — 777~ process below
the Z peak and the tf process above the Z peak, while it is very small in the Z-peak region m,, = 66—
116 GeV. The background from electroweak and top-quark processes ranges from 6.2% to 8.8% for
Mee = 4666 GeV, 0.23% to 0.46% for m,, = 66—-116 GeV and 2.0% to 8.5% for m,, = 116-150 GeV,
where a larger background contamination is typically found at central rapidity.
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Figure 1: Distributions used for the estimation of the multijet background in the W* — ¢*v channel (left) and
Z — e*e” channel (right). For the W* — e*v channel, the result of the template fit in a multijet-enhanced region
using the E’T“iSS distribution is shown. The vertical line indicates the upper boundary (E?i“ = 60 GeV) of the region
used in the fit. The label “EWK+top” refers to the electroweak and top-quark background contributions estimated
from MC simulation, which are here treated in a common template together with the W — ev signal. In the
Z — e*e” channel, the region of large isolation E%O“e” /pt, between the two vertical lines, is used to normalize
the multijet template from data. The shown distribution is taken from the central Z — e¢*e™ analysis in the region
66 < m,, < 116 GeV. The sum of all expected background and signal contributions is shown as a solid line with a
hashed band detailing the statistical uncertainty and labelled “total (stat)”.

To separate the central Z/y* — e*e™ signal from the multijet background, the analysis relies on the same
E?F"ne30 quantity as described for the W — ev case. The minimum of the value E%°“°30 /pt of the two
electron candidates is chosen to represent each event, as it was found to provide optimal discrimination.
The multijet fraction is then estimated from data by fitting this distribution using a template method sim-
ilar to the W — ev analysis. The background template is selected with inverted electron identification
requirements and the signal Z/y* — e*e™, electroweak and #7 templates are taken from simulation. The
non-isolated sample where the minimum of E%One” / pt of both electrons exceeds a certain value is found
to be dominated by multijet background and is used to adjust the normalization of the background tem-
plate, taking into account the small signal contamination. The right panel of Figure 1 shows the isolation
distribution used to obtain the multijet background in the Z-peak region. This procedure yields a fraction
of multijet background decreasing towards larger rapidity with a typical size between 1.9% and 5.0% in
the low dielectron mass bin, between 0.14% and 1.6% at high dielectron mass and between 0.02% and
0.15% near the Z peak. Uncertainties are dominated by the statistical uncertainty of the sample contain-
ing non-isolated electron candidates and by the sensitivity of the procedure to the threshold applied to the
minimum of E%°“°30/ pr to select the non-isolated region and amount to typically 20% at and above the Z
peak (66 < mgr < 150 GeV) and 10% below (46 < myp < 66 GeV).

In the forward Z/y* — e*e™ analysis, the multijet background is estimated with the same technique as
described for the central Z — e*e™ analysis, although only the isolation distribution of the central electron
is used. In total the multijet background is estimated to be 1.4-2.4% in the Z-peak region and 18-26% in
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the high-mass region. The total relative uncertainties in these estimates are at the level of 10%.

Furthermore, there is a significant contamination from W(— ev)+jets events in the forward Z/y* — e*e”
channel, where the electron from the W decay is detected in the central region and an associated jet mimics
the signature of an electron in the forward region. As the associated jet production and fake-electron
rates may be poorly modelled by the simulation, the W — ev background component is determined
by a data-driven procedure. A control region is constructed starting from the nominal forward Z/y* —
e*e” event selection, but removing the Z-peak region m,, = 80-100 GeV and requiring E%‘iss and mr
selections similar to the W — ev signal analysis. It is found that the POwHEG+PyTHIAG W — ev samples
describe well all relevant kinematic variables such as the invariant mass m,, or dielectron rapidity ye.
in the control region after applying an additional normalization factor of 1.6 = 0.2. This factor is then
also applied to the PowHEG+PyTHIAG W — ev samples in the forward Z/y* — e*e™ signal region. The
assigned uncertainty of this scale factor covers systematic uncertainties induced by the extrapolation and
is estimated using variations of the control region with different E‘T]fliSS or mt selections. Other, smaller
electroweak contributions from #f and diboson production are estimated using the corresponding MC
samples. The total W — ev and other electroweak backgrounds to the forward Z/y* — e*e™ channel is
about 1.9% at the Z peak and up to 22 % in the high-mass region. While the multijet background fraction
is found to be essentially independent of the dielectron rapidity y.., the W — ev and other electroweak
backgrounds decrease towards larger y,..

4 Muon channel measurements

4.1 Event selection

The same requirement for a primary vertex is imposed as for the electron channels. The analysis uses
muon candidates that are defined as “combined muons” in Ref. [81]. For combined muons an independent
track reconstruction is performed in the ID and the MS, and a combined track is formed using a y°
minimization procedure. In order to reject cosmic-ray background, the z position of the muon track
extrapolated to the beam line has to match the z coordinate of the primary vertex within +1 cm. The ID
track is required to satisfy the track-hit requirements described in Ref. [81]; in addition, the ID track must
include a position measurement from the innermost layer of the pixel detector. To reduce background
from non-isolated muons produced in the decay of hadrons within jets, muons are required to be isolated.
This is achieved with a track-based isolation variable defined as the sum of transverse momenta of ID
tracks with pt > 1 GeV within a cone AR = 0.4 around the muon direction and excluding the muon track,
denoted as p%"nem. The value of p%"“em is required to be less than 10% of the muon pr. The efficiency of
this isolation requirement is about 92% for signal muons with pr = 20 GeV and increases to about 99%
for pt > 40 GeV.

Events in the muon channels were selected during data-taking with a trigger demanding the presence of
a single muon with pr > 18 GeV. The selection of W events demands one muon with pt > 25 GeV and
|7l < 2.4, while a veto on any further muon with pr > 20 GeV is imposed to reduce contamination from
the Z/y* — utu~ process. The same missing transverse momentum E‘T’[liSS > 25 GeV and transverse mass
mt > 40 GeV requirements are imposed as in the W — ev analysis. Events for the Z/y* — u*u~ analysis
are selected by requiring exactly two muons with pr > 20 GeV and || < 2.4. The two muons are required
to be of opposite charge, and the invariant mass of the u*u~ pair, my,,, is required to be between 46 and
150 GeV.
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4.2 Calibration and efficiencies

Muon transverse momentum corrections and trigger and reconstruction efficiencies are measured using
the same methods as applied in Ref. [1] and documented in Refs. [81, 82]. Muon transverse momentum
resolution corrections are determined comparing data and MC events as a function of 7 in the barrel
and end-cap regions [81]. They are derived by fitting the Z — u*u~ invariant mass spectrum and the
distributions of 1/ pITD -1/ p¥ls for both ™ and u~, where pITD and pl%/ls are the muon transverse momenta
inZ — u*u~ and W — uv events, measured in only the ID and the muon spectrometer, respectively.
Muon transverse momentum scale corrections are measured by comparing the peak positions in the data
and MC Z — p*u~ invariant mass distributions. Further charge-dependent corrections are derived by
comparing the muon transverse momentum distributions in Z — u*u~ events for positive and negative
muons [81, 83]. The momentum scale in the simulation is found to be higher than in the data by about
0.1-0.2% in the central region and 0.3-0.4% in the forward region. An additional, momentum-dependent
correction is applied to account for charge-dependent biases. For a transverse momentum of 40 GeV
this correction is less than 0.1% in the central region and extends to 0.5 % in the forward region. The
muon momentum resolution is found to be 2-5% worse in the data than in the simulation. All scale
and resolution corrections are applied to the simulated event samples to match the characteristics of the
data.

Muon trigger and reconstruction efficiencies are measured with a tag-and-probe method in a sample of
Z — ptu~ events. Imposing tighter selections on the invariant mass and on the angular correlation
between the two muons reduces the background contamination and allows one of the muons to be selected
with looser requirements to measure the efficiencies [81]. The reconstruction efficiencies are measured
using a factorized approach: the efficiency of the combined reconstruction is derived with respect to the
ID tracks, and the efficiency of reconstructing a muon in the inner tracker is measured relative to the MS
tracks. The isolation selection efficiency is estimated relative to combined tracks. Finally, the trigger
efficiency is measured relative to isolated combined muons.

The measured data-to-simulation ratios of efficiencies are applied as corrections to the simulation. In
general, these factors are close to unity, indicating that the simulation reproduces detector effects very
well. The corrections for the combined reconstruction efficiency are 1-2%, except for a small region
around || = 1.0 where a larger correction of 6—7% is applied to account for muon chambers simulated
but not installed. These correction factors are parameterized in n7 and ¢ and they are determined with a
0.1-0.3% relative uncertainty. The efficiency of the isolation requirement is also modelled well in the
simulation. The correction is derived as a function of the transverse momentum and is about 1% for pt =
20 GeV and decreases as pt increases to reach about 0.2% for pr > 40 GeV. The relative uncertainty
of the isolation efficiency correction is about 0.1-0.3%. A larger correction is needed to account for the
mismodelling of the trigger efficiency in simulation, ranging from 5-10%. This is parameterized as a
function of n7 and pt and known with a 0.1-0.8% relative uncertainty.

4.3 Backgrounds

The electroweak background in the W — uv channel is dominated by W — 7v and Z/y* — u*u~ events
and is estimated with the simulation. Relative to the number of all W* candidate events, the W — v
contribution is determined to be between 1.9% and 2.1% for the different bins of pseudorapidity and is a
similar fraction of W* and W~ events. The Z/y* — u*u~ contribution is estimated to be between 1.1%
and 5.7%. Further contributions at the 0.1-0.8% level arise from 7, Z/y* — 7777, single top-quark and
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diboson production. The sum of electroweak and top-quark backgrounds ranges from 4.5% to 9.6% in
the W~ channel and from 4.0% to 7.0% in the W* channel. In contrast to W — 7v background, the other
electroweak and top-quark background yields are of similar absolute size in W* and W~ events.

The multijet background in the W — uv channel originates primarily from heavy-quark decays, with
smaller contributions from pion and kaon decays in flight and fake muons from hadrons that punch
through the calorimeter. Given the uncertainty in the dijet cross-section prediction and the difficulty
of properly simulating non-prompt muons, the multijet background is derived from data. The number of
background events is determined from a binned maximum-likelihood template fit to the E‘TniSS distribution,
as shown in the left panel of Figure 2. The fit is used to determine the normalization of two components,
one for the signal and electroweak plus top-quark backgrounds, taken from simulation, and a second for
the multijet background, derived from data. No prior knowledge of the normalization of the two compon-
ents is assumed. The multijet template is derived from a control sample defined by reversing the isolation
requirement imposed to select the signal and without applying any requirement on E?iss. The fits are done
separately for W* and W~ events and in each n region of the differential cross-section measurement.

This analysis yields a fraction of multijet background events between 2.7% in the most central pseu-
dorapidity bin and 1.3% in the most forward bin of the measurement for the W* channel and between
3.5% and 2.6% for the W~ channel, respectively. The systematic uncertainty, dominated by the uncer-
tainty in the E%]iss modelling for signal events in simulation, is estimated to be about 0.4-0.8% relative
to the number of background events. While this background is determined separately for W* and W~
samples, the resulting background yields are found to be compatible between both charges within the
statistical uncertainty. As in the electron channel, the multijet background was also determined with an
alternative method following Ref. [7], which gives an estimate well within the systematic uncertainty
assigned to the baseline determination described above.

The background contributions in the Z/y* — u*u~ channel due to isolated muons from t7, Z/y* — %17,
and diboson production behave similarly to those in the electron channel. In the Z-peak region, m,,, = 66—
116 GeV, these are estimated to be 0.1%, 0.07%, and 0.1%, respectively. The total background from
electroweak and top-quark processes outside the Z-peak region is around 6% for m,,, = 4666 GeV and
around 4% for my, = 116-150 GeV.

The multijet background in the Z/y* — u*u~ channel is estimated from data using various methods. The
first class of methods is based on binned maximum-likelihood template fits using different discriminating
distributions: the isolation, transverse impact parameter and pr of the muon, and the dimuon invariant
mass. The templates for the multijet background are derived in most cases from data control samples
obtained by inverting the requirements on muon isolation or the opposite-charge requirement on the muon
pair, depending on the quantity fitted. Alternative templates are also derived from simulation of inclusive
heavy-flavour production with semileptonic decays of charm or bottom hadrons to muons. The right
panel of Figure 2 shows the result of the template fit in the muon isolation distribution to determine
the absolute scale of the multijet background, which is then extrapolated to the isolated region. For
this particular method, the multijet template is modelled by a combination of same-charge data events,
used to represent the background from light-quark production, and a contribution from simulated heavy-
flavour production, where the small same-charge fraction is subtracted from the dominant opposite-charge
dimuon contribution.

In addition to the template fits, a method extrapolating from control regions defined by inverting the isol-
ation, opposite charge, or both requirements is employed. All methods, apart from the template fit in 7,
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are performed separately in the three mass regions of the differential Z/y* — u*u~ cross-section meas-
urements. The fraction of background events is calculated as the weighted average of these measurements
and found to be 0.09% in the m,,, = 66—116 GeV mass region. The relative statistical uncertainty is 50%.
A relative systematic uncertainty of 80% is assigned based on the spread of the weighted measurements.
In the m,, = 46-66 (116-150) GeV mass region the fraction of multijet background events is estim-
ated to be 0.5 (0.2) % with relative statistical and systematic uncertainties of 15% (14%) and 80% (60%),
respectively.

The shape of the multijet background as a function of y,,, is derived from a simulated sample of multijet
events selected with a looser muon isolation requirement to increase the statistical precision. Systematic
uncertainties in the shape of the multijet background as a function of y,,, are assessed by comparing the
shape in simulation obtained with the looser and nominal muon selections as well as comparing the shape
predicted by the simulation to the shape in a data control region, where at least one muon fails either
the isolation or transverse impact parameter requirements. An additional relative uncertainty of 22% is
obtained, treated as uncorrelated in rapidity and mass bins.

Cosmic-ray muons overlapping in time with a collision event are another potential source of background.
From a study of non-colliding bunches, this background contribution is found to be negligible.
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Figure 2: Distributions used for the estimation of the multijet background in the W — uv channel (left) and Z/y* —
'ty channel (right). For the W — pv channel, the result of the template fit using the E?iss distribution is shown.
The vertical line indicates the upper boundary (ET*** = 60 GeV) of the region used in the fit. The label “EWK+top”
refers to the electroweak and top-quark background contributions estimated from MC simulation, which are here
treated in a common template together with the W — uv signal. In the Z/y* — u*u~ channel, the full p%"“e“o /pT
distribution is used to normalize the multijet template from data. The sum of all expected background and signal
contributions is shown as a solid line with a hashed band detailing the statistical uncertainty and labelled “total
(stat)”.
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5 Cross-section results

5.1 Analysis procedure

The integrated and differential W* — £*v, W~ — £7v, and Z/y* — (€ production cross sections times
the branching ratio for decays into a single lepton flavour (£ = e or u) are measured in fiducial volumes
as defined in Section 2.3. Integrated fiducial cross sections in the electron (muon) channel are computed

following the equation
fid,e(u) _ Nwiz) — Bwiz
TWsemiz—ee)) =~ ~Co L

5
Cwiz) - Lint )

where Nwz] is the number of observed signal candidates in data and Bz is the number of background

events expected in the selected sample. The integrated luminosity of the sample is Liy = (4.58+0.08) fb!

for all channels except the W — ev analysis, where it is Liy; = (4.51 = 0.08) fb~'. A correction for the

event detection efficiency is applied with the factor Cyyz; , which is obtained from the simulation as
NMC,rec

_ Nwizy
CW[Z] ~ A ;MC,genfid (6)

wizl
Here, Nx[cz,]rec is the sum of event weights after simulation, reconstruction and selection, adjusted for the
observed data-to-simulation differences such as in reconstruction, identification, and trigger efficiencies.
The denominator lecz’jgen’ﬁd is computed with generator-level information after fiducial requirements. To
correct the measurements for QED FSR effects, the fiducial requirements at generator level are implemen-
ted using the lepton momenta before photon radiation. The lepton pairs (£*€~, £*v or £~¥) are required to
originate directly from the decay of the Z/y* or W* bosons. The Cyjz) correction is affected mostly by

experimental uncertainties, which are described in Sections 3 and 4.

The following uncertainties in Cyyz) of theoretical origin are considered. PDF-induced uncertainties
are determined by reweighting the signal samples [84] to the 26 eigenvectors of the CT10 set and scal-
ing the resulting uncertainty to 68% confidence level (CL). The effect of an imperfect description of
the boson transverse momentum spectra is estimated by an additional reweighting of the W* and Z/y*
samples, beyond that discussed in Section 2.2, by the data-to-simulation ratio observed in the Z-peak
region. Uncertainties related to the implementation of the NLO QCD matrix element and its matching to
the parton shower are estimated from the difference between the Cyz) correction factors obtained from
the Powneg+HErRwiG and MC @ NLO+HEerwIG signal samples. A similar systematic uncertainty related to
the signal modelling is estimated by changing the parton showering, hadronization, and underlying event
by comparing analysis results using PowHEG+PyTHIA6 and PowHEG+HERWIG samples. When changing the
signal generator, the Cyyz) correction factors vary by small amounts due to differences in the simulated
charged-lepton and neutrino kinematics, the detector response to the hadronic recoil, and the electron and
muon identification and isolation efficiencies. The full data-driven estimate of multijet background in the
W — {v channels is repeated when changing the signal samples, as the reconstructed E?iss and mt shapes
have a significant impact in the fit.

For the measurement of charge-separated W* and W~ cross sections, the Cy factor is modified to incor-
porate a correction for event migration between the W* and W~ samples as

NMC,rec+ NMC,rec—
-_w R A
Cw+ - NMC,gen+,ﬁd and CW - NMC,gen—,ﬁd ’ (7)
w w
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where Nl\u/,lc’reCJr and va\vdc’rec_ are sums of event weights reconstructed as W* or W™, respectively, regard-

. MC,gen+,fid MC,gen—fid
less of the generated charge; similarly Ny, 01 and Ny, 8071 are sums of events generated as W*

and W™, respectively, regardless of the reconstructed lepton charge. This charge misidentification effect
is only relevant for the electron channels and negligible in the muon channels.

The correction of the differential distributions follows a similar methodology, but it is performed using the
Bayesian Iterative method [85, 86], as implemented in the RooUnfold package [87] using three iterations.
The differential distributions considered in this paper are constructed to have bin purities of typically
more than 90%, where the bin purity is defined as the ratio of events generated and reconstructed in a
certain bin to all events reconstructed in that bin. Slightly lower purities of 80-90% are observed in the
Z/v* analyses below the Z-peak region (m., = 46—66 GeV) due to QED FSR effects and in the forward
Z — e*e” analysis due to worse experimental resolution. Because of the very high bin purities, the
unfolding is to a large extent reduced to an efficiency correction. Residual prior uncertainties are covered
by the variations of theoretical origin as discussed for the Cyyz; factors above.

Fiducial cross sections in the electron and muon channels, as reported in Sections 5.2.1 and 5.2.2, are
then extrapolated to the common fiducial volume by applying a small correction E;(,‘[%] as mentioned in
Section 2.3: ‘
fid,e(u)
fid _ T Woeqviz—ee(u)] g
TWotviz—ea) = £ : ®)
w(Z]

These E;,(’f;] corrections account for the different 7 acceptances for electrons and muons in both the CC
and NC analyses and are calculated from the nominal signal samples generated with PowHEG+PyTHIA6.
These correction factors are typically in the range of 0.90-0.95, but are as low as 0.65 in a few bins at high
lepton pseudorapidity or dilepton rapidity. Uncertainties in these extrapolation factors account for PDF
uncertainties as well as further signal modelling uncertainties obtained by comparing samples generated
with Pownec+HEerwic and MC @NLO. These uncertainties are found to be small, ~ 0.1%, and are always
well below the experimental precision of the measurements.

The total W= — ¢v and Z/y* — £ cross sections, times leptonic branching ratio, are calculated using the
relation

fid
tot _ Twoaz-e
Owoeviz—e) =

, ¢
Awiz) )

where the acceptance Az extrapolates the cross section for the W*, W~ and the Z/y* channels, meas-
ured in the fiducial volume, o9 to the full kinematic region. It is given by

Wotv[Z—tl)
| ) Ngvdéjgen,ﬁd o
Wizl = NMC,gen,tot ’ ( )
WI(Z]
where Nx[cz’jgen’mt is the total sum of weights of all generated MC events. Uncertainties in the acceptance

from the theoretical uncertainties in the process modelling and in the PDFs are estimated as indicated
above and amount to typically +(1.5-2.0)%. This therefore significantly increases the uncertainty in the
total cross sections with respect to the fiducial cross sections.
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Figure 3: The transverse momentum distribution of electrons for W* — e*v candidates (left) and W~ — e7v
candidates (right). The simulated samples are normalized to the data luminosity. The multijet background shape is
taken from a data control sample and normalized to the estimated yield of multijet events. The sum of all expected
background and signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty
and labelled “total (stat)”. The legend lists only background sources with a visible contribution.

5.2 Cross-section measurements
5.2.1 Electron channels

To ensure an adequate description of important kinematic variables in the electron channels, Figures 3 to 9
compare several distributions of the data to the signal simulation and estimated backgrounds. The signal
and electroweak background distributions are taken from the simulation and normalized to the corres-
ponding data luminosity. The distributions of the background from multijet production are obtained from
data and normalized as described in Section 3.3. Figures 3, 4, 5 and 6 show the distributions of the
electron transverse momentum, the electron pseudorapidity, the missing transverse momentum, and the
transverse mass of candidate W events, respectively. The invariant mass distribution of electron pairs, se-
lected by the Z/y* — e*e™ analyses, and the dilepton rapidity distributions are shown in Figures 7, 8 and
9, respectively. Good agreement between data and the predictions is observed in general for all kinematic
distributions. Small disagreements in the shapes of the E‘TIliss and mt distributions of W-boson candidates
are visible at the level of 2-10%. These deviations are covered by uncertainties on the multijet background
and on the signal modelling, for the latter specifically the variations related to the hadronic recoil response
and W-boson pt spectrum. In the forward Z/y* — e*e™ distributions, small disagreements at low m,, and
localised in particular y,, bins of the high mass region m,, = 116-150 GeV are covered by the systematic
uncertainties on the electron energy scale and resolution, and background yields, respectively.

Table 1 summarizes the number of selected candidates, estimated background events and the Cyyz cor-
rection factors used for the four different integrated electron channel measurements: W*, W~, central
Z/v*, and forward Z/y* analyses, both Z/y* analyses in the Z-peak region of 66 < m,, < 116 GeV. The
corresponding four integrated cross sections in the fiducial phase space specific to the electron channels
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Figure 4: The pseudorapidity distribution of electrons for W* — e*v candidates (left) and W~ — ¢~ v candidates
(right). The simulated samples are normalized to the data luminosity. The multijet background shape is taken from
a data control sample and normalized to the estimated yield of multijet events. The sum of all expected background
and signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty and labelled
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(right). The simulated samples are normalized to the data luminosity. The multijet background shape is taken from
a data control sample and normalized to the estimated yield of multijet events. The sum of all expected background
and signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty and labelled
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Figure 6: The transverse mass distribution for W* — e*v candidates (left) and W~ — e~ v candidates (right). The
simulated samples are normalized to the data luminosity. The multijet background shape is taken from a data control
sample and normalized to the estimated yield of multijet events. The sum of all expected background and signal
contributions is shown as a solid line with a hashed band detailing the statistical uncertainty and labelled “total
(stat)”. The legend lists only background sources with a visible contribution.
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Figure 7: The dilepton invariant mass distributions for Z/y* — e*e™ candidates with two central electrons (left)
and one central and one forward electron (right). The simulated samples are normalized to the data luminosity. The
multijet background shape is taken from a data control sample and normalized to the estimated yield of multijet
events. The sum of all expected background and signal contributions is shown as a solid line with a hashed band
detailing the statistical uncertainty and labelled “total (stat)”. The legend lists only background sources with a
visible contribution.
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are reported in Table 2 with their uncertainties due to data statistics, luminosity, and further experimental
systematic uncertainties.

The systematic uncertainties split into their different components are shown in Table 3. Apart from the
luminosity contribution of 1.8%, the W — ev cross section is measured with an experimental uncertainty
of 0.9% for the W* channel and 1.1% for the W~ channel. The central Z/y* — e*e™ cross section in the
Z-peak region is measured with an uncertainty of 0.35%. The extended forward rapidity Z/y* — e*e”
cross section is measured with an uncertainty of 2.3%.

The uncertainties of the data-driven determinations of the electron and hadronic recoil responses, dis-
cussed in Section 3.2, are propagated to the measurements. These comprise uncertainties in the electron
detection efficiencies, separated into contributions from the trigger, reconstruction, identification, and
isolation, which are relatively small for the W — ev channel, about 0.2% in total, but constitute the
dominant systematic uncertainties in the central Z data and amount to 0.25%. In the forward Z analysis
the dominant systematic uncertainty, of about 1.5%, comes from the forward electron identification. The
effects from charge misidentification only affect the W* — ev cross sections and are very small, < 0.1%.
Both the central and forward electron pr resolution and scale uncertainties are in general subdominant,
amounting to about 0.2%. The W — ev analyses are also affected by uncertainties in the hadronic recoil
response, decomposed into soft E‘Tniss and jet energy scale and resolution uncertainties, which add up to a
total contribution of about 0.2%.

Signal modelling variations using different event generators, as discussed in Section 5.1, contribute sig-
nificant uncertainties of 0.6-0.7% to the W — ev analysis and 1.1% to the forward Z analysis, while the
effect on the central Z analysis is smaller with 0.2%. This source of uncertainty comprises effects from
the lepton efficiencies and, for the W — ev analysis, effects from the multijet background determina-
tion, which relies on E‘TIliss and mt shapes, and the hadronic recoil response. Other theoretical modelling
uncertainties, due to PDFs and boson p effects, are at the level of 0.1-0.2%.

Uncertainties in the background subtraction are discussed in Section 3.3. The contribution from the
electroweak and top-quark backgrounds is small and < 0.2% for all channels. The multijet background
to the W — ev channel, however, represents one of the dominant uncertainties with 0.6-0.7%.

N B C
W+ — ety 7552884 515000 + 48000 0.572 +0.004
W~ - e v 5286997 468000 = 40000 0.586 + 0.005

Central Z/y* — ete™ 1011940 4750 + 350 0.500 + 0.002
Forward Z/y* — e*e~ 321575 9170 + 460 0.425 +£0.010

Table 1: Number of observed event candidates N, of estimated background events B, and the correction factors C
for the W*, W~, central and forward Z/y* (66 < m,, < 116 GeV) electron channels. The correction factors C
were defined in Eq. (6). The charge asymmetry in the background to the W* channels stems from the W — v
contribution, which is proportional to the signal yield. The given uncertainties are the sum in quadrature of statistical
and systematic components. The statistical uncertainties in C are negligible.

The differential cross-section measurements as a function of the W* electron pseudorapidity and the
dielectron rapidity and mass for the Z/y* channel are summarized in the Appendix A in the Tables 23-26.
The statistical uncertainties in the W — ev differential cross sections are about 0.1-0.2%, and the total
uncertainties are in the range of 0.9-2.2%, excluding the luminosity uncertainty.
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Ty [PD]

W—oev
W* — ety 2726 + 1 (stat) + 28 (syst) + 49 (lumi)
W™ —=ev 1823 + 1 (stat) + 21 (syst) =+ 33 (lumi)
o pb]

Central Z/y* — e*e” 439.5 + 0.4 (stat) = 1.5 (syst) = 7.9 (lumi)
Forward Z/y* — e*e~ 160.2 + 0.3 (stat) + 3.7 (syst) + 2.9 (lumi)

Table 2: Fiducial cross sections times branching ratios for W+, W-, central and forward Z/y* (66 < m,, < 116 GeV)
production in the electron decay channels. The fiducial regions used for the measurement are those defined for the
combined fiducial regions in Section 2.3, except that the central electron pseudorapidity is restricted to be || < 2.47
and excludes 1.37 < || < 1.52, and the forward electron pseudorapidity excludes the region 3.16 < || < 3.35. The
uncertainties denote the statistical (stat), the systematic (syst) and the luminosity (lumi) uncertainties.

The differential Z/y* — e*e™ cross sections in the central region are measured in the m,, = 66116 GeV
invariant mass region with a statistical uncertainty of about 0.3-0.5% up to |yss| = 2.0 and of 0.9% for
lyeel = 2.0-2.4. The total uncertainty, excluding the luminosity uncertainty, is 0.5-0.7% up to |yg| = 2.0
and 1.4% for |yze| = 2.0-2.4. The statistical uncertainties of the differential Z/y* — e*e™ cross sections
measured in the regions m,, = 46—66 GeV and 116—150 GeV are in the range 1.5-5%, dominating the
total uncertainties of 2—6%.

The uncertainties in the forward Z/y* — e*e™ differential cross sections are dominated by systematic
uncertainties. At the Z peak, the total uncertainty is 3—-8%, while in the high-mass region it is about
10-20%.
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5O-W+ oo w- oo z 60-forwa.rdZ

[%]  [%] [%] [%]

Trigger efficiency 0.03 0.03 0.05 0.05
Reconstruction efficiency 0.12  0.12 0.20 0.13
Identification efficiency 0.09  0.09 0.16 0.12
Forward identification efficiency - - - 1.51
Isolation efficiency 0.03  0.03 - 0.04
Charge misidentification 0.04  0.06 - -
Electron pt resolution 0.02 0.03 0.01 0.01
Electron pr scale 0.22  0.18 0.08 0.12
Forward electron pr scale + resolution - - - 0.18
E‘Tniss soft term scale 0.14  0.13 - -
EXS soft term resolution 0.06  0.04 - -
Jet energy scale 0.04 0.02 - -
Jet energy resolution 0.11 0.15 - -
Signal modelling (matrix-element generator) 0.57 0.64 0.03 1.12
Signal modelling (parton shower and hadronization)  0.24  0.25 0.18 1.25
PDF 0.10  0.12 0.09 0.06
Boson pr 022  0.19 0.01 0.04
Multijet background 0.55 0.72 0.03 0.05
Electroweak-+top background 0.17  0.19 0.02 0.14
Background statistical uncertainty 0.02 0.03 <0.01 0.04
Unfolding statistical uncertainty 0.03  0.04 0.04 0.13
Data statistical uncertainty 0.04  0.05 0.10 0.18
Total experimental uncertainty 0.94 1.08 0.35 2.29
Luminosity 1.8

Table 3: Relative uncertainties do- in the measured integrated fiducial cross sections times branching ratios of W+,
W~, central and forward Z/y* (66 < m,, < 116 GeV) in the electron channels.
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5.2.2 Muon channels

The description of important kinematic variables in the muon-channel data by the signal simulation and
the estimated backgrounds is illustrated in Figures 10 to 15. The signal and electroweak background
distributions are taken from MC simulation and normalized to the corresponding data luminosity. The
distributions for the background from multijet production are obtained from data and normalized as de-
scribed in Section 4.3. Figures 10, 11 and 12 show the distributions of muon transverse momentum,
muon pseudorapidity and the missing transverse momentum of candidate W events for positive and neg-
ative charges. The transverse mass distributions are shown in Figure 13. The dimuon mass distribution
of muon pairs selected by the Z/y* — u*u~ analysis are shown in Figure 14, while Figure 15 shows the
dimuon rapidity distributions for the three invariant mass regions. The level of agreement between data
and simulation is good in all cases. Small disagreements in the shapes of the EIF"iSS and mr distributions
of W-boson candidates are visible in a similar way as in the electron channel and are covered by the
systematic uncertainties.
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Figure 10: The transverse momentum distribution of muons for W* — u*v candidates (left) and W~ — ™ v can-
didates (right). The simulated samples are normalized to the data luminosity. The multijet background shape is
taken from a data control sample and normalized to the estimated yield of multijet events. The sum of all expected
background and signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty
and labelled “total (stat)”. The legend lists only background sources with a visible contribution.

Table 4 reports the number of candidates, the estimated background events and the Cyz) correction
factors used for the three different integrated muon channel measurements of the W*, W—, and Z/y* cross
sections, the latter in the Z-peak region of 66 < my,, < 116 GeV. The corresponding three integrated
cross sections in the fiducial phase space specific to the muon channels are reported in Table 5 with their
uncertainties due to data statistics, luminosity, and further experimental systematic uncertainties.

The breakdown of the systematic uncertainty in all channels is shown in Table 6. Apart from the lumin-
osity contribution of 1.8 %, the W — uv cross sections are measured with an experimental uncertainty of
0.6% and the Z — u*u~ cross section is measured with an experimental uncertainty of 0.4%.
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Figure 11: The pseudorapidity distribution of muons for W* — u*v candidates (left) and W~ — v candidates
(right). The simulated samples are normalized to the data luminosity. The multijet background shape is taken from
a data control sample and normalized to the estimated yield of multijet events. The sum of all expected background
and signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty and labelled
“total (stat)”. The legend lists only background sources with a visible contribution.
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Figure 12: The missing transverse momentum distribution for W* — u*v candidates (left) and W~ — u~v can-
didates (right). The simulated samples are normalized to the data luminosity. The multijet background shape is
taken from a data control sample and normalized to the estimated yield of multijet events. The sum of all expected
background and signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty
and labelled “total (stat)”. The legend lists only background sources with a visible contribution.
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Figure 13: The transverse mass distribution for W* — u*v candidates (left) and W~ — u~v candidates (right).
The simulated samples are normalized to the data luminosity. The multijet background shape is taken from a data
control sample and normalized to the estimated yield of multijet events. The sum of all expected background and
signal contributions is shown as a solid line with a hashed band detailing the statistical uncertainty and labelled
“total (stat)”. The legend lists only background sources with a visible contribution.
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Figure 14: The dilepton invariant mass distributions for Z/y* — u*u~ candidates. The simulated samples are nor-
malized to the data luminosity. The multijet background shape is taken from a data control sample and normalized
to the estimated yield of multijet events. The sum of all expected background and signal contributions is shown as
a solid line with a hashed band detailing the statistical uncertainty and labelled “total (stat)”. The legend lists only
background sources with a visible contribution.
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Figure 15: The dilepton rapidity distributions for Z/y* — u*u~ candidates in the mass regions 46 < m,,, < 66 GeV
(left), 66 < my, < 116 GeV (middle) and 116 < m,, < 150 GeV (right). The simulated samples are normalized
to the data luminosity. The multijet background shape is taken from a data control sample and normalized to the
estimated yield of multijet events. The sum of all expected background and signal contributions is shown as a
solid line with a hashed band detailing the statistical uncertainty and labelled “total (stat)”. The legend lists only
background sources with a visible contribution.

N B C

W* =ty 9225887 683000 + 32000 0.656 + 0.003
W™ > v 6260198 598000 + 20000 0.649 + 0.003
Zly* > ptum 1612440 6600 + 1200 0.734 = 0.003

Table 4: Number of observed candidates N, of expected background events B, and the correction factors C for the
W*, W=, and Z/y* (66 < my, < 116 GeV) muon channels. The correction factors C were defined in Eq. (6).
The charge asymmetry in the background to the W= channels stems from the W — 7v contributions, which is

proportional to the signal yield. The uncertainties are the quadratic sum of statistical and systematic components.
The statistical uncertainties in C are negligible.

Tyt D]

Wt - uty 2839 + 1 (stat) + 17 (syst) + 51 (lumi)
W™ — v 1901 + 1 (stat) + 11 (syst) + 34 (lumi)
fid,u

T 21y > [pb]

Zly* — utum  477.8 £ 0.4 (stat) £ 2.0 (syst) + 8.6 (lumi)

Table 5: Fiducial cross sections times branching ratios for W*, W=, and Z/y* (66 < m,,, < 116 GeV) production in
the muon decay channel. The fiducial regions used for the measurement are those defined for the combined fiducial
regions in Section 2.3, except that the muon pseudorapidity is restricted to be within || < 2.4. The uncertainties
denote the statistical (stat), the systematic (syst), and the luminosity (lumi) uncertainties.
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The uncertainties of the data-driven determinations of muon and hadronic recoil responses, discussed in
Section 4.2, are propagated to the measurements. This comprises the uncertainties in the muon detection
efficiencies, separated into contributions from the trigger, reconstruction, and isolation, which are relat-
ively small for the W — uv channels and about 0.2% in total, but constitute the dominant systematic
uncertainties in the Z — p*u~ case with 0.34%. The muon pr resolution and scale uncertainties are very
small for Z and subdominant for the W — uv channels at about 0.2%. The W — uv analyses are further-
more affected by uncertainties in the hadronic recoil response, decomposed into soft E?iss and jet energy
scale and resolution uncertainties, which add up to a total uncertainty contribution of about 0.2%.

Signal modelling variations with different event generators as discussed in Section 5.1 contribute uncer-
tainties of about 0.1% to both the W — pv and Z — p*u~ analyses. The high precision is achieved
after a dedicated re-evaluation of the data-to-simulation correction factor for the muon isolation using
alternative signal samples, which is especially relevant for the Z — u*u~ peak data analysis, where the
overlap of the samples used for efficiency calibration and cross-section analysis is very large. For the
W — v analysis, smaller effects from the multijet background determination and the hadronic recoil
response remain. Other theoretical modelling uncertainties from PDFs and boson pr sources are also at
the level of 0.1-0.2%.

The determination of uncertainties in the background subtraction follows the discussion in Sections 4.3.
The contribution of electroweak and top-quark backgrounds is about 0.2% for the W — uv analyses and
much smaller for the Z analysis. With a contribution of about 0.3% the multijet background dominates
the systematic uncertainty for the W* — u*v and W~ — u~v channels.

The differential cross-section measurements, as a function of the W* and W~ muon pseudorapidity and of
the dimuon rapidity and mass for the Z/y* channel, are summarized in Appendix A in the Tables 27-29.
The statistical uncertainties in the W — uv differential cross sections are about 0.1-0.2%, and the total
uncertainties are 0.6-0.9%, excluding the luminosity uncertainty.

The differential Z/y* — p*u~ cross sections are measured in the m,, = 66-116 GeV invariant mass
region with a statistical uncertainty of about 0.3% up to |ye¢| < 2.0 and of 0.8% for larger |y¢,| < 2.4. The
total uncertainty, excluding the luminosity uncertainty, is 0.5% up to |ygs| < 2.0 and 1.0% for |ys| = 2.4.
The statistical uncertainties of the differential Z/y* — u*u~ cross sections measured in the m,, = 46—
66 GeV and 116-150 GeV invariant mass regions are 1.3—4%, and the total uncertainties amount to 2—
5%.
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60’W+ (SO'W_ 50’2
(%] [%] [%]

Trigger efficiency 0.08  0.07 0.05
Reconstruction efficiency 0.19  0.17 0.30
Isolation efficiency 0.10  0.09 0.15
Muon pr resolution 0.01 0.01 <0.01
Muon pr scale 0.18  0.17 0.03
ET soft term scale 0.19  0.19 -
E’T‘rliss soft term resolution 0.10  0.09 -
Jet energy scale 0.09 0.12 -
Jet energy resolution 0.11 0.16 -
Signal modelling (matrix-element generator) 0.12  0.06 0.04
Signal modelling (parton shower and hadronization)  0.14 0.17 0.22
PDF 0.09 0.12  0.07
Boson pr 0.18 0.14 0.04
Multijet background 033 027 0.07
Electroweak-+top background 0.19 024  0.02
Background statistical uncertainty 0.03 0.04 0.01
Unfolding statistical uncertainty 0.03  0.03 0.02
Data statistical uncertainty 0.04 004 0.08
Total experimental uncertainty 0.61 0.59 0.43
Luminosity 1.8

Table 6: Relative uncertainties 6o~ in the measured integrated fiducial cross sections times branching ratios in the
muon channels. The efficiency uncertainties are partially correlated between the trigger, reconstruction and isolation
terms. This is taken into account in the computation of the total uncertainty quoted in the table.
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5.3 Test of electron—muon universality

Ratios of the measured W and Z production cross sections in the electron and muon decay channels are
evaluated from the corresponding measurements minimally extrapolated to the common fiducial phase
space according to Eq. (8). These e/u cross-section ratios represent direct measurements of the corres-
ponding relative branching fractions, which are predicted to be unity in the SM given that lepton mass
effects are negligible. Considering the case of the W boson, the ratio Ry is obtained from the sum of W*
and W~ cross sections as:

e TWSelBy _ W BROW o ev)
Wom Rdp o T ofid T BR(W — )
O-W—wv/ w Wouv
= 0.9967 + 0.0004 (stat) + 0.0101 (syst)

= 0.997 +0.010.

This measurement is more precise than the combination of LEP results from efe~ — W*W~ data of
1.007 £ 0.019 [88]. It also significantly improves on the previous ATLAS measurements of 1.006 +0.024
with the 2010 data [1] and of 1.036 +0.029 with the 2015 data [7]. Related measurements were published
by the CDF Collaboration with Ry = 1.018 + 0.025 [89] and recently by the LHCb Collaboration with
Rw = 1.020 £ 0.019 [14].

Similarly, the e/ ratio of the Z-boson cross sections is extracted:

R O-Sieee/ E% o-gd—we BR(Z — ee)
Z T THdg ,op  fd
oyt By TT BR(Z — pu)

= 1.0026 + 0.0013 (stat) + 0.0048 (syst)
= 1.0026 + 0.0050.

The result agrees well with the value obtained from the combination of e*e~ — Z LEP and SLC data of
0.9991 + 0.0028 [90]. It is significantly more precise than the previous ATLAS measurements: 1.018 +
0.031 with the 2010 data [1] and 1.005 + 0.017 with the 2015 data [7].

The Ry and Rz measurements therefore confirm lepton (e—u) universality in the weak vector-boson de-
cays. The result, taking into account the correlations between the W and Z measurements, is illustrated
in Figure 16 as an ellipse. For comparison, bands are shown representing the above cited combined
measurements from e*e™ colliders.

For the leptonic W branching fraction, BR(W — {v), precise constraints are also derived from off-shell
W bosons in 7-lepton, K-meson, and m-meson decays. For 7 decays the HFAG group [91] obtains Ry =
(ge /g/,)2 = 0.9964 + 0.0028, where g, and g, are the couplings of the W boson to e and u, respectively.
The KTeV measurement of K — 77y decays results in Ry = 1.0031 + 0.0048 [92]. The measurement
of K* — (*v decays by NA62 corresponds to an equivalent of Ry = 1.0044 + 0.0040 [93]. Finally,
measurements of 7* — ¢*v decays may be translated to a value of Ry = 0.9992 + 0.0024 [94].
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Figure 16: Measurement of the electron-to-muon cross-section ratios for the W and Z production, Ry and Rz. The
orange and blue, shaded bands represent the combination of the ratios of electron and muon branching fractions
for on-shell W and Z production as obtained at the e*e™ colliders LEP and SLC [88, 90]. The green shaded
ellipse represents the 68% CL for the correlated measurement of Ry and Rz, while the black error bars give the
one-dimensional standard deviation. The SM expectation of Ry = Rz = 1 is indicated with an open circle.

5.4 Combination of cross sections
5.4.1 Combination procedure

The W* — v and Z/y* — €€ cross-section measurements are performed in both the electron and muon
decay channels. Assuming lepton universality, this provides a cross-check of experimental consistency
and, as described later in this section, a means to improve the measurements when accounting for correl-
ated and uncorrelated experimental uncertainties in the combination of the e and u channel measurements.
Correlations arise from the use of electrons, muons, or E‘Tniss reconstructed in the same way for different
channels, but also due to similar or identical analysis techniques, e.g. in the background estimation. The
method used to combine the cross-section data was also applied in the previous inclusive W, Z cross-
section measurement [1]. It was introduced for the combination of HERA cross-section measurements in
Refs. [95, 96].

The combination procedure minimizes the deviation of the combined measurement a’i omb 11 @ kinematic
interval i from the input measurements a’}c, where k = 1, 2 denotes the electron and muon measurements.
This is achieved by allowing the contributions b; of the correlated uncertainty sources j to shift, where
b; is expressed in units of standard deviations. The procedure requires as input a list of y " values that
spemfy the influence of the correlated uncertainty source j on the measurement i in the data set k. The

relative data statistical and uncorrelated systematic uncertainties are given by 6‘ ok and oy o, respectively.
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The resulting y? function

. . . 2
|t = ooy (1 = 27,07

(G eombs ) = ) e N (11)
ki k J
with . . 2 .. . . 2
(A;c)z = ( lsta,k) O-;co-zzomb + (ﬂmc,k‘ﬂ:omb) (12)

includes a penalty term for the systematic shifts b;. The definition of A;{ ensures the minimization of biases
due to statistical fluctuations, affecting the estimate of the statistical uncertainty, and treats systematic
uncertainties in a multiplicative way [96]. Given the size of the statistical and systematic uncertainties for
the data considered here, the differences between A;{ as used here and the simpler form without scaling
are very small.

The uncertainties due to electron and muon momentum scales and resolutions are treated as fully cor-
related between the W* — v and Z/y* — ¢ channels of a specific decay channel. Uncertainties in
the hadronic recoil response, separated into jet and soft E%‘i“ scales and resolutions, only affect the W=
channels and are treated in a correlated way between the W* and W~ measurements and the e and u
channels.

The accurate determination of lepton selection efficiencies for online selection, reconstruction, identi-
fication, and isolation is an important input to the analysis. The efficiencies are measured in data and
applied as correction factors to the simulation. These correction factors have statistical and procedural
uncertainties, which are propagated to the measurements using pseudo-experiments for all channels in
a consistent way. A covariance matrix is constructed from typically 1000 pseudo-experiments and then
decomposed into a list of fully correlated uncertainty sources y and bin-to-bin uncorrelated uncertainties
in the measurements.

The following theoretical uncertainties are largely correlated between all channels: 1) uncertainties in the
measurements due to signal modelling, such as the boson transverse momentum spectrum; ii) theoret-
ical uncertainties in signal modelling and hadronic recoil simulation, estimated with alternative signal
samples, and iii) extrapolations applied to the measurements to account for the small differences in ex-
perimental fiducial phase spaces.

The uncertainties due to background estimation from simulated MC samples are treated as fully correlated
between all channels, but separately for each background source. Data-driven background estimates are
uncorrelated between channels and often contain significant statistical components, especially in the low-
background Z/y* — £¢ analyses. There is, however, a significant correlated part between W* and W~ of
a given lepton decay channel as the employed procedures are the same.

5.4.2 Integrated cross sections

The combination of fiducial integrated Z/y* — €€, W* — ¢*v, and W~ — £~ cross sections, including
the full information contained in 66 correlated sources of uncertainty, gives a y> per number of degrees
of freedom (y?/n.d.f.) of 0.5/3, indicating that the measurements are compatible. Table 7 summarizes
the separate electron and muon channel measurements in the common fiducial volume and gives the
final integrated fiducial cross-section results. Apart from the luminosity uncertainty of 1.8%, a fiducial
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cross-section measurement precision of 0.32% is reached for the NC channel and of 0.5% (0.6)% for the
W* (W~) channels. The new Z (W) fiducial cross-section measurements are 10 (3.5) times more precise
than the previous ATLAS measurements [1] when considering the statistical and systematic uncertainties
added in quadrature.

Ty, [PD]
W+ — ety 2939 =+ 1 (stat) + 28 (syst) + 53 (lumi)
Wt - uty 2948 + 1 (stat) + 21 (syst) = 53 (lumi)
Wt — ty 2947 + 1 (stat) + 15 (syst) = 53 (lumi)
W™ >ev 1957 + 1 (stat) + 21 (syst) = 35 (lumi)
W™ > uv 1964 + 1 (stat) = 13 (syst) + 35 (lumi)
W= > {7y 1964 + 1 (stat) = 11 (syst) + 35 (lumi)
W —ev 4896 + 2 (stat) + 49 (syst) = 88 (lumi)
W — uv 4912 + 1 (stat) + 32 (syst) = 88 (lumi)
W — ty 4911 =+ 1 (stat) 26 (syst) + 88 (lumi)

o e (DI

Zly* — etem 5027 £0.5(stat) = 2.0 (syst) = 9.0 (lumi)
Zly* — utu 501.4 + 0.4 (stat) = 2.3 (syst) = 9.0 (lumi)
Zly* — €t 502.2 + 0.3 (stat) + 1.7 (syst) + 9.0 (lumi)

Table 7: Integrated fiducial cross sections times leptonic branching ratios in the electron and muon channels and
their combination with statistical and systematic uncertainties, for W*, W~, their sum and the Z/y* process meas-
ured at /s = 7 TeV. The Z/y* cross section is defined for the dilepton mass window 66 < my < 116 GeV. The
common fiducial regions are defined in Section 2.3. The uncertainties denote the statistical (stat), the experimental
systematic (syst), and the luminosity (lumi) contributions.

Excluding the common luminosity uncertainty, the correlation coefficients of the W* and Z, W~ and Z,
and W* and W~ fiducial cross-section measurements are 0.349, 0.314, and 0.890, respectively. Including
the luminosity, all three measurements are highly correlated, with coeflicients of 0.964, 0.958 and 0.991,
respectively. Table 8 presents four ratios that may be obtained from these fiducial integrated Z/y* and W*
cross sections, where the luminosity uncertainty as well as other correlated uncertainties are eliminated
or strongly reduced. The precision of these ratio measurements is very high with a total experimental
uncertainty of 0.4% for the W* /W~ ratio and 0.5% for the W*/Z ratio.

RS 1.5006 + 0.0008 (stat) + 0.0037 (syst)
R%jl/z 9.780 £ 0.006 (stat) + 0.049 (syst)
RIS, 5.869+0.004 (stat) £ 0.029 (syst)
Rfvi‘jj_/z 3.911 + 0.003 (stat) + 0.021 (syst)

Table 8: Ratios of integrated fiducial CC and NC cross sections obtained from the combination of electron and
muon channels with statistical (stat) and systematic (syst) uncertainties. The common fiducial regions are defined
in Section 2.3.
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In order to obtain the total cross sections, the combined integrated fiducial cross sections are also ex-
trapolated to the full phase space with the procedure discussed in Section 5.1. Results are provided in
Table 9. The uncertainties in these total cross sections receive significant contributions from PDF and
signal modelling uncertainties, which are similar in size to the luminosity uncertainty. Ratios of these
total cross sections are provided in Table 10. While for these ratios the luminosity uncertainty and a large
part of the signal modelling uncertainties in the extrapolation are found to cancel, a significant uncertainty
remains from PDF uncertainties.

O-[V(l)/t—n"v [pb]
W+ — £ty 6350 + 2 (stat) + 30 (syst) = 110 (lumi) = 100 (acc)
W~ >y 4376 + 2 (stat) + 25 (syst) = 79 (lumi) + 90 (acc)

W — ly 10720 =+ 3 (stat) =+ 60 (syst) = 190 (lumi) + 130 (acc)

o-tZO/ty*—%’( [pb]

Z/y* — €t 990 + 1 (stat) + 3 (syst) = 18 (lumi) = 15 (acc)

Table 9: Total cross sections times leptonic branching ratios obtained from the combination of electron and muon
channels with statistical and systematic uncertainties, for W*, W™, their sum and the Z/y* process measured at /s =
7 TeV. The Z/y* cross section is defined for the dilepton mass window 66 < my < 116 GeV. The uncertainties
denote the statistical (stat), the experimental systematic (syst), the luminosity (lumi), and acceptance extrapolation
(acc) contributions.

Ry, w1450 £0.001 (stat) + 0.004 (syst) + 0.029 (acc)
Ra’}/z 10.83 £ 0.01 (stat) = 0.05 (syst) + 0.09 (acc)

Ry, iz 6407 £0.004 (stat) + 0.032 (syst) + 0.062 (acc)
R iz 4419 £0.003 (stat) + 0.024 (syst) + 0.082 (acc)

Table 10: Ratios of total CC and NC cross sections obtained from the combination of electron and muon channels
with statistical and systematic uncertainties. The Z/y* cross section is defined for the dilepton mass window 66 <
myee < 116 GeV. The uncertainties denote the statistical (stat), the experimental systematic (syst), the luminosity
(lumi), and acceptance extrapolation (acc) contributions.

5.4.3 Differential cross sections

For the combination of the rapidity-dependent differential cross sections, a simultaneous averaging of 105
data points, characterized by more than one hundred correlated sources from all channels, is performed
leading to 61 combined measurement points. As the phase space regions of the central and forward
Z/y* — €€ analyses are disjoint, and there is no Z — p*u~ analysis in the forward region, the combination
in this region is based solely on the Z — e*e™ analysis. The forward Z — e*e™ analysis is nevertheless
included in the e—u averaging to account for possible shifts and reductions of correlated uncertainties in
a consistent way. Similarly, W* measurements in the bin |r¢| € [1.37, 1.52] are covered only by the muon
channel.

The combination of the differential cross sections measured in the electron and muon channels is illus-
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Channel Y*/n.df.

Wt -ty 6.7/10
W™=y 4.5/10
Zly* — €L (46 < myp < 66 GeV) 3.3/6

Z]y* — L€ (66 < mge < 116 GeV) 15.2/12
Z[y* — €€ (116 < mgp < 150 GeV) 1.8/6
Correlated 15.7
Total 47.2/44

Table 11: Partial and total y*/n.d.f. for the combination of the differential do/ d|n¢| and do/d|ye| cross sections.
The contribution of the penalty term constraining the shifts of correlated uncertainties is listed separately in the row
labelled “Correlated”, see Eq. (11).

trated in Figures 17 and 18 for the W* — ¢y and Z/y* — €€ channels. The top panels show the measured
muon and electron cross sections together with their combination. The central panel illustrates the e/u
ratio. The lowest panel shows the pulls, which are the deviations of the input measurements from the
combination in terms of their uncorrelated uncertainties when fixing the systematic shifts b; at the values
leading to the total x> minimum.

The measurements in the electron and muon decay channels are compatible. This can be quantified with
the total combination y?/n.d.f. of 47.2/44 and be inferred from the pulls displayed with Figures 17 and
18. The partial y? values are listed in Table 11 as well as the contribution of the penalty term constraining
the shifts of correlated uncertainties .

Apart from the common luminosity uncertainty of 1.8%, the precision of the combined differential cross
sections reaches 0.4-0.6% for the W* and W~ as well as the central Z peak measurements. Off-peak and
forward measurements have significantly larger uncertainties of typically a few percent but reaching as
high as 20%. The differential combined measurement results are summarized in Tables 12 to 14. The
full measurement information is provided in HEPDATA. The measurements presented here supersede
the results published in Ref. [1] because of their significantly higher precision and extended kinematic
coverage.
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Figure 17: Differential do-/d|n,| cross-section measurements for W* (left) and W~ (right), for the electron channel
(open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties (crosses)
and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e and
4 measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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Figure 18: Differential do-/d|y,| cross-section measurements for Z/y* — £{ in the three m,, regions, for the electron
channel (open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties
(crosses) and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e
and u measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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Wt -ty

™ | do/dInel | Osta Ounc  Ocor  Otot
[pb] (%] [%]  [%] [%]
0.0 0.21 577.15 | 0.11 0.13 0.52 0.55
0.21 0.42 576.87 | 0.11 0.15 049 0.52
0.42 0.63 581.75 | 0.09 0.12 0.49 0.51
0.63 0.84 586.07 | 0.10 0.11 0.50 0.52
0.84 1.05 586.33 | 0.10 0.14 0.50 0.53
1.05 1.37 599.07 | 0.08 0.13 0.51 0.53
1.37 1.52 596.75 | 0.13 0.33 0.52 0.63
1.52 1.74 604.17 | 0.11 0.13 0.55 0.57
1.74 1.95 60693 | 0.12 0.18 0.54 0.58
1.95 2.18 593.40 | 0.11 0.14 0.53 0.56
2.18 2.5 558.46 | 0.12 0.14 0.62 0.64
W™=y

™™ | do/dinel | Osta Ounc Ocor  Otot
[pb] (%] (%] [%] [%]
0.0 0.21 436.45 | 0.12 0.14 0.52 0.55
0.21 0.42 43278 | 0.12 0.16 048 0.52
0.42 0.63 429.29 | 0.11 0.13 049 0.52
0.63 0.84 42338 | 0.12 0.13 050 0.53
0.84 1.05 413.64 | 0.11 0.15 0.50 0.54
1.05 1.37 405.26 | 0.10 0.14 0.56 0.59
1.37 1.52 388.02 | 0.17 034 0.52 0.64
1.52 1.74 37751 | 0.14 0.16 0.58 0.62
1.74 1.95 365.82 | 0.12 0.20 0.58 0.63
1.95 2.18 34470 | 0.13 0.17 0.59 0.63
2.18 2.5 319.04 | 0.14 0.19 0.75 0.79

|min

17

|min

17

Table 12: Differential cross section for the W* — ¢*y (top) and W~ — £~ ¥ (bottom) processes, extrapolated to
the common fiducial region. The relative statistical (ds,), uncorrelated systematic (dync), correlated systematic
(dcor), and total (Oy) uncertainties are given in percent of the cross-section values. The overall 1.8% luminosity
uncertainty is not included.
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Central Z/y* — €€, 46 < mgr < 66 GeV
lyee™ | do/dlyeel | Osta Ounc  Ocor  Otot
[pb] (%]  [%] [%] [%]
0.0 0.4 3.524 0.97 052 1.14 1.58
0.4 0.8 3.549 095 047 1.05 149
0.8 1.2 3.411 097 048 1.13 1.57
1.2 1.6 3.423 1.00 048 1.03 1.52
1.6 2.0 2.942 1.09 047 1.02 1.57
2.0 2.4 1.541 1.64 0.60 1.02 2.03
Central Z/y* — €€, 66 < mgr < 116 GeV
lyee™™ | do/dlyeel | Osta Ounc  Ocor  Orot
[pb] (%] [%] [%] [%]
0.0 0.2 13522 | 0.19 0.10 0.29 0.36
0.2 0.4 13474 | 0.19 0.10 0.28 0.35
0.4 0.6 13424 | 0.19 0.09 0.28 0.35
0.6 0.8 133.08 | 0.20 0.09 0.28 0.36
0.8 1.0 13248 | 0.20 0.10 0.28 0.36
1.0 1.2 129.06 | 0.20 0.11 0.28 0.36
1.2 1.4 11992 | 0.21 0.09 0.29 0.37
1.4 1.6 107.32 | 0.23 0.12 0.29 0.39
1.6 1.8 89.87 0.25 0.11 036 045
1.8 2.0 68.80 0.29 0.15 032 046
2.0 2.2 45.62 036 022 031 0.52
2.2 2.4 2223 |1 059 037 041 0381
Central Z/y* — €€, 116 < mgp < 150 GeV
lyee ™™ lyee™™ | do/dlyeel | Oqa Sunc  Ocor Ot
[pb] (%] [%] [%] [%]
0.0 0.4 1.510 141 090 1.03 1.97
0.4 0.8 1.458 1.37 0.61 1.03 1.82
0.8 1.2 1.350 145 0.73 095 1.88
1.2 1.6 1.183 1.54 075 092 1.95
1.6 2.0 0.7705 |2.03 0.99 1.06 2.49
2.0 2.4 0.3287 | 3.17 1.31 1.25 3.65

|min

lyee

|min

lyce

Table 13: Differential cross section for the Z/y* — €€ process in the central region in three dilepton invariant mass
regions, extrapolated to the common fiducial region. The relative statistical (dy,), uncorrelated systematic (dync),
correlated systematic (d.or), and total (6yo;) uncertainties are given in percent of the cross-section values. The overall
1.8% luminosity uncertainty is not included.
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Forward Z/y* — €€, 66 < mgr < 116 GeV
lyee™™ | do/dlyeel | Osta Ounc  Ocor  Otot
[pb] [%] (%] [%]  [%]
1.2 1.4 7.71 1.76 1.84 3.10 4.01
1.4 1.6 17.93 1.02 .11 293 3.30
1.6 1.8 32.52 073 070 268 2.87
1.8 2.0 50.55 059 1.77 252 314
2.0 2.2 68.88 0.58 2.66 2.14 3.46
2.2 2.4 86.59 0.50 1.90 190 273
2.4 2.8 86.21 034 3.03 1.68 348
2.8 3.2 40.69 049 064 549 555
3.2 3.6 10.95 1.23  3.69 640 748
Forward Z/y* — €€, 116 < mg < 150 GeV
lyee™™  lyee™™ | do/dlyeel | Osta Ounc  Ocor  Stor
[pb] [%] (%] [%]  [%]
1.2 1.6 0.300 6.84 658 896 13.06
1.6 2.0 0.548 521 778 720 11.81
2.0 2.4 0.925 3.99 1352 426 14.72
2.4 2.8 0.937 3.87 20.86 3.87 21.57
2.8 3.2 0.437 530 1440 6.59 16.70
3.2 3.6 0.0704 1449 11.60 7.04 19.85

|min

lyce

Table 14: Differential cross section for the Z/y* — {¢ process in the forward region in two dilepton invariant mass
ranges, extrapolated to the common fiducial region. The relative statistical (dy,), uncorrelated systematic (Sync),
correlated systematic (dqor), and total (dy;) uncertainties are given in percent of the cross-section values. The
overall 1.8% luminosity uncertainty is not included.
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6 Comparison with theory

6.1 Theoretical framework and methodology
6.1.1 Drell-Yan cross-section predictions

Predictions for Drell-Yan production in proton—proton collisions in this paper are calculated at fixed order
in perturbative QCD using the programs DYNNLO 1.5 [24, 25] and FEWZ 3.1.b2 [26-28]. Both pro-
grams calculate W and Z/y* boson production up to next-to-next-to-leading order in the strong coupling
constant, O(ag), and include the boson decays to leptons (¢*v, £~v, or £*¢~) with full spin correlations,
finite width, and interference effects. They allow kinematic phase-space requirements to be implemented
for a direct comparison with experimental data. In addition, the programs ZWPROD [97] and VRAP [98]
are available for total cross-section calculations enabling cross-checks or fast estimates of factorization
and renormalization scale uncertainties.

At leading order (LO) in the electroweak (EW) couplings, there is a significant dependence of the cross-
section predictions on the electroweak parameter scheme. For all calculations the G, scheme [99] is
chosen, in which the primary parameters are the Fermi constant and the particle masses. Corrections for
NLO EW effects reduce the dependence on the EW scheme and are important at the precision level re-
quired for the present measurements. These NLO EW corrections, however, require a separate treatment,
discussed in Section 6.1.2, as they are currently not provided by the NNLO QCD programs, with the
exception of the NC Drell-Yan calculation in FEWZ [28].

The QCD analysis of the ep and pp data presented below assumes that the SM electroweak parameters
are known. Their values are taken from the PDG [39], and are listed for reference in Table 15. The
leptonic decay width of the W boson, I'(W — {v), is an exception. The predicted value of (W —
{v) = 226.36 MeV quoted in the PDG effectively includes higher-order EW effects. For consistency with
the higher-order EW corrections, provided by MCSANC [101], however, the leading-order partial width
value, '(W — {v) = 227.27 MeV, is used in both the QCD and EW calculations. It was verified that
consistent results were obtained by using the PDG value and omitting the extra NLO EW corrections.
For the leptonic decay width of the Z boson, the predicted value of I'(Z — ¢£) = 84.00 MeV differs only
by 0.1% from the leading-order value of ['(Z — ¢£) = 83.92 MeV and this difference is of no practical
relevance for the NC Drell-Yan cross-section calculation. The values of the magnitudes of the CKM
matrix elements, listed in Table 15, are taken from Ref. [100]. The |V,| matrix parameter is accessible
through ¢s — W production and thus related to the fraction of strange quarks in the proton, which is of
special interest in this analysis. In Section 7.2.3 a dedicated QCD fit analysis is presented, where no prior
knowledge is assumed on the magnitude of the CKM matrix element |V,,| , which instead is determined
from the data together with the PDF parameters.

The nominal theoretical predictions of the differential, fiducial and total cross sections at NNLO in QCD
are computed with DYNNLO 1.5 using the default program parameters.> For an estimate of the current
uncertainties of fixed-order perturbative QCD NNLO calculations, the DYNNLO predictions are com-
pared with predictions using FEWZ 3.1.b2. For the total cross sections, agreement to better than 0.2%

2 Using the default parameters of this program, with an intrinsic xqrcut parameter chosen to be 0.008, the fiducial NNLO QCD
predictions are found to behave in a continuous way with respect to small variations in the minimum lepton pr requirements
around the choice of equal threshold values chosen for all fiducial regions of this paper.
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my 91.1876 GeV  |V,yl  0.97427
Iy 2.4949 GeV |V,  0.22534
I'(Z - t0) 0.08400 GeV  |V,|  0.00351
my 80.385GeV |V  0.22520
Tw 2.0906 GeV  |V.| 097344
L(W — ¢tv) 0.22727 GeV |Vl 0.0412
my 125GeV V4l 0.00867
m; 173.5GeV |V, 0.0404
Gr 1.1663787 x 107> GeV~2  |[Vy|  0.999146
sin? Gw 0.222897
g, 7.562396 x 107
Vu 0.405607
vy —0.702804
ve —0.108411

Table 15: Electroweak input parameters, in the G, scheme, for the NC and CC Drell-Yan pp and deep inelastic ep
scattering cross-section calculations, see text. Standard Model parameters are taken from Refs. [39, 100], except
I'(W — {v). The V;; symbols denote the elements of the CKM matrix. The parameters below the line, the weak
mixing angle sin” 6y, the fine-structure constant @g,, and the vector couplings of up-type quarks v,, down-type
quarks vy, and charged leptons v, to the Z boson, are calculated at tree level from the ones above.

is observed. For the fiducial and differential cross-section measurements with additional kinematic re-
quirements on the lepton transverse momenta and rapidities, however, poorer agreement is found: for
the integrated fiducial W*, W~, Z/y* cross sections, the differences between FEWZ and DYNNLO pre-
dictions calculated with the ATLAS-epWZ12 PDF set amount to (+1.2, +0.7, +0.2)%, which may be
compared to the experimental uncertainties of +(0.6, 0.5, 0.32)%, respectively.’

In the calculation of the Drell-Yan cross sections, the renormalization and factorization scales, u, and
us, are chosen to be the dilepton invariant mass, my; , at the centre of the respective cross-section bin
in the NC case and the W-boson mass, my, in the CC case. Variations of the scales by factors of 2
and 1/2 are conventionally used as an estimate of the approximation represented by NNLO as compared
to still unknown higher-order corrections. The numerical implication of the scale choices, termed scale
uncertainties, is considered in the evaluation of the QCD fit results on the strange-quark fraction and the
CKM element |V,s|. The DIS cross sections are calculated in all cases at the scale of y, = yy = \/@,
where Q7 denotes the negative square of the four-momentum transfer in NC and CC ep scattering.

The relative uncertainty of the LHC proton beam energy of +0.1% [103] induces an uncertainty of the
cross-section predictions of typically +0.1%, which is negligible compared to the other theoretical uncer-

3 The FEWZ and DYNNLO programs differ in the subtraction schemes used, which leads to small differences in the boson
pr distributions at low values. This effect on the fiducial cross-section predictions is significant compared to the present
experimental precision. Further efforts will be needed to understand this effect and the role of boson pr in fiducial cross-
section predictions and to reduce the impact on the extracted PDFs. See Ref. [102] for a further discussion of this effect.
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tainties discussed above.

6.1.2 Electroweak corrections and combination with QCD predictions

In Drell-Yan production, the dominant part of the higher-order electroweak corrections is the QED ra-
diation from the final-state leptons. This contribution is included in the Drell-Yan MC samples using
PHotos [69] and then passed through the detailed ATLAS detector simulation as described in Section 2.2.
The data are unfolded for QED FSR effects at the same time as for other detector effects. The calculations
of the QED FSR effects by PrHotos and MCSANC 1.20 [104] agree very well [105]. The remaining NLO
EW corrections are then calculated using MCSANC, excluding the QED FSR contributions, for both
the NC and CC Drell-Yan processes. These terms include NLO contributions from initial-state photon
radiation, EW loop corrections, and initial-state—final-state photon interference.

The NLO EW corrections calculated with MCSANC need to be combined with the NNLO QCD pre-
dictions, calculated with DYNNLO, to obtain complete predictions.* This combination may be achieved
using either a factorized or an additive approach [110]. A common PDF set at NNLO, ATLAS-epWZ12,
is used for the calculation of both the absolute NNLO QCD and NLO EW cross sections. The combina-
tion of QCD and EW calculations in the factorized approach may be expressed using K-factor corrections
as

NLOEW _ 1OEW  pEW _ LOEW  EW
ONNLO QeD = ONNLo b “ KT = 0o gep * Kaep - K (13)

with the electroweak KEV and QCD Kqcp correction factors defined as

LO EW NLO EW

- (on
_ YNNLO QCD ew _ 7LOQCD
Kocp = — 55w d K™% = —omw (14)
LO QCD LO QCD

This assumes that the fractional higher-order EW corrections, quantified by KEW, are the same for all

orders of QCD. They thus can be determined based on LO QCD Drell-Yan cross-section calculations.

The alternative additive approach assumes the absolute contribution of the EW correction to be independ-
ent of the order of the underlying QCD calculation. Thus the relative fraction of the higher-order EW
corrections is different for each order of QCD by (KEW — 1)/Kqcp. The combination of QCD and EW
calculations then proceeds as

KW -1
NLOEW _ _LOEW NLOEW _ LOEW ) _ _LOEW
ONNLO QcD = INNLO QcD (O_LO Qcb ~9Lo QCD) = ONNLOQCD (1 " Kqcp |- (15)

The central value of the combined NNLO QCD and NLO EW prediction is taken from the additive ap-
proach, which is also implemented in FEWZ [28]. The corrections to be applied to the NNLO QCD
fiducial cross sections according to Eq. (15) are about —0.4% and —0.3% for the W* and W~ chan-
nels, respectively. For the neutral-current channels, those corrections are +6%, —0.3% (—0.4%) and
—0.5% (—1.2%) for the central (forward) selection in the low-mass, Z-peak and high-mass regions of
mye, respectively. The corrections are calculated separately for each measurement bin, but they depend
only weakly on 7, and y,, for the CC and NC case, respectively.

4 Combined higher-order @ - as corrections to resonant W, Z production were recently considered in Ref. [106]. Another
approach to combine NLO QCD and NLO EW effects, using the Powheg method, has been presented in Refs. [107-109].
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The differences between the additive and factorized approaches are in general found to be small and
significantly smaller than the experimental uncertainty of the results presented in this paper. They are at
most 0.3 — 0.9% for the low-mass m., = 46-66 GeV region for the NC case with larger effects observed
at central rapidity. In the forward Z-peak phase space, they extend to 0.4%. In all other regions of phase
space, the effect is < 0.1%. These differences are taken as a systematic uncertainty applied symmetrically
to the central value obtained using the additive approach.

Additional two-loop EW corrections for the leading contributions are calculated using MCSANC for the
NC case [111]. This correction is found to be < 0.1% everywhere except for the region m. = 46—66 GeV,
where it reaches (—0.62 = 0.15)%.

The radiation of real (on-shell) W and Z bosons is very small for the considered phase space [112] and
neglected. An important background to the NC process outside the Z-boson mass region arises from
photon-induced dileptons, yy — ¢€. This contribution is calculated including NLO effects for the fiducial
phase space with the MCSANC [104] program and subtracted from the unfolded data. The calculation
uses the average of the two available MRST2004qed [113] predictions for the photon PDF as the central
value and half the difference as an uncertainty estimate. The size of the photon-induced contribution is
about 1.5% in the low and high mg, bins, while it is negligible (< 0.1%) at the Z peak. Due to large
uncertainties on the photon PDF, the fractional uncertainties are at the level of 30-50%.

6.1.3 Methodology of PDF profiling

The impact of new data on a given PDF set can be estimated in a quantitative way with a profiling
procedure [36, 37]. The profiling is performed using a y? function which includes both the experimental
uncertainties and the theoretical ones arising from PDF variations:

2
N, exp th exp th
o [(ri =0 (1 =257 Djexp = 2k Vikbk,th)]

2
Ai

Xz(gexps [;th)

i=1
Nexp.sys Nth.sys

DBt D bl (16)
j=1 k=1

This y? function resembles the one used for the combination, described in Section 5.4. The index i runs
over all Ny, data points. The measurements and the theory predictions are given by o‘?Xp and O'Eh, respect-
ively. The correlated experimental and theoretical uncertainties are included using the nuisance parameter
vectors 5exp and by, respectively. Their influence on the data and theory predictions is described by the
matrices y?}‘p and 752, where the index j (k) corresponds to the Nexp sys experimental (N sys theoretical)
nuisance parameters. Both the correlated and uncorrelated systematic uncertainties are treated as multi-
plicative. The estimation of the statistical uncertainties is protected against statistical fluctuations in data
using the expected rather than the observed number of events and the denominator is hence calculated as

+

2
2 2 exp _th th
A} = 60 P+ (Srunco) (17)

2
j’k,
nuisance parameters, is later also referred to as the “correlated” contribution. The y? function of Eq. (16)
can be generalized to account for asymmetric uncertainties, as described in Ref. [37].

The contribution to the y? from the two sums over b%,, which implement the +1¢ constraints of the
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The value of the y? function at its minimum provides a compatibility test of the data and theory. In addi-
tion, the values of the nuisance parameters at this minimum, bmt‘lr:, can be interpreted as an optimization
(“profiling”) of PDFs to describe the data [36]. The profiled central PDF set f; is given by

+ - _ 9 2
fo—fo+Zb;T§§(fk fk) ()’ (M)} as)

2
where f; is a short notation for the original central PDFs of each parton flavour, fy = xf(x, 0?), and
fi represent the eigenvector sets corresponding to up and down variations. For the LHAPDF6 [84]
parameterizations, fp and f* are given as data tables at fixed x, Q? grid points. Equation (18) is a parabolic
approximation of the PDF dependence close to the central value, e.g. for a single nuisance parameter,
taking the values by, = +1, —1, 0, the values of f(; are fé = f*, f~, fo,respectively.

The profiled PDFs fj have reduced uncertainties. In general, the shifted eigenvectors are no longer
orthogonal and are transformed to an orthogonal representation using a standard procedure [96], which
can be extended to asymmetric uncertainties. The profiling procedure used in this analysis is implemented
in the xFitter package [114]. The y? function used in the analysis takes into account asymmetric PDF
uncertainties.

The profiling procedure quantifies the compatibility of a data set with the predictions based on a PDF
set and estimates the PDF sensitivity of the data set. However, the results of profiling are only reliable
when the prediction is broadly consistent with the data within the PDF uncertainties because of the ap-
proximation involved in Eq. (18), and the profiling cannot act as a substitute for a full QCD fit analysis.
A second caveat is that the y? tolerance criteria, which many global PDF analyses use [115], are different
from the Ay? = 1 employed in the profiling. Thus the impact of the data in a full PDF fit pursued by those
groups may differ from the result of a profiling analysis as outlined here. Profiling results are presented
below for the PDF sets ABM12, CT14, MMHT2014, NNPDF3.0 (Hessian representation [116]), and
ATLAS-epWZ12.

6.2 Integrated cross sections and their ratios

The combined integrated cross sections in the fiducial phase space are shown in Figure 19. NNLO QCD
predictions with NLO EW corrections based on the ABM12, CT14, HERAPDF2.0, JR14, MMHT2014,
NNPDF3.0 PDF sets are compared to the data. The central values and their uncertainties for these PDF
sets are provided in Table 16 together with the combined measurements reported before in Table 7.

The two-dimensional presentation is particularly instructive, as it conveys both the values and correla-
tions of both the measurements and predictions. The cross-section calculations are performed with the
DYNNLO program as described in Section 6.1. All experimental and theoretical ellipses are defined such
that their area corresponds to 68% CL.>

Correlations between the predicted cross sections are evaluated from individual error eigenvectors in
each PDF set. The spread of the predictions as well as the size of the individual PDF uncertainties are
significantly larger than the uncertainty of the data. The measurements are seen to discriminate between
different PDF choices and to provide information to reduce PDF uncertainties. As seen in Figure 19, the

5 This implies that the projections onto the axes correspond to 1.52 times the one-dimensional uncertainty. This is the same
convention as chosen in Refs. [1, 7]. However, in the literature one may find an alternative definition, where the size of ellipses
reflect the one-dimensional uncertainties when projected on the axes [117].
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sets are shown with open symbols of different colours. The uncertainties of the theoretical calculations correspond

to the PDF uncertainties only.

fid

fid

fid

fid

PDF set Ty yery [PP] 0y [P 0 e, [PD] 07 [PDI
ABM12 2949 + 35 1952423 4900+57  490.8+5.7
77 46 120 11
CT14 285017 1918+ 47704130 481* 11
HERAPDF2.0 ~ 3001*% 199673} 5000%55° 49756
JR14 2909} 1936%5° 4845%33 4844 +£22
49 30 75 7.4
MMHT2014 28829 193743 4819*73 48573
NNPDF?3.0 2828 + 59 1881 + 41 470999  4722+72
Data 2947 £ 55 1964 37 491192 502.2+9.2

Table 16: Predictions at NNLO QCD and NLO EW as obtained with DYNNLO 1.5 for the integrated fiducial cross
sections. The given uncertainties correspond to PDF uncertainties only and are evaluated following the different
prescriptions of the PDF groups. The measured cross sections as reported before in Table 7 are shown in the last
row with their total uncertainties.

PDF sets CT14, MMHT2014 and NNPDF3.0 give predictions that are lower for both the W* and the W~
cross sections, a trend that is also observed for the Z/y* cross section.

The ratios of the combined fiducial cross sections, presented before in Table 8, are compared in Figure 20
to NNLO QCD predictions based on various PDF sets. It is observed that the measured W* /W™ ratio is
well reproduced, but, as already seen in the correlation plots above, all PDF sets predict a higher W/Z
ratio than measured in the data.
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6.3 Rapidity distributions
6.3.1 W* and W~ cross sections

Differential cross sections as a function of lepton pseudorapidity in W — ¢v decays, for both W* and W™,
are shown in Figure 21 and compared to NNLO perturbative QCD predictions, including NLO EW cor-
rections. The predictions with the ABM12 PDF set match the data particularly well, while the predictions
of NNPDF3.0, CT14, MMHT14 and JR14, tend to be below and the HERAPDF2.0 set slightly above the
W cross-section data. For many PDF sets, the differences, however, do not exceed the luminosity uncer-
tainty of 1.8% by a significant amount. Different groups producing PDF sets make different choices in
their evaluation of uncertainties. For example, the JR14 set is less consistent with these data even though
it is somewhat closer to the data than the NNPDF3.0 set, which quotes much larger uncertainties than
JR14.

The measurements of W+ and W~ cross sections as a function of 7, are used to extract the lepton charge
asymmetry
= dow. /dlne| — dow-/dIne|
dow /dinel + dow-/dinel”
taking into account all sources of correlated and uncorrelated uncertainties.

19)

Figure 22 shows the measured charge asymmetry and the predictions based on various PDF sets. The
experimental uncertainty ranges from 0.5% to 1%. Most of the predictions agree well with the asymmetry
measurement, only CT14 somewhat undershoots the data. The NNPDF3.0 set, which uses W* asymmetry
data from the CMS Collaboration [19, 20], matches the ATLAS data very well, even within its very small
uncertainties. On the other hand, these predictions are in general 3—-5% below both the measured W* and
W~ differential cross sections. This highlights the additional information provided by precise, absolute
differential measurements with full uncertainty information, including the correlations, as compared to
an asymmetry measurement.
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Figure 21: Differential dow. /d|n.| (left) and dow_/d|n| (right) cross-section measurement for W — {v. Predic-
tions computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared to
the data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced
within each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty
and the statistical uncertainty of the calculation.
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Figure 22: Lepton charge asymmetry A, in W — {v production as a function of the lepton pseudorapidity |r.|. Pre-
dictions computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared
to the data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced
within each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty
and the statistical uncertainty of the calculation.
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Figure 23: Differential cross-section measurement do/d|y.| for Z/y* — €€ in the Z-peak region, 66 < my <
116 GeV, for central (left) and forward rapidity values (right). Predictions computed at NNLO QCD with NLO EW
corrections using various PDF sets (open symbols) are compared to the data (full points). The ratio of theoretical
predictions to the data is also shown. The predictions are displaced within each bin for better visibility. The
theory uncertainty corresponds to the quadratic sum of the PDF uncertainty and the statistical uncertainty of the
calculation.

6.3.2 Z/y* cross sections

Differential Z/y* — ¢€ cross-sections, as a function of the dilepton rapidity, are shown in Figures 23
and 24, and compared to NNLO perturbative QCD predictions, including NLO EW corrections. The
predictions are evaluated with various PDF sets. At the Z peak, where the highest precision is reached for
the data, all predictions are below the data at central rapidity, |ys,| < 1, but least for the HERAPDF2.0 set,
which quotes the largest uncertainties. In the forward region, the PDFs agree well with the measurement,
which, however, is only precise to the level of a few percent and thus not very sensitive to differences
between PDFs. In the low mass Z/y* — €€ region, Figure 24, several of the PDF sets exhibit a different
rapidity dependence than the data although being mostly consistent with the measurement. This also
holds for the central rapidity region at high mass, 116 < m¢; < 150 GeV. The precision of the data in the
forward region at high mass is too low to allow discrimination between the various PDF sets, all of which
reproduce the measured rapidity dependence within the quoted uncertainties.

6.4 PDF profiling results

Using the profiling technique introduced in Section 6.1, the agreement between data and predictions can
be quantitatively assessed. Table 17 provides y?/n.d.f. values for each Drell-Yan data set and a number
of PDFs, taking into account the experimental uncertainties, and also including the uncertainties provided
by the individual PDF sets. Including the full PDF uncertainties, a satisfactory description of the data is
achieved with the CT14 PDFs, where the y?/n.d.f. is similar to the dedicated PDF analysis presented in
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Figure 24: Differential cross-section measurement do/dly..| for Z/y* — €€ in the central-rapidity low-mass region
(left), the central-rapidity high-mass region (middle), and the forward-rapidity high-mass region (right). Predictions
computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared to the
data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced within
each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty and
the statistical uncertainty of the calculation.

Data set ndf. ABMI2 CTI4 MMHTI4 NNPDF3.0 ATLAS-epWZI2
W* =ty 11 1121 10126 11137 1118 12115
W= 7 11 12120 8.9]27 8.1131 12]19 7.8]17
Zy* — €€ (mgr = 46 — 66 GeV) 6 1721 11130 18124 21122 28136

Zy* — € (mge = 66 — 116 GeV) 12 24)51 1666 20116 14]109 18126
Forward Z/y* — €€ (mg; = 66 — 116 GeV) 9 7.319.3 10/12 12113 14/18 6.8[7.5
Z/y* =