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Abstract: The recognition of logistics objects is an essential prerequisite for the optimization of 
operational logistics processes and can be performed among others via image-based methods. 
However, the lack of available data for training domain-specific recognition models remains a 
practical problem. For this reason, we present an approach to solving this problem. The core principle 
of our approach is the automated generation of image data from 3D models, in which the appearance 
of the objects varies through variations of different parameters. The first results are promising: 
Without any real image data, we have created a neural network for recognition of real objects with a 
recall quality of 86%. 
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1. INTRODUCTION 
 
The recognition of logistics objects is an essential prerequisite for the optimization of 
operational logistics processes. Image-based object recognition has evolved enormously in 
recent years due to the emergence of deep neural networks [13]. Databases with training 
data as well as pre-trained neural networks are available for different applications scenarios, 
e.g. the YOLO v2 deep neural network for real-time object detection [19]. Moreover, 
advanced but easy to use deep learning software such as TensorFlow is available [1]. From 
a perspective of identifying logistics objects, the question arises whether identification can 
be performed either based on pre-trained networks or by means of training based on 
existing image databases. This question can be answered as follows: Although the number 
of training data and networks is constantly increasing, the resulting models are not always 
sufficient for domain-specific applications in logistics. In Figure 1 a simple example is 
shown. Here, the YOLO v2 deep neural network was used for object detection. Although 
the network is applicable without any model adjustment for monitoring parking areas and 
people detection for transshipment monitoring, it cannot be used directly for detection of 
forklifts (see Figure 1). 

Therefore, if objects need to be recognized that were not represented in the training data 
set, training and test data for these objects must be collected first. Afterwards, neural 
networks can be built. Since usually a lot of (several thousand or more) data samples 
(images) per object are necessary for the training process, the time-consuming creation of 
the training data set is a significant problem in this context. Approaches to solving this 
problem include transfer-learning [18] and data augmentation [16]. Transfer learning 
reduces this problem by using a small amount of training data to adapt a pre-trained 

1 Otto von Guericke University Magdeburg 
hagen.borstell@ovgu.de 
Germany 
2 Viaboxx GmbH 
jan.nonnen@viaboxx.de 
Germany 

This paper is a secondary publication of the article presented at the COMEC 2019 conference in Cuba, published 
with the permissions of the organization board of the conference and the authors. 

                                                

https://doi.org/10.32971/als.2019.010


38                                                       Hagen Borstell˗Jan Nonnen 

network to a specific application domain. Data augmentation reduces this problem by 
artificially extending the training data through a series of image transformations. However, 
a considerable effort remains for data collection. For this reason, we present an approach to 
support the training of neural networks with simulated image data that can be generated 
automatically. 
 

   
Figure 1. The detection result of logistics applications scenarios based on the YOLO v2 deep 

neural network [19]: (left) Good performance in car detection for parking lot monitoring, (middle) 
Good performance in people detection for transshipment monitoring, (right) Bad performance in 

forklift detection for transshipment monitoring. 

2. RELATED WORK 
 
Image-based objects detection can contribute to various application fields of logistics, such 
as traceability and trackability, occupancy detection of storage and traffic areas, security 
and protection of infrastructure, manual picking and packing, or automation of material 
handling systems [5]. From a methodological point of view, image-based object recognition 
can be differentiated according to the type of feature generation (and selection) and feature 
evaluation within the classification procedure. In a classical approach features (or rules) are 
generated manually and evaluated regarding a certain class either via neural networks, 
statistical methods such as the k-nearest-neighbor-algorithm, or rule-based methods [6]. 
Since feature generation and selection play a decisive role, much research has been carried 
out in this area [11]. In the field of image-based object recognition, the advent of 
convolution neural networks with automated feature generation has resulted in an enormous 
increase in the performance of classifiers [2]. This has opened up new areas of application 
in logistics as well, such as the monitoring of parking lots [3], packaging processes [15], or 
picking processes [9]. Since the generation of data for the creation of algorithmic models 
for image-based object recognition and detection is time-consuming, researchers have 
begun to address simulation of image data to support the development of image-based 
monitoring systems. Thamer & Weimar used simulated 3D data in order to support the 
development of automated handling processes [22]. Borstell & Reggelin (2019) have 
embedded the simulation of image data into a virtual commissioning framework to support 
design, implementation, and testing of image processing algorithms for logistics application 
scenarios. Regarding convolution neural networks, first attempts have been made to use 
simulated image data. Li et al. [14] proposed a virtual image data set for traffic vision 
research. Sarkar, Varanasi, and Stricker [20] examined the usage of non-photorealistic 3D 
CAD models for real-world object detection. 
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3. RESEARCH FRAMEWORK 
 
The core principle of the research framework, shown in Figure 2, is the automated 
generation of image data from 3D model libraries, in which the appearance of the objects 
varies through variations of parameters such as illumination, rotation, material properties. 
 

 
Figure 2. Research Framework 

Tools such as Blender [4], Unity [23] or Gazebo [12] can be used for this purpose. Within 
these tools, the rendering process can be automated via programming languages such as 
Python or C#. As an example, various positions of the rendering device can be generated in 
Blender (see Figure 3, top). In the same way, other properties of the objects or scene can be 
automatically adjusted in the animation sequence. This way multiple images with different 
properties of the objects can be rendered with one animation procedure (see Figure 3, 
bottom). The generated images form image databases, which can be used for the creation of 
neural networks or for the adaption of pre-trained neural networks. This idea assumes that 
essential image characteristics of the real objects are also represented to a certain degree by 
the virtual objects. 
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Figure 3. (Top) Automated rendering in Blender, adapted based on http://thoro.de/page/3dnp-

introduction-en, (bottom) Example rendering results. 

A variety of tools and libraries are available for training neural networks [8]. In our 
framework, we use Keras with Tensorflow backend [7] for this purpose. The simple 
creation of models using Keras and the strengths of TensorFlow, including evaluation tools 
such as TensorBoard, led to this selection. When using simulated data for training a neural 
network, which is later applied to real data, one faces the problem of training and testing 
with different distributions. A strategy to mitigate this problem is to use a small amount of 
data of the target distribution [17]. Another strategy could be to achieve a maximum degree 
of reality of simulated data. As shown in Figure 2, our approach also integrates the ideas of 
transfer learning. In this regard, the aim is to examine how existing networks can be 
adapted to domain-specific tasks using virtual data. In a nutshell, various strategies for 
applying models exist and will be considered in research: 

1) Creating a network from scratch or using a pre-trained neural network directly to 
classify objects (based on real images) 

2) Adapting network type (1) by using simulated image data 
3) Fine-tuning network type (2) by using real image data 
4) Creating a neural network from scratch by using simulated image data 
5) Fine-tuning network type (4) by using real image data 
6) Creating a neural network from scratch by using real and simulated image data in 

a mix 
 
The first strategy should be applied if either enough real images are available to train a 
neural from scratch or a pre-trained network is already available, e.g. YOLO v2 deep neural 
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network [19] for parking lot monitoring. If this is not the case, the strategies with simulated 
image data can provide a possible solution. Currently, only a small amount of data is 
available regarding these strategies and therefore have to be generated first. Various 
research questions arise in this context: 

• With what level of detail images have to be simulated in order to achieve 
sufficient model performance? 

• Which performance can be achieved by the different strategies of using simulated 
image data in order to detect logistics objects? 

• How can the best strategy for the development of a model be selected for a given 
application scenario? 

 
These questions are to be clarified within the framework of the research on the basis of 
logistics application scenarios in the future. 
 
4. INITIAL EVALUATION AND EARLY FINDINGS 
 
As a first research step within the research framework, we used a picking and packing 
scenario in mail-order business. In addition to the basic designing, implementation and 
testing of the components of the research framework, the objective of this application 
scenario was to gain initial findings regarding the simulation of image data in a field with 
practical relevance (Figure 4). 
 

 
Figure 4. Application scenario: Picking and packing in mail-order business 

In this test scenario, six different types of goods in the picking and packing process are to 
be recognized. It is assumed that no image data is available to train the models, but only 
information about the geometry and appearance (e.g. color, texture) of the objects to be 
recognized. This assumption seems to be valid and reasonable, as users often have no visual 
data available about their objects, but these are often available via product databases or 
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design drawings. Based on this information, textured 3D models of the six objects were 
created. The rendering process has been automated and thus images from different 
directions have been rendered with different light sources and different background (see 
Figure 3). 

 
Figure 5. (left) Network structure, (right) Data, classes, and learning curves 
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To generate models for the recognition of objects in images, neural networks with 
convolution layers are particularly suitable. The concrete structure (number and type of 
layers) of the network with convolutional layers depends on various factors such as the 
number of data records, the number of classes and the available computational resources. 
The structure of the neural network can range from simple sequential structures with few 
convolution layers to complex structures such as the Inception network [21] or residual 
neural networks [10]. In our early experiments, we initially used very basic convolutional 
networks with two or three convolutional layers, supported by layers to avoid overfitting 
(Batch normalization, dropout, pooling) and to achieve a certain level of robustness to 
deviations of scale or orientation (pooling). An example is shown in Figure 5 (left). Here, a 
convolutional neural network, fed by images of size 128x128x3 (i.e. three-channel color 
images of size 128x128 pixels) and with two convolutional layers and one fully-connected 
layer, is shown. In this example, the network was trained with 12096 virtual images to 
recognize objects regarding six classes: book, coffee, medicine, mug, tea, beans. The 
training and validation dataset was created by a split of 0.8/0.2. In Figure 5 (right), the 
training process is shown. Both the training loss and the validation loss are continuously 
reduced and reach their minima after 100 epochs. 

An accuracy of 100% is achieved. However, since real images are used in the recall, a 
lower recognition rate can be expected due to the different distribution of the image 
characteristics during training (virtual data) and recall (real data). This property is 
associated with the term data mismatch. To examine the effects of data mismatch, we have 
applied the trained neural network to real data. For this purpose, we have captured 100 
images per class with two different cameras in the scenario described above. The results are 
shown in Figure 6. We achieved an overall recall quality of 86%. This initially confirms the 
viability of the concept. However, we have also observed problems when the number of 
classes becomes too high or when there is too little shape or texture information for the 
virtual images to be created. 
 

 
Figure 6. (left) Classification result of real images with a CNN that was created without any real 

images: (left) Confusion matrix, (right) Class performance 
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5. CONCLUSIONS 
 
The recognition of logistics objects is an essential prerequisite for the optimization of 
operational logistics processes. Image-based object recognition has evolved enormously 
through the advent of convolutional neural networks, but the lack of available data for 
training domain-specific networks remains a practical problem. As shown in the paper, the 
usage of simulated image data can be a solution approach. The first results are promising: 
Without any real image data, we have created a neural network for classifying real objects 
by rendering simulated images with 3D software using geometry and texture information 
that could be available in product databases, for example. Within the presented research 
framework, however, further research is now necessary in order to further automate and 
generalize the processes. In particular, research questions have to be answered regarding 
the necessary degree of detail of the image data to be simulated. With the knowledge and 
methods resulting from this, service-oriented solutions for the automated creation of neural 
networks for specific object classes in specific application scenarios could be developed. 
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