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WIGNER’S THEOREM ON GRASSMANN SPACES

GYÖRGY PÁL GEHÉR

Abstract. Wigner’s celebrated theorem, which is particularly important in
the mathematical foundations of quantum mechanics, states that every bijec-
tive transformation on the set of all rank-one projections of a complex Hilbert
space which preserves the transition probability is induced by a unitary or
an antiunitary operator. This vital theorem has been generalised in various
ways by several scientists. In 2001, Molnár provided a natural generalisa-
tion, namely, he provided a characterisation of (not necessarily bijective) maps
which act on the Grassmann space of all rank-n projections and leave the sys-
tem of Jordan principal angles invariant (see [20] and [17]). In this paper we
give a very natural joint generalisation of Wigner’s and Molnár’s theorems,
namely, we prove a characterisation of all (not necessarily bijective) transfor-
mations on the Grassmann space which fix the quantity TrPQ (i.e. the sum of
the squares of cosines of principal angles) for every pair of rank-n projections
P and Q.

1. Introduction and statement of the main result

Let H be a complex Hilbert space and I stand for the identity operator. If n
is a positive integer, then we denote the set of all rank-n (self-adjoint) projections
by Pn(H). This space can be naturally identified with the Grassmann space of
all n-dimensional subspaces of H using the map P 7→ ImP . In case when n = 1,
we get the usual projective space that represents the set of all pure states of a
quantum system. For P,Q ∈ Pn(H) let us call the quantity TrPQ the transition
probability between the two projections. If n = 1, then this is a commonly used
notion in quantum mechanics, furthermore, TrPQ = cos2 ϑ where ϑ is the angle
between ImP and ImQ. Wigner’s theorem characterises symmetry transformations
of P1(H) that respect the transition probability, or equivalently, that leave the
angle invariant. However, this theorem can be significantly improved, namely, we
can drop the bijectivity assumption and have a similar conclusion.

Theorem 1 (E.P. Wigner, see [28], or [9, 20, 27]). Let φ : P1(H) → P1(H) be a
(not necessarily bijective) transformation which satisfies

Trφ(P )φ(Q) = TrPQ (P,Q ∈ P1(H)).

Then φ is induced by either a linear or a conjugatelinear isometry V : H → H, i.e.

φ(P ) = V PV ∗ (P ∈ P1(H)).

The above result is commonly referred to as the optimal version of Wigner’s
theorem. Various generalisations of this essential result have been provided, we
only mention a few of them [2, 4, 5, 10, 12, 16, 17, 18, 20, 23, 24, 25, 26]. This short
note is particularly concerned with Molnár’s generalisation which we explain now.
Assume that n > 1 and P,Q ∈ Pn(H), then the principal angles between P and Q
are the arcuscosines of the n largest singularvalues of PQ ([1, Exercise VII.1.10],
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[15, Problem 559]). The system of all principal angles is denoted by ∡(P,Q) :=
(ϑ1, . . . ϑn) where π

2 ≥ ϑ1 ≥ ϑ2 ≥ · · · ≥ ϑn ≥ 0. The origin of the notion goes
back to Jordan’s work [13] and has serious applications, see e.g. [7, 11, 14, 21, 22].
Molnár proved the following.

Theorem 2 (L. Molnár, [17, 20]). Let dimH > n ≥ 2 and φ : Pn(H) → Pn(H) be
a (not necessarily bijective) transformation that satisfies

∡(φ(P ), φ(Q)) = ∡(P,Q) (P,Q ∈ Pn(H)). (1)

Then either φ is induced by a linear or a conjugatelinear isometry V : H → H, i.e.

φ(P ) = V PV ∗ (P ∈ Pn(H)),

or we have dimH = 2n and

φ(P ) = I − V PV ∗ (P ∈ Pn(H)).

As it was revealed in a personal conversation, Molnár’s original desire was to
prove a more general result. Namely, note that by the two projections theorem
([3, 8, 10]) we have TrPQ =

∑n

j=1 cos
2 ϑj , therefore if φ satisfies (1), then it

automatically preservers the transition probability as well (see (2) below). Actually,
in the first few steps of the proof of Theorem 2 Molnár used only this weaker
property, although, there is a point where the methods start to heavily rely on (1).

The aim of the present paper is to provide this missing result which is stated
below, and hence giving a very natural joint generalisation of the Wigner and
Molnár theorems.

Main Theorem. Let dimH > n ≥ 2 and ϕ : Pn(H) → Pn(H) be a (not necessarily
bijective) map which preserves the transition probability, that is

Trϕ(P )ϕ(Q) = TrPQ (P,Q ∈ Pn(H)). (2)

Then either ϕ is induced by a linear or conjugatelinear isometry V : H → H, i.e.

ϕ(P ) = V PV ∗ (P ∈ Pn(H)), (3)

or we have dimH = 2n and

ϕ(P ) = I − V PV ∗ (P ∈ Pn(H)). (4)

We point out that all the above three theorems hold for real Hilbert spaces as
well and their proofs are almost the same, even simpler, as in the complex case.
We present the proof of the Main Theorem in the next section.

Let us note that (2) is equivalent to the following property

‖ϕ(P )− ϕ(Q)‖HS = ‖P −Q‖HS (P,Q ∈ Pn(H)), (5)

where ‖ · ‖HS denotes the Hilbert-Schmidt norm. Therefore our result describes
the general form of not necessarily surjective isometries of the Grassmannian with
respect to this special norm. We mention that recently two papers [2, 10] have been
published about the same problem for the case of the operator norm. However, the
characterisation of non-bijective isometries of Pn(H) with respect to the operator
norm is still an open problem in the case when dimH = ∞. We hope that our
proof gives some additional insight into that problem as well.
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2. Proof of Main Theorem

Let Fs(H) be the set of all finite-rank self-adjoint operators on H . We begin
with stating a lemma which is a trivial consequence of [19, Lemma 2.1.5] and [20,
Lemma 1], and which was crucial in [20], as well as here.

Lemma 1 (L. Molnár). If ϕ satisfies the conditions of Main Theorem, then it has
a unique real-linear extension Φ: Fs(H) → Fs(H) which is injective and satisfies

TrΦ(A)Φ(B) = TrAB (A,B ∈ Fs(H)). (6)

An immediate consequence of Lemma 1 is that if dimH <∞, then Φ is a home-
omorphism, moreover, by the domain invariance theorem ϕ is a homeomorphism as
well. We call two rank-n projections P and Q adjacent if dim(ImP ∩ImQ) = n−1,

or equivalently, if rank(P − Q) = 2, and in this case we use the notation P
a∼ Q.

Note that P
a∼ Q implies P 6= Q. It is apparent by the two projections theorem

that P
a∼ Q if and only if ∡(P,Q) contains exactly one non-zero angle.

From now on, we will distinguish two different cases.

2.1. The 2n-dimensional case. Here we will utilise the following special case of
Chow’s fundamental theorem of geometry of Grassmann spaces.

Theorem 3 (W.-L. Chow, see [6], or [10]). Let dimH = 2n and φ : Pn(H) →
Pn(H) be a continuous bijection which preserves adjacency in both directions, i.e.

φ(P )
a∼ φ(Q) ⇐⇒ P

a∼ Q (P,Q ∈ Pn(H)).

Then there exists a linear or conjugatelinear bijection A : H → H such that either

Imφ(P ) = A(ImP ) (P ∈ Pn(H)), (7)

or

Imφ(P ) = (A(ImP ))
⊥

(P ∈ Pn(H)). (8)

In the general version of Chow’s theorem continuity is not assumed, however,
then A can be a non-continuous semilinear bijection as well. That version also
covers the 2n < dimH <∞ case where the conclusion (8) is of course excluded.

Next, we introduce some technical notions. Let us call P and Q ∈ Pn(H)

orthogonal adjacent if P
a∼ Q and ϑ1 = π

2 , in notation P
⊥a∼ Q. Similarly, P,Q ∈

Pn(H) are said to be non-orthogonal adjacent if P
a∼ Q and ϑ1 <

π
2 , in notation

P
6⊥a∼ Q. For any k ∈ N, subspace M , and P,Q ∈ Pk(M) we define the set

A(k)
P,Q = {R ∈ Pk(M) : P +Q−R ∈ Pk(M)} .

We will show that ϕ preserves non-orthogonal adjacency in both directions in which

the following topological characterisation of the relation
6⊥a∼ plays a crucial role.

Lemma 2. Suppose that P,Q ∈ Pn(H). Then A(n)
P,Q is a one-dimensional (real)

manifold if and only if P
6⊥a∼ Q.

Proof. Clearly, we have A(n)
P,P = {P}, therefore from now on we may assume that

P 6= Q. Let us first investigate the case when P
a∼ Q. Then P and Q can be
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represented by the following block-matrices with respect to the orthogonal decom-
position H = M1 ⊕M2 ⊕M3 where M1 = ImP ∩ ImQ, M1 ⊕M2 = ImP + ImQ,
dimM1 = dimM3 = n− 1, dimM2 = 2 and p, q ∈ P1(M2):

P =





In−1 0 0
0 p 0
0 0 0n−1



 and Q =





In−1 0 0
0 q 0
0 0 0n−1



 .

Suppose that R ∈ A(n)
P,Q and set S = P +Q−R ∈ Pn(H). Since we have

‖Rx‖2 + ‖Sx‖2 = 〈(R+ S)x, x〉 = 〈(P +Q)x, x〉 = 2‖x‖2 (x ∈M1)

and

‖Rx‖2 + ‖Sx‖2 = 〈(R + S)x, x〉 = 〈(P +Q)x, x〉 = 0 (x ∈M3),

we immediately infer M1 ⊆ ImR ∩ ImS and M3 ⊆ kerR ∩ kerS. Thus the block-
matrix representations of R and S in the decomposition H =M1 ⊕M2 ⊕M3 are

R =





In−1 0 0
0 r 0
0 0 0n−1



 and S =





In−1 0 0
0 s 0
0 0 0n−1



 ,

where r, s ∈ P1(M2), whence we easily conclude the following:

A(n)
P,Q =











In−1 0 0
0 t 0
0 0 0n−1



 : t ∈ A(1)
p,q







.

In particular, A(n)
P,Q and A(1)

p,q are homeomorphic.

Next, we investigate the set A(1)
p,q, where p 6= q. We shall represent elements of

FS(M2) by 2×2 Hermitian matrices. If p + q = I2, i.e. P
⊥a∼ Q, then obviously

A(1)
p,q = P1(M2), hence A(n)

P,Q is a two-dimensional manifold. Suppose that p+q 6= I2,

i.e. P
6⊥a∼ Q, then applying unitary similarity we may assume without loss of

generality that p + q =

(

s 0
0 2− s

)

where 0 < s < 1. Since for any r ∈ P1(M2)

we have Tr (p + q − r) = 1, we infer that r ∈ A(1)
p,q if and only if p + q − r is

singular. But this holds exactly when I2 − (p+ q)−1r is singular, that is equivalent
to Tr (p + q)−1r = 1, since (p + q)−1r is of rank one. Therefore an Hermitian

2× 2 matrix A =

(

a11 a12
a21 a22

)

belongs to A(1)
p,q if and only if TrA = a11 + a22 = 1,

Tr (p+ q)−1A = a11

s
+ a22

2−s
= 1 and A is of rank 1. Observe that the two equations

immediately yield a11 = s
2 and a22 = 2−s

2 , and since A has rank one, we also

obtain a12 = a21 =

√
(2−s)s

2 eit with a real number t. This implies that A(1)
p,q is a

one-dimensional manifold, and therefore so is A(n)
P,Q.

Finally, let us suppose that P 6= Q and P 6 a∼ Q. Then there is an orthogonal
decompositionH = H1⊕· · ·⊕Hn such that dimHj = 2 for every j and that we have
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the following block-diagonal representations where pj , qj ∈ P1(Mj) (j = 1, . . . n):

P =











p1 0 . . . 0
0 p2 . . . 0
...

...
. . .

...
0 0 . . . pn











and Q =











q1 0 . . . 0
0 q2 . . . 0
...

...
. . .

...
0 0 . . . qn











.

Observe that pj 6= qj holds for at least two indices and that we obviously have




























t1 0 . . . 0
0 t2 . . . 0
...

...
. . .

...
0 0 . . . tn











: tj ∈ A(1)
pj ,qj



















⊂ A(n)
P,Q.

Since the left-hand side is a manifold of dimension at least two, the right-hand side
cannot be a one-dimensional manifold, which completes the proof. �

Utilising Molnár’s lemma we easily obtain the following property:

ϕ
(

A(n)
P,Q

)

= Φ
(

A(n)
P,Q

)

= A(n)
Φ(P ),Φ(Q) = A(n)

ϕ(P ),ϕ(Q) (P,Q ∈ Pn(H)).

Since ϕ is a homeomorphism, we infer the following equivalence-chain:

P
6⊥a∼ Q ⇐⇒ A(n)

P,Q is a one-dimensional manifold

⇐⇒ A(n)
ϕ(P ),ϕ(Q) is a one-dimensional manifold ⇐⇒ ϕ(P )

6⊥a∼ ϕ(Q),

i.e. ϕ preserves non-orthogonal adjacency in both directions. The lower semiconti-
nuity of the rank on Fs(H) yields the following for every P ∈ Pn(H):

{

R ∈ Pn(H) : P
6⊥a∼ R

}−
= {P} ∪

{

R ∈ Pn(H) : P
a∼ R

}

where ·− denotes the closure. Therefore, since ϕ is a homeomorphism, it preserves
adjacency in both directions, which implies that ϕ satisfies either (7) or (8). Finally,
by (2) the map A preserves orthogonality, and thus A must be a scalar multiple of
a unitary or an antiunitary operator which completes the proof of the present case.

Let us make an important observation here. Clearly, every rank-one projection
p ∈ P1(H) can be expressed as a real-linear combination of n+1 rank-n projections

([19, Lemma 2.1.5]), moreover, if this linear combination is p =
∑n+1

j=1 tjPj , then

taking the trace of both sides gives
∑n+1

j=1 tj =
1
n
. Therefore, in case of (4) we have

Φ(p) =

n+1
∑

j=1

tjΦ(Pj) = V





n+1
∑

j=1

tj(I2n − Pj)



V ∗ = 1
n
I2n − V pV ∗ (p ∈ P1(H)),

and similarly, in case of (3) we obtain Φ(p) = V pV ∗ for every p ∈ P1(H).

2.2. The general case. By the following three properties it is apparent that the
case of dimH < 2n follows from the dimH > 2n case: P ∈ Pn(H) holds if and
only if I −P ∈ PdimH−n(H), we have Tr (I −P )(I −Q) = dimH − 2n+TrPQ for
every P,Q ∈ Pn(H), and the following map preserves the transition probability:

ψ : PdimH−n(H) → PdimH−n(H), ψ(P̃ ) = I − ϕ(I − P̃ ) (P̃ ∈ PdimH−n(H)).

Next, assume that dimH > 2n and fix two orthogonal rank-n projections P and
Q. By (2) we obtain that ϕ(P ) and ϕ(Q) are orthogonal as well, and since for
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any R ∈ Pn(H) we have R ≤ P + Q if and only if R ∈ A(n)
P,Q, we easily conclude

ϕ(R) ≤ ϕ(P ) +ϕ(Q). By the observation following the 2n-dimensional case we get
either Φ(p) ∈ P1(H) (p ∈ P1(H), p ≤ P +Q), or ImΦ(p) = Imϕ(P )⊕ Imϕ(Q) (p ∈
P1(H), p ≤ P +Q). Assume for a moment that the second possibility holds. If we
replace in the above method Q by another Q′ ∈ Pn(H) that is still orthogonal to P ,
then we easily obtain ImΦ(p) = Imϕ(P )⊕ Imϕ(Q′) (p ∈ P1(H), p ≤ P +Q′), since
we obviously cannot have Φ(p) ∈ P1(H) for any p ∈ P1(H), p ≤ P . In particular,
we obtain Φ(P1(H)) ∩ P1(H) = ∅, whence we infer that Imϕ(P ) ⊕ Imϕ(Q) must
be the same subspace for every orthogonal pair P and Q, from which we conclude
ImΦ(A) ⊆ Imϕ(P ) ⊕ Imϕ(Q) (A ∈ Fs(H)) that contradicts to the injectivity of
Φ. Therefore we must have Φ(P1(H)) ⊂ P1(H), and finally, (6), Theorem 1 and
the linearity of Φ imply (3).
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