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We determined the parameters of a classical spin Hamiltonian describing an Fe monolayer on
Pd(111) surface with a Pt1−xIrx alloy overlayer from ab initio calculations. While the ground
state of the system is ferromagnetic for x = 0.00, it becomes a spin spiral state as Ir is intermixed
into the overlayer. Although the Dzyaloshinsky–Moriya interaction is present in the system, we will
demonstrate that the frustrated isotropic exchange interactions play a prominent role in creating the
spin spiral state, and these frustrated couplings lead to an attractive interaction between skyrmions
at short distances. Using spin dynamics simulations, we show that under these conditions the
individual skyrmions form clusters, and that these clusters remain stable at finite temperature.

The magnetic skyrmion corresponds to a configuration
where the directions of the spin magnetic moments at
different lattice sites span the whole sphere[1, 2], in con-
trast to collinear ferromagnetic or antiferromagnetic sys-
tems and spin spiral states. Several years after the the-
oretical prediction[3, 4], a lattice of magnetic skyrmions
has first been identified in the chiral magnet MnSi[5].
Since this discovery, skyrmions have been detected exper-
imentally in several other bulk systems; examples include
FeGe[6, 7], FeCoSi[8, 9], Cu2OSeO3[10], GaV4S8[11], and
Co-Zn-Mn alloys[12].

In agreement with the original theoretical
description[4, 13], the appearance of skyrmions in
the above systems was attributed to the Dzyaloshinsky–
Moriya interaction[14, 15] present in noncentrosymmetric
magnets. This chiral interaction competes with the
ferromagnetic exchange and easy-axis anisotropy, and
may lead to a planar spin spiral ground state in the
system[16, 17], which can in turn transform into a
skyrmion lattice at finite external magnetic field.

Since frustrated isotropic exchange interactions may
also stabilize a spin spiral phase, skyrmions could also
be present in such systems at finite external magnetic
field, even if the Dzyaloshinsky–Moriya interaction is ab-
sent due to symmetry reasons. It was shown in Ref. [18]
for a model Hamiltonian with competing ferromagnetic
and antiferromagnetic interactions on a triangular lat-
tice that at least at finite temperature, this is indeed the
case. It was demonstrated later[19–21] that the presence
of an easy-axis on-site anisotropy extends the stability
range of the skyrmion lattice to zero temperature. If
only isotropic exchange interactions are present, Bloch-
type and Néel-type skyrmions with different helicities, as
well as skyrmions and antiskyrmions with opposite topo-
logical charges[19], are energetically degenerate. Fur-

thermore, the magnetization profile of skyrmions with
frustrated exchange interactions is different from that of
skyrmions stabilized by the Dzyaloshinsky–Moriya inter-
action. This leads to an interaction potential between
skyrmions with several local energy minima, while the
interaction between Dzyaloshinsky–Moriya skyrmions is
repulsive at all distances at low temperature[22].

Magnetic skyrmions have also been explored in ultra-
thin film systems such as PdFe bilayer[23] or Fe triple-
layer[24] on Ir(111) surface, and Pt|Co|Ir multilayers[25].
Since bulk inversion symmetry is broken at the surface,
the Dzyaloshinsky–Moriya interaction is present in such
systems; consequently, the theoretical descriptions[26–
29] so far have been based on the conventional model[3,
4]. On the other hand, several recent publications[26, 30,
31] have identified the frustrated isotropic exchange in-
teractions as the driving mechanism behind the creation
of spin spiral ground states in specific ultrathin films.

Due to their size being in the nanometer regime and
the fact that they can be manipulated by relatively weak
spin-polarized currents[32, 33], skyrmions are promis-
ing candidates for future applications in data storage
and logic devices[34–36]. At finite temperature, isolated
skyrmions propagate diffusively on the field-polarized
background[37], and their uncontrolled motion leads to
a loss of information in memory devices. It has been
demonstrated in simulations[32, 38] and experiments[39]
that it is possible to control this diffusive motion by lat-
tice defects.

In this study, we have performed ab initio calcula-
tions on a (Pt1−xIrx)Fe bilayer system on Pd(111) sur-
face to determine the coupling coefficients in a classi-
cal Hamiltonian. We will demonstrate using Landau–
Lifshitz–Gilbert[40] spin dynamics simulations that indi-
vidual skyrmions may be stabilized in the collinear field-
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polarized state of the system under experimentally re-
alizable external magnetic fields. The Dzyaloshinsky–
Moriya interaction is responsible for determining the he-
licity of skyrmions, while the frustrated exchange inter-
actions modify their shape, and lead to an oscillating
skyrmion-skyrmion interaction potential. Our simula-
tions evidence that the short-range attractive interaction
pins the skyrmions next to each other, and the formed
skyrmion clusters are resistant against diffusion processes
at finite temperature.

The classical Hamiltonian describing the magnetic mo-
ments in the Fe layer reads

H =
1

2

∑

i 6=j
SiJijSj +

∑

i

SiKSi −
∑

i

MSiB, (1)

where the unit vectors Si represent the spins, and B
denotes the external magnetic field. The Jij exchange
coupling and the K on-site anisotropy tensors, as well
as the M magnetic moment in Eq. (1) have been de-
termined by combining the screened Korringa–Kohn–
Rostoker method[41, 42] with the relativistic torque
method[43]. For the details of the calculations see the
Supplemental Material[44]. The isotropic exchange in-
teractions Jij = 1

3TrJij represent scalar Heisenberg cou-
plings between the spins; the antisymmetric parts of the
coupling tensors Dα

ij =
1
2ε
αβγJ βγij can be identified with

the Dzyaloshinsky–Moriya vectors[27]. In the sign con-
vention of Eq. (1), Jij < 0 describes ferromagnetic cou-
pling between the spins, while Jij > 0 is antiferromag-
netic.

The Jij isotropic exchange interactions are depicted in
Fig. 1(a). Partially replacing Pt by Ir in the nonmag-
netic overlayer decreases the magnitude of the nearest-
neighbor ferromagnetic exchange interaction, while it
does not influence the antiferromagnetic interactions
with the second and third neighbors considerably. This
means that decreasing the average number of valence
electrons in the overlayer drives the system from the fer-
romagnetic towards the spin spiral state, in agreement
with the results of Ref. [31] for a similar layered system.

In order to determine the ground state of the system,
we have calculated the energies ESS (q) of harmonic spin
spirals with wave vector q, and compared them to the
energy EFM of the ferromagnetic state along the easy
out-of-plane direction. The results are summarized in
Fig. 1(b). For the calculations we have chosen right-
handed cycloidal spin spirals,

Si =
q

|q| sin (qRi) + n cos (qRi) , (2)

where n is the outwards-pointing normal vector of the
bilayer. Since the frustrated isotropic exchange interac-
tions do not influence the rotational plane of the spi-
ral, the energetically preferred right-handed cycloidal
sense was determined by the Dzyaloshinsky–Moriya in-
teractions, in agreement with the C3v symmetry of the

FIG. 1. (Color online) (a) Calculated isotropic exchange in-
teractions Jij in (Pt1−xIrx)Fe bilayer on Pd(111) as a function
of the distance d between the Fe atoms, given in lattice con-
stants of the triangular lattice a. (b) Energy per spin in the
spin spiral state ESS (q) /N as a function of the wave vector
along the [110] direction, relative to the ferromagnetic state
EFM/N . Inset shows a slight anisotropy favoring the [110]
axis over the [211] direction for x = 0.10.

surface[4]. Due to the anisotropy of the system, ESS (q)−
EFM does not converge to zero for harmonic spin spirals
as q → 0, but it approximates the energy of the anhar-
monic spin spirals at finite wave vectors well[30].

Although the ground state of the system is out-of-plane
ferromagnetic for a pure Pt overlayer x = 0.00, the min-
imum of the spin spiral dispersion relation is below EFM
at the higher Ir concentrations displayed in Fig. 1(b).
While the in-plane components of the Dzyaloshinsky–
Moriya vectors prefer the creation of spin spiral states,
they are weakening with increasing Ir concentration; for
numerical values see the Supplemental Material[44]. This
means that in the considered system the increasing frus-
tration of the isotropic exchange interactions, shown in
Fig. 1(a), is responsible for the creation of the spin spi-
ral. For small wave vectors, the anisotropy of the lattice
only has a weak effect on the directional dependence of
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FIG. 2. (Color online) Attractive interaction between
skyrmions for x = 0.10 and B = 4.22T. The field-polarized
state represents the ground state for B > 4.18T[44]. (a) In-
teraction energy between two skyrmions along the [211] and
[110] directions. Squares and circles denote data points, the
interpolated lines are guides to the eye. Inset shows a close-
up of the first minimum. (b) Real-space spin configuration
of two isolated skyrmions (squares, circles) and two interact-
ing skyrmions (line), with the centers of the skyrmions at the
same lattice point in the two cases. Si is the projection of the
vector Si on the [211] line connecting the centers, shown by
arrows in the legend. The colorbar describes the orientation
of the spins in the legend and in Fig. 3.

ESS (q)[21]. However, we note that spirals with wave
vectors along [110] (the nearest neighbors in real space)
are slightly preferred over ones with wave vectors along
[211] (the next-nearest neighbors), as shown in the inset
of Fig. 1(b).

By applying an external magnetic field perpendicularly
to the surface, the system will eventually transform into
a collinear field-polarized state, possibly going through
a skyrmion lattice phase for intermediate field values.
We have observed localized noncollinear magnetic field
configurations in the collinear phase by performing spin
dynamics simulations. Due to the Dzyaloshinsky–Moriya
interaction, skyrmions with topological charge Q = −1
are energetically the most favorable[1], if the magnetiza-
tion of the collinear state is pointing outwards from the
surface. We calculated the interaction energy between
two such skyrmions from numerical simulations, as illus-
trated in Fig. 2. During the simulations, we fixed the spin

at the center of the skyrmions to be antiparallel to the
magnetization of the collinear state, and found the energy
minimum with this constraint by the numerical solution
of the Landau–Lifshitz–Gilbert equation. For x ≥ 0.05,
we found that the interaction energy oscillates while de-
caying. However, only the first local minimum is well
visible in Fig. 2(a) due to the exponential decay[19, 20].
The presence of the local minima is clearly a consequence
of the frustrated isotropic exchange interactions, since
the Dzyaloshinsky–Moriya interaction prefers skyrmions
that repulse each other at all distances; we found this to
be the case for pure Pt overlayer (x = 0.00), where the
frustration of the interactions is the weakest. Note that
the minimum is deeper for skyrmions separated along
the [211] direction compared to the [110] direction; this
means that the preferred direction of nearest-neighbor
bonds between skyrmions is perpendicular to the wave
vector minimizing the spin spiral energies in Fig. 1(b).

Figure 2(b) demonstrates that the oscillation in the
interaction energy is accompanied by an oscillation of
the spin components in real space[19, 20, 45]. In the lo-
cal minimum of the interaction potential, the skyrmions
form a bond with the same sign of the in-plane spin com-
ponent in the overlapping regime. On the other hand,
the shape of skyrmions created by the Dzyaloshinsky–
Moriya interaction can be well approximated by two do-
main walls located next to each other[46], where the only
sign change in the in-plane spin component is at the cen-
ter of the skyrmion. The frustrated exchange interactions
create further local extrema of the in-plane spin compo-
nents where the rotational sense of the spins switches
from right-handed to left-handed (helicity reversal[19]),
which is energetically unfavorable from the standpoint
of the Dzyaloshinsky–Moriya interactions. This means
that the antiferromagnetic isotropic exchange interac-
tions with the second and third neighbors are competing
with not only the ferromagnetic nearest-neighbor inter-
action, but also with the Dzyaloshinsky–Moriya interac-
tions, in order to form bonds between the skyrmions.

Because the oscillating interaction potential deter-
mines an energetically favorable bond length between the
skyrmions, it is possible to arrange them into arbitrar-
ily shaped clusters at zero temperature. One example is
displayed in Fig. 3(a). As shown in Fig. 3(b), the ini-
tial configuration is mostly conserved during simulations
performed at T = 4.7K, indicating thermal stability. For
comparison, Fig. 3(c) demonstrates how the information
encoded in the original state is lost due to the diffusive
motion and repulsive interaction between skyrmions with
the system parameters x = 0.00, B = 0.00T.

The attractive interaction between skyrmions at finite
temperature can also be characterized by calculating the
pair correlation function f (r), normalized as

∫ ∞

0

f (r) 2πrdr = 1. (3)
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FIG. 3. (Color online) (a) Ordered initial configuration of
skyrmions at T = 0K, for x = 0.10 and B = 4.22T. (b)-
(c) Final configuration after a thermalization of t = 605 ps
at T = 4.7K, for different coupling parameters: (b) attrac-
tive skyrmions at x = 0.10 and B = 4.22T, (c) repulsive
skyrmions at x = 0.00 and B = 0.00T. The lattice size is
N = 128× 128 atoms.

Figure 4 displays the pair correlation function after
thermalization. We considered an initial configuration
of 31 skyrmions in random arrangement on an N =
128 × 128 lattice, the same size as in Fig. 3; approxi-
mately 80 skyrmions would fit into the same lattice size in
a close-packed configuration with the applied simulation
parameters. Figure 4(a) displays that the distribution is
basically uniform in space outside the strongly repulsive
core for repulsive skyrmions (x = 0.00, B = 0.00T), in-
dicating that the diffusive motion is dominating in this
case. On the other hand, one can clearly identify a pre-
ferred nearest-neighbor distance for attractive skyrmions
(x = 0.10, B = 4.22T) around r ≈ 13 a, coinciding with
the potential energy minimum in Fig. 2(a). This favors

FIG. 4. (Color online) Pair correlation function f (r) of
skyrmions after a thermalization of t = 484ps. (a) Differ-
ence between repulsive (x = 0.00, B = 0.00T) and attractive
(x = 0.10, B = 4.22T) skyrmions at T = 4.7K. (b) Temper-
ature dependence of f (r) for x = 0.10 and B = 4.22T. The
system contained 31 skyrmions on an N = 128× 128 atomic
lattice.

the formation of clusters, similarly to the artificially cre-
ated one in Fig. 3(b). The normalization of f (r) is en-
sured by a decreased number of skyrmions in the ring
between 15-20 a. It is shown in Fig. 4(b) that when the
temperature becomes slightly higher (T ≈ 20K) than the
energy barrier protecting the local minimum in Fig. 2(a)
(|Eint/kB| ≈ 8K), the peak in the distribution function
disappears, and the clusters are destroyed by thermal
fluctuations.

To summarize, we have demonstrated that isolated
magnetic skyrmions may be stabilized in (Pt1−xIrx)Fe
bilayer on Pd(111). The frustrated isotropic exchange
interactions create an oscillating skyrmion–skyrmion in-
teraction potential, at the expense of the Dzyaloshinsky–
Moriya interactions which prefer repulsion at all dis-
tances. Due to the attractive interaction, the skyrmions
may be arranged into clusters. The bonds between the
skyrmions stabilize their relative positions at finite tem-
perature, which may be important for future applications
in memory devices.
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In the Supplemental Material, we discuss the details of the ab initio calculations and the numerical
simulations.

S.I. AB INITIO CALCULATIONS

The electronic structure of the system was determined
by the screened Korringa–Kohn–Rostoker method[1, 2].
The calculations were performed within the local spin
density approximation (LSDA) using the parametriza-
tion of the exchange-correlation potential in Ref. [3], and
the atomic sphere approximation. We have checked that
using the generalized gradient approximation (GGA)
with the potential in Ref. [4] instead of the LSDA re-
produces the transition from the out-of-plane ferromag-
netic to the spin spiral state with increasing Ir concen-
tration; here we only present the interaction coefficients
obtained using the LSDA. In the case of bulk Pd, we
used the experimentally determined fcc lattice constant
aPd = 3.891Å, being

√
2 times larger than the lattice

constant a of the triangular lattice on the (111) surface.
The surface structure consisted of ten layers of Pd, a sin-
gle layer of Fe, an overlayer, and three layers of vacuum
(empty spheres) located between the semi-infinite bulk
and semi-infinite vacuum in fcc growth.

Lattice relaxations were included in the calculations
between the Fe layer and the two neighboring layers.
Their values were determined by VASP calculations[5–
7] using pseudopotentials from the projector-augmented
wave method[8, 9], and an 11× 11× 1 Monkhorst–Pack
k-mesh. For Pt/Fe/Pd(111), we obtained a 10.4% in-
ward relaxation of the Fe layer and an 8.3% inward re-
laxation of the Pt layer. The Wigner–Seitz radii of the
Fe layer and the overlayer were modified in the screened
Korringa–Kohn–Rostoker calculations according to the
relaxations.

For describing the Pt1−xIrx alloy overlayer, we applied
the coherent potential approximation. We did not modify
the geometry compared to the Pt/Fe/Pd(111) system,
since the ratio of Ir was kept below 20% and the difference
between the lattice constants of Pt and Ir is around 2%.
The spin magnetic moment of Fe was M = 3.3µB within

∗ rozsa.levente@wigner.mta.hu

1% accuracy for all considered compositions; we found
induced moments of 0.3µB, 0.4µB, and 0.4µB for the Pt,
Ir, and top-layer Pd atoms, respectively.

The Jij coupling coefficients and K on-site anisotropy
tensor in the Hamiltonian (Eq. (1) in the main text) were
determined using the relativistic generalization[10] of the
torque method[11]. The algorithm is based on calculat-
ing the energy costs of infinitesimal rotations around dif-
ferent ferromagnetic states. We considered the out-of-
plane ferromagnetic state, which is the ground state of
Pt/Fe/Pd(111), and three nonparallel ferromagnetic ori-
entations along the in-plane nearest-neighbor directions.
If the coefficients are determined from these four calcula-
tions, they will reflect the C3v symmetry of the system.
The energy integrations were performed on a semicircle
contour containing 16 energy points, while in the irre-
ducible wedge of the Brillouin zone we included 1387 k
points at the first 8 and 3104 k points at the second 8
energy points. The coupling coefficients were determined
for neighbors within a radius of 8 a, netting a total of
240 intralayer Jij tensors, including those related to each
other by symmetry.

To complement Fig. 1(a) in the main text, Fig. S1
presents the D‖ij in-plane and D⊥ij out-of-plane compo-
nents of the Dzyaloshinsky–Moriya vectors between the
Fe atoms. Note that for fcc(111) surfaces, the presence
of the out-of-plane components is only excluded by sym-
metry for specific pairs of atoms such as the next-nearest
neighbors[12]. Similarly to recent results for Co[13] in-
stead of Fe, we found that the in-plane component of the
nearest-neighbor Dzyaloshinsky–Moriya vector changes
sign when replacing Pt by Ir in the overlayer, indicated
by the decrease of

∣∣∣D‖ij
∣∣∣ with increasing x in Fig. S1(a).

The accompanying increase in the out-of-plane compo-
nent in Fig. S1(b) indicates that this sign change happens
through a rotation of the Dzyaloshinsky–Moriya vector
around the lattice vector connecting the nearest neigh-
bors, while the magnitude of the vector is only mini-
mally affected by x. However, only the in-plane com-
ponent influences the energy of the cycloidal spin spiral
ground state found at x ≥ 0.05. The creation of the
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FIG. S1. (a) In-plane D
‖
ij and (b) out-of-plane D⊥ij compo-

nents of the Dzyaloshinsky–Moriya vectors as a function of
distance inside the Fe layer, for different Ir concentrations in
the overlayer.

spin spiral ground state despite the decrease of the in-
plane Dzyaloshinsky–Moriya vector components can be
explained by the frustrated exchange interactions as men-
tioned in the main text.

The energy per spin in the right-handed cycloidal spin
spiral state in Eq. (2) reads

1

N
ESS (q) =

1

2

∑

Rj−Ri

1

2
(q̂Jij q̂ + nJijn) cos [q (Rj −Ri)]

+
1

2

∑

Rj−Ri

Dij (q̂ × n) sin [q (Rj −Ri)]

+
1

2
(q̂Kq̂ + nKn) , (S.1)

with q̂ = q/ |q|. In Fig. 1(b), this is compared to the
energy of the out-of-plane ferromagnetic state,

1

N
EFM (q) =

1

2

∑

Rj−Ri

nJijn+ nKn (S.2)

As mentioned in the main text, Eq. (S.1) does not
converge to Eq. (S.2) as q → 0, because the on-site
anisotropy energy in the harmonic spin spiral state does
not depend on the magnitude of the wave vector q, but
differs from the value were all spins are parallel to the
easy axis. The system gains anisotropy energy with re-
spect to Eq. (S.1) by forming an anharmonic equilibrium
spin spiral state. We have confirmed with spin dynamics
simulations that the ground state of the system is out-
of-plane ferromagnetic for x = 0.00 and a right-handed
cycloidal spin spiral for x ≥ 0.05 – see Sec. S.III below.
We note that the ground state of Fe/Pd(111), that is the
same system without the overlayer, is also ferromagnetic
(cf. Ref. [14]).

S.II. SIMULATION METHODS

During the simulations, we have numerically solved the
stochastic Landau–Lifshitz–Gilbert equation[15],

dSi
dt

= −γ′Si ×
(
Beff
i +Bth

i

)

−γ′αSi ×
[
Si ×

(
Beff
i +Bth

i

)]
. (S.3)

The coupling coefficients enter the calculations through
the effective field Beff

i = − 1
M

∂H
∂Si

. The dimension-
less Gilbert damping coefficient is denoted by α, and
γ′ = γ

1+α2 corresponds to the modified gyromagnetic
ratio with γ = ge

2m (g, e,m are the electronic spin g fac-
tor, charge, and mass, respectively). The damping deter-
mines the speed of the relaxation to the nearest local en-
ergy minimum at zero temperature, and also the strength
of the coupling to the heat bath through the thermal
noise Bth

i (t) =
√

2αkBT
Mγ ◦ ηi(t). The ◦ symbol denotes

the use of Stratonovich stochastic calculus in the inter-
pretation of the stochastic differential equation (S.3)[16].
The numerical integrations were performed by the semi-
implicit B method from Ref. [17].

For the calculation of the topological charge, we eval-
uated the spherical surface areas spanned by the spin
vectors, which is the appropriate generalization of the
continuum expression[18] for lattice models[19]. For pe-
riodic boundary conditions used throughout the simula-
tions, the topological charge will always be an integer
within numerical accuracy[20].

S.III. ZERO-TEMPERATURE SIMULATIONS

During the simulations we compared the energies of
the cycloidal spin spiral, the hexagonal skyrmion lattice,
and the field-polarized state along the out-of-plane di-
rection as a function of external magnetic field. With
the sets of interaction parameters used in this paper, we
have not observed the other ordered phases discussed in
Refs. [21, 22] for frustrated exchange interactions, either
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FIG. S2. Energy of different ordered phases as a function of
external magnetic field, for x = 0.10 on an N = 128 × 128
lattice. Bm is the value of the external magnetic field where
a single skyrmion on a field-polarized background becomes
metastable.

because the anisotropy was sufficiently large, or due to
the presence of the Dzyaloshinsky–Moriya interactions.
The equilibrium configuration was found after energy
minimization at zero temperature according to Eq. (S.3),
using the value α = 1 on an N = 128× 128 lattice.

The results for x = 0.10 are summarized in Fig. S2.
The wave vector of the spin spiral state was q = 0.094 2π

a

(λ = 2.9 nm) along the energetically favored [110] di-
rection – see Fig. 1(b). The skyrmions formed a trian-
gular lattice, where the nearest neighbors were located
along the [211] directions of the atomic lattice – see
Fig. 2(a). The lattice consisted of 80 skyrmions. The
periodic boundary conditions did not allow a change in
the wave vector of the spiral or the number of skyrmions.
For larger values of the magnetic field, the skyrmions
formed a cluster with a narrow field-polarized stripe at
the periodic boundary due to the attractive interaction;
however, even at the transition field from the skyrmion
lattice to the field-polarized state B = 4.18T, no addi-
tional skyrmion could fit into this field-polarized stripe.

Despite the limitations of using periodic boundary con-
ditions, Fig. S2 gives a good approximation for the tran-
sition field values from the cycloidal spiral through the
skyrmion lattice into the field-polarized state. Similarly
to the case of repulsive skyrmions[14, 23, 24], the phase
diagram indicates that the magnetization of the system
increases between the phases[25], and the subsequent
states gain more energy from the Zeeman term in the
Hamiltonian. The attractive interaction is indicated by
the fact that a single skyrmion on a field-polarized back-
ground becomes energetically unfavorable at a lower field
value (Bm = 4.08T) than the transition point from the
skyrmion lattice to the field-polarized state (B = 4.18T).

In order to use isolated skyrmions for stable data stor-
age or logic applications, the system must stay close to
the magnetic field value Bm where the presence of a
skyrmion is energetically neutral; it has been demon-

x Be [T] Bm [T] Bs [T] ∆E/N [mRy]
0.00 0.00 0.00 0.00 0.0000
0.05 0.05 0.14 0.21 0.0029
0.10 3.05 4.08 3.46 0.0468
0.15 7.04 10.33 8.45 0.1074
0.20 12.67 17.37 13.61 0.1754

TABLE I. Characteristic magnetic field values for isolated
skyrmions as a function of Ir concentration x. Be is the
elliptic instability field; Bm is the field value where an iso-
lated skyrmion becomes metastable on the field-polarized
background; Bs is the field where the cycloidal spiral be-
comes metastable with respect to the field-polarized state;
and ∆E/N is the energy difference between the out-of-plane
ferromagnetic state and the ground state at B = 0T.

strated in Refs. [26, 27] that the lifetime of isolated
skyrmions strongly depends on the value of the external
field as well as the temperature. An absolute lower limit
is given by the so-called elliptic instability field Be[28],
below which skyrmions strip out into spiral-like struc-
tures even at zero temperature.

The field values Be and Bm are summarized in Table I.
To establish a connection with Fig. 1(b) in the main
text, we have also listed the energy difference ∆E/N
between the out-of-plane ferromagnetic state and the
ground state, which is an anharmonic spin spiral state
for x ≥ 0.05. The Zeeman term makes the field-polarized
state energetically preferable to the spin spiral state at
the field value Bs, which increases with the energy differ-
ence.

As mentioned in the main text, for pure Pt over-
layer x = 0.00 the ground state is ferromagnetic even
in the absence of external magnetic field. For x =
0.05, the spin spiral ground state transforms directly
into the field-polarized state at Bs = 0.21T, which is
higher than the value where an isolated skyrmion or a
skyrmion lattice becomes metastable. The intermedi-
ate skyrmion lattice ground state may also be absent
in conventional Dzyaloshinsky–Moriya systems where the
skyrmions repulse each other[28]; the ultrathin film sys-
tem Pd(hcp)/Fe/Ir(111) provides an example for this
behavior[14].

At x ≥ 0.10, Bs is between Be and Bm, leading to
the phase diagram illustrated in Fig. S2. We note that
the lower field boundary of the skyrmion lattice is below
Be (2.82T and 3.05T); from the literature it is known
that this may also happen in the case of conventional
repulsive skyrmions[28]. Nevertheless, skyrmion lattices
below Be are impractical for applications, since deleting
a single skyrmion from the lattice invokes the strip-out
instability in the neighboring ones.

For calculating the strength of the interaction between
skyrmions in Fig. 2(a), we initialized two skyrmion cores
containing 5× 5 spins on the field-polarized background,
fixed the spin directions in the middle of the cores to
be antiparallel to the direction of the external field, and
found the equilibrium state by relaxation as before. The
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FIG. S3. (a) Initial configuration for the calculation of the pair correlation function, obtained after cooling down from the
paramagnetic state until T = 15.8K, for x = 0.10 and B = 4.22T. (b)-(c) Examples of final configurations after a thermalization
of t = 484 ps at T = 4.7K, for different coupling parameters: (b) attractive skyrmions at x = 0.10 and B = 4.22T, (c) repulsive
skyrmions at x = 0.00 and B = 0.00T. The lattice size is N = 128 × 128 atoms.

lattice size was N = 128 × 128 with periodic boundary
conditions; since the interaction strength is negligible af-
ter a distance of 20-25 atoms (see Fig. 2), the boundaries
should have a minimal effect. The interaction energy is
defined as

Eint(d) = E2sk(d)− 2Esk, (S.4)

where E2sk is the energy of two interacting skyrmions
and Esk is the energy of a single isolated skyrmion. All
energies are measured with respect to the field-polarized
state.

S.IV. FINITE-TEMPERATURE SIMULATIONS

The pair correlation function f (r) corresponds to the
radial probability density function of the distribution of
the distances between the skyrmions. To calculate these
distances at finite temperature, it is necessary to identify
the location of larger objects in the atomic spin configu-
ration {Si}. For this purpose, we interpolated the lattice
spins on a rectangular grid, and found the skyrmions by
template matching[29], where the template was the iso-
lated skyrmion at zero temperature. The similarity be-
tween the template and the image was quantified by cal-
culating the correlation coefficient, using a scalar prod-
uct for the three-dimensional spin vectors. At sufficiently
low temperature, this method identified the same num-
ber of skyrmions that was determined from the topolog-
ical charge during the simulations. The initial configura-
tion only contained skyrmions with the same topological
charge, and the temperature was significantly lower than

where skyrmion creation and annihilation processes are
observable under simulation timescales[20].

For calculating the pair correlation function for an en-
semble of skyrmions shown in Fig. 4 in the main text, we
used an initial configuration containing 31 skyrmions on
an N = 128 × 128 lattice, obtained from cooling down
the system from the paramagnetic state until T = 15.8K
for x = 0.10 and B = 4.22T. This initial configuration is
displayed in Fig. S3(a). As it was discussed in Sec. S.III,
approximately 80 skyrmions fit into this lattice size in
the close-packed skyrmion lattice state, thus the field-
polarized state was less than half-filled with skyrmions
in the initial configuration. We performed simulations
for x = 0.10, B = 4.22T and x = 0.00, B = 0.00T
with 10 independent seeds each, and calculated all pos-
sible distances between skyrmions after a thermalization
of 484 ps. Examples for these final configurations are
shown in Figs. S3(b)-(c). We have used a high value of
the Gilbert damping α = 1, which increases the speed of
diffusion processes[30].

As indicated by Figs. S3(b)-(c), it is not always easy to
determine just by looking at the real-space arrangement
of skyrmions whether the interaction between them is at-
tractive or repulsive, because the repulsion is weak, and
skyrmions may randomly move next to each other dur-
ing the diffusive motion. However, calculating the pair
correlation function as in Fig. 4(a) reveals the difference
between the two cases. Due to the finite size of the lat-
tice, the pair correlation function always reached zero
around 70 lattice constants, since the periodic boundary
conditions did not allow for larger distances; however,
this value should not significantly influence the function
in the 12-20 a region, where the difference between re-
pulsive and attractive skyrmions, as well as between at-
tractive skyrmions at different temperatures, is the most
prominent.
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