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ABSTRACT Coordination among vehicular actors becomes increasingly important at the dawn of
autonomous driving. With communication serving as the basis for this process, latency emerges as a critical
limiting factor in information gathering, processing, and redistribution. While these processes have further
implications on data privacy, they are also fundamental in safety and efficiency aspects. In this work,
we target exactly these areas: we propose a privacy-preserving system for collecting and sharing data in high-
mobility automotive environments that aims to minimize the latency of these processes. Namely, we focus
on keeping high definition maps (highly accurate environmental and road maps with dynamic information)
up-to-date in a crowd-sourced fashion. We employ federated analytics for privacy-preserving, low-latency,
scalable processing and data distribution running over a two-tiered infrastructural layout consisting of mobile
vehicular nodes and static nodes leveraging the low latency, high throughput and broadcast capabilities of
the 5G edge. We take advantage of this setup by proposing queuing theory based analytical models and
optimizations to minimize information delivery latency. As our numerical simulations over wide parameter-
ranges indicate, the latency of timely data distribution can be decreased onlywith careful system planning and
5G infrastructure. We obtain the optimal latency characteristics in densely populated central metropolitan
scenarios when Gb/s uplink speeds are achievable and the coverage area (map segment size) can reach a
diameter of 1 km.

INDEX TERMS Edge platform, end-to-end latency, federated analysis, vehicular communication.

I. INTRODUCTION
Based on current automotive trends and developments,
it is evident that autonomous vehicles and advanced driver
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assistance systems (ADAS) are transforming the industry.
Alongside the increase of onboard computing power [1],
[2] that creates a basis for such advanced features, we can
also observe a gradual shift from running vehicular control
tasks solely using onboard electronics to forming a coop-
eration with remote computing infrastructure [1], [2] and
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roadside units (RSU) [3] via vehicle-to-infrastructure (V2I)
communication. These extend both vehicular sensing and
computing powers. In our view, this evolution will lead to
platforms and applications that provide built-in support for
efficiently handling the infrastructure hierarchy as a contin-
uum ranging from onboard devices through edge/RSU units
up to the cloud. It is also expected that these factors will
lead to such potentially high-impact benefits as increased
safety, improved traffic flow, and reduced environmental
impact. However, before we can reap these benefits, there
are still a plethora of hurdles to be solved on the technical,
regulatory, and societal levels. On the technological side,
the compute-intensiveness and latency-sensitivity of control
tasks and the information sharing between participants are
present challenges. This latter aspect is also of concern from
a regulatory or societal point of view as data security and
privacy implications become more and more important with
the growing amount and kind of data that are being collected
by the ever-increasing number of sensors located on our
mobile vehicles and in the stationary units placed alongside
the road infrastructure.

In recent years, we could see two major areas that helped
improve latency: reducing transmission delay (by simulta-
neously providing higher throughput for more users) and
bringing compute resources closer to end-users. 5G cellular
networks leverage both. They enable high-speed data trans-
fers with low transmission latency even for a higher number
of mobile users to be served. They also provide options
for running computations close to the edge of the network.
In a more general sense, similarly to cloud computing, edge
computing offers a model for delivering computing resources
to end-users, but contrary to the cloud, potentially much
closer to where data is being generated [4], [5], [6]. Lever-
aging these computing resources provides faster processing
of data (compared to on-device processing) and reduces
network latency. These aspects are especially important for
applications that require real-time processing, such as those
appearing in automotive cases. While multiple players in the
automotive industry state that safety-critical computations
should be performed on board of the vehicles in the near
future, they clearly identify (beyond) 5G networks as crucial
enablers for realizing self-driving features. The 5G Automo-
tive Association (5GAA) prescribes a service level latency of
100ms for the Real-Time Situational Awareness and High-
Definition Maps: Hazardous Location Warning use-case [7]
which is within current 5G capabilities.

While edge computing provides the resources for run-
ning tasks close to end-users, data collection, delivery, and
processing methods can also highly improve the latency of
services provided to the users. Federated analytics (FA) [8]
is such a novel distributed, privacy-preserving approach that
combines data from multiple sources to create a comprehen-
sive view. It enables data analysis and gaining of insights
from distributed data without having to move the respective
data from its original location. In federated analytics, data

is analyzed locally on devices where it is generated and
stored, and solely the results are shared and aggregated on
a central server to perform the actual analysis. Due to this
behavior, it can increase data processing efficiency on large
and distributed data sets as a lower amount of data needs to be
transferred and stored in a central location. By retaining the
control of potentially sensitive data with its original owner,
federated analytics also limits the number of entities having
direct access to the data, thus increasing security and privacy
aspects.

In our view, the ensemble of these technologies gives us the
right toolkit for providing advanced vehicular support func-
tions.We argue (and later demonstrate) that in such scenarios,
the combination of 5G and federated analytics can serve as a
good basis for high-mobility automotive environments that
connect static and moving units. As we see, the concept
maps well to a two-tiered infrastructure where vehicles col-
lect data, while 5G edge units aggregate and distribute the
insights from localized data without breaching data privacy
and without the need for vehicle-to-vehicle (V2V) commu-
nication. Using federated analytics, we assume the exchange
of only insights instead of uploading raw data which reduces
transmitted data sizes and consecutively total service latency
as well. In order to harness the concept to its full potential,
we need to take into account data locality, the diverse com-
pute capabilities and latency characteristics of each hierarchy
level. Data collection and processing have to be performed
at the most adequate level to fully exploit the multitude of
vehicular sensors and increased processing power. These can
enable constant frequent updates on the behavior of traffic
participants and road conditions which can pave the way for
assisted or autonomous driving scenarios [2] preparing for AI
applications.

As we see, an application that is a natural fit for such
a platform is the maintenance of multilayered high defini-
tion (HD) maps. Such HD maps provide detailed, up-to-
date information about the surrounding environment, where
data changes at a different dynamicity rate in each layer of
the map. HD maps allow for advanced safety and naviga-
tion capabilities and are especially beneficial for vehicles
in autonomous or semi-autonomous driving modes. Lever-
aging edge computing and federated analytics can improve
the accuracy of (non-mission-critical) map data via reduced
latency, data collection from various sources, and distributed
processing of this data.

Consequently, our contributions are the following. i) We
introduce a federated analytics-based solution for collect-
ing and aggregating data originating from vehicles. ii) We
propose an analytical model that expresses the end-to-end
latency of channeling information through the system. Our
model that leverages queuing theory is used for providing a
closed formula to determine the response time of our system.
iii)We extend this with our own information value metric that
provides diminishing returns as the number of clients in a 5G
cell increases. It takes into account the number of clients in
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a 5G cell and the importance of the data collected from each
client. iv)We use our model to analyze the performance of the
system and optimize its parameters to improve the efficiency
of HDmap data collection and processing. v)We also provide
a multi-aspect numerical evaluation of our solution in low-
latency information delivery to help system dimensioning
using a simulation built on top of a well-known mobility
framework.

To discuss these, we structure our paper in the follow-
ing way. We review related work in Section II, discussing
vehicular information delivery. Then we elaborate on the
envisioned system and HD maps service in Section III. Later
we detail our system model using the federated analytics-
based upstream scheme in Section IV.We highlight important
aspects of our evaluation environment, scenarios, and results
in Section V. Finally, in Section VI, we draw conclusions.

II. RELATED WORK
This work is an expansion of our previous 4-page-long con-
ference short paper [9] which we heavily reworked providing
deeper insights into our motivations and HD map manage-
ment use-case.We have also provided a deeper explanation of
our theoretical model, optimization, and numeric evaluations
which we extended with new results as well.

In the rest of this section, we briefly look over different
areas: We analyze various recent solutions regarding HD
map building and federated methods used in automotive con-
texts. As our system applies a collaborative map creation
process by offloading computation tasks to edge resources,
we review related work from this respective area as well.
Finally, we visit the privacy aspects of the use of federated
methods in vehicular settings.

Existing works on content distribution in vehicular net-
works only consider static content and fail to address the
dynamic information exchange present in cases involving
HD maps. The HD map distribution problem differs from
normal content distribution due to frequent data changes that
must be disseminated to all caching locations and end clients.
Therefore distributing the HD map generates periodic traffic
not only in access networks, but on the backhaul connecting
to the RSUs or edge nodes too.

The main focus of Xie et al. [10] is reducing the power
consumption during the distribution of high definition maps.
They propose an algorithm that ensures an RSU only serves
a vehicle if the energy required for basic movement and
receiving data from the RSU is less than the remaining energy
of the vehicle. To provide the HD map service, the system
distributes the data proportionally to the available vehicle
power. Wu et al. [11] suggest a policy that jointly controls
power and assigns spectrum to maximize the data rate of
the overall network for HD map distribution. They analyze
the effect of the interference present in the system on data
transmission and create a model to describe the problem
of controlling this interference in HD map distribution over
vehicle-to-everything (V2X) communications. They recom-
mend the cooperative transfer of HD maps through V2I and

V2V delivery by splitting the HD map into several blocks
depending on the infrastructural environment and the volume
of the data to be handled. Xu et al. [12] present a study on HD
map caching for autonomous driving in vehicular networks,
where vehicle requests and trajectories are unknown. The
algorithm that they propose defines a reward function built
on the history of requesting tile data recorded by the system.

Peng et al. suggest a new architecture that combines the
Multi-access Edge Computing (MEC) and Software Defined
Networking (SDN) concepts to facilitate autonomous driv-
ing assisted by HD maps [13]. In order to achieve efficient
scalability and utilization of network and compute resources,
the proposed two-tier server structure consists of cloud and
MEC servers where services and applications are deployed
on the MEC server at the network edge leveraging Network
Function Virtualization (NFV) techniques. Zhang et al. also
offer a framework for HD map applications based on MEC
incorporating the application and functional modes and mod-
ules, the workflow of distributing HDmap data, as well as the
communication process between MEC and the autonomous
vehicular client entities [14].

Federated analytics (or analysis) is a young concept intro-
duced only a couple of years ago. We see a similar pattern
in its application to its oldest sibling, federated learning:
as time passes, it finds its way to more and more areas of
application. While it has already been used in many use-
cases since its introduction, analyzing vehicular data has
not yet become prevalent and surveys regarding this field
are also missing and, to the best of our knowledge, it has
not yet been leveraged conjoined with 5G networking and
edge computing in a vehicular setting. Exploratory works
are present applying federated learning schemes in diverse
V2V or V2I settings [15]. Within these, prominent areas
are monitoring driver activity [16], [17], predicting steering
wheel angle [18], [19], vehicle trajectory (sometimes with
collision avoidance) [20], [21], [22], [23] and object detec-
tion [24], [25], [26], [27], [28], [29], [30]. Certain studies
employ (beyond) 5G technologies [31] while others investi-
gate performance in real or in simulated environments [32]
clearly identifying the viability of the combination of these
technologies, but also citing multiple open questions [33].
Liu et al. [34] offer a hierarchical federated learning sys-
tem where they define and evaluate an algorithm that is
capable of performing partial federated aggregations with
vehicular clients connecting to cloud servers via an interme-
diate edge layer. They combine edge and cloud capabilities
in order to find a balance between communication- (with
edge nodes) and computation-efficiency (in the cloud) and
conclude that model training time and the client energy con-
sumption can be reduced compared to an architecture without
an edge layer. A further study [35] complements this by
investigating the effects of multiple intermediate layers on
an HD map building and distribution use-case. The authors
find that increasing the number of layers can accommo-
date more clients without significantly increasing serving
latency.
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Offloading computation tasks from resource-limited end
devices to cloud, edge or fog computing nodes has become a
well-studied area in recent years [36]. While multiple works
relate to different aspects of our work, in our view, they do
not cover the composition that we target. Here, we briefly
review a few of these. In a hybrid telecommunication core-
network-to-edge environment Moubayed et al. [37] describe
the placement of V2X services as a binary integer linear
programming problem minimizing the average end-to-end
delay of service instances. Another study [38] gives a prac-
tical implementation for the relocation of the components of
a vehicle remote control application with low latency over-
head using an edge computing environment with possibilities
for leveraging cloud infrastructure as well. Neither of these
incorporate AI components, although, the second one uses
an application performing object detection as a use-case.
Wang et al. [39] model the vehicle-to-vehicle offloading pro-
cess of application components as a Markov decision process
minimizing the average completion latency of the application
without utilizing the edge infrastructure or learning methods.
A further work [40] leverages a learning-based approach for
performing a similar task. Chen et al. [41] focus on energy
consumption aspects in a prospective 6G environment tar-
geting application component offloading to MEC servers via
stochastic optimization.

As vehicles can generate huge amounts of data to be
shared, data privacy concerns might arise as well. Regulatory
bodies follow the technological advancement and fine-tune
the rules that govern what data can be shared and how.
To identify two major players, in the US, the National High-
way Traffic Safety Administration (NHTSA) and Federal
Trade Commission (FTC) are responsible for regulating the
sector, while in the EU, the European Data Protection Board
is responsible for making recommendations about data pri-
vacy even regarding vehicular data. They both agree that data
sharing is to be adequately regulated when it can be used to
reveal information tied to a person (i.e., driving style, covered
distance, frequently traveled routes, precise addresses vis-
ited, [camera]sensor recordings). In the EU, such regulations
can fall under the umbrella of the General Data Protection
Regulation (GDPR). While federated learning or analysis,
through sharing only insights with central (MEC) servers,
hold the possibility of privacy-preserving data sharing, their
traditional implementation might still suffer from training
data mining whenmodel privacy is not properly handled [22],
attacks against servers or dealing with malicious servers or
clients [42]. Leveraging these, attackers might be able to
capture sensitive data or negatively influence the federated
merge process. While protecting the privacy of the data
generated by vehicular clients is not in the main focus of
our work (it is merely an additional benefit of using fed-
erated analytics), we note, that there are multiple methods
focusing on vehicular cases [22], [42], [43] or from other
fields as well [44], [45] with which such issues can be
addressed.

FIGURE 1. Layered HD map with static and dynamic information.

III. COLLECTING AND DISTRIBUTING HD MAP DATA
Autonomous driving is getting ever closer to availability to
the public. However, real-time navigation tasks, especially in
urban scenarios, are challenging, due to the limited range of
sensors and inherited inaccuracies. This induces a growing
demand for vehicles to have readily available, finely detailed
information about their surroundings. High definition maps
can be of great service in this regard [46] as they combine
digital mapping technology and sensor data to achieve high
levels of detail, accuracy, and update frequency when provid-
ing a comprehensive 3D view of a location. HD maps can
contain precise and detailed information about the road net-
work, including, for example, road geometry, lane markings,
traffic signs, and lights together with other, more dynamically
changing features. These maps are crucial for going beyond
simple navigation assistance tasks and support full-fledged
autonomous vehicles (AV), as they enable real-time vehicular
navigation and decision-making by supplying the necessary
up-to-date high-fidelity information with centimeter-level
precision to these tasks. They also allow for advanced safety
and real-time location-based services enabling abilities to
perceive beyond sensor visibility, apply context awareness,
and plan proactively.

The creation of an HD map typically involves three
main phases. During the i)data collection phase, informa-
tion originating from multiple sensors is gathered from a
fleet of ordinary or specialized mapping vehicles using a
combination of technologies. While (differential) GPS equip-
ment provides accurate location and positioning information,
high-resolution laser (LiDAR, Light Detection and Ranging)
scans, and video cameras capture accurate 3D data of the
road network, the surrounding environment and other relevant
features, such as obstacles and traffic rules (e.g., signs and
lane markings). In the ii) processing phase, the collected data
is merged and processed by AI and machine learning algo-
rithms to form a highly detailed and accurate map. As shown
in Figure 1, such processing can aggregate multiple layers all
with highly varying degrees of dynamicity to offer highermap
accuracy enabling the making of safer decisions. A highly
dynamic layer can supply real-time data on the surrounding
environment, such as vulnerable road users or traffic conges-
tion. This layer can encode data that changes on a second
or minute timescale. A second, transient dynamic layer may
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provide less frequently changing information, for example,
weather conditions that might change on a timescale of hours.
A further transient static layer can record information that
changes even less frequently, requiring weeks or months to be
changed, e.g., road work and speed limits. The bottom-most
static layer might contain the road map or layout, i.e., infor-
mation that changes over the arc of multiple years and thus
can be considered fixed. Finally, during the iii) map delivery
phase, the map is distributed to the vehicular end-users.

Overall, HD maps are critical enablers of AVs, how-
ever, their creation is a complex and resource-intensive task,
exacerbated by the high mobility of vehicles making the
integration of several advanced technologies and specialized
expertise quintessential. Maps are highly location specific,
require the transmission of large data volumes, and have to
convey changes to vehicles with low latency for efficiency
and safety reasons. Vehicles in the same geographic location
request the same map data (also known as a tile) which
leads to the repetitive transmission of data volumes over
the core network that stresses the capacity-limited backhaul
links. Having multiple map layers allows for being more
resource-efficient. Reducing the amount of transmitted and
processed data by applying a layered structure rather than
updating the entire map each time a change occurs, can lead
to lower latency, reduce network load andmake the mapmore
scalable overall. The complexity ofmanagingmultiple layers,
on the other hand, can require more advanced hardware and
software capabilities to process and store the data. Fully on-
board processing, traditional V2I solutions, data collection,
and processing techniques are not designed to handle such
scenarios, however.

We argue that these issues can be circumvented by building
HD maps collaboratively with the process shown in Figure 2.
Here vehicular clients first observe their surroundings (see
step 1) to collect environmental data. Then they preprocess it
locally (by performing object detection, and recognition [24],
[25], [26], [27], [28], [29], [30], as well as trajectory track-
ing and prediction [20], [21], [22] – step 2) and upload
the resulting insights over low-latency 5G wireless links to
multi-access edge computing (MEC) servers at the vehicular
network edge contributing to HD map layers matching the
detected objects and client capabilities (step 3). These edge
nodes then merge the insights of multiple vehicular clients
periodically (step 4). For these steps, federated analytics
can be an adequate solution. FA can leverage data locality,
privacy, increased accuracy, and scalability. The set period-
icity of the federated merges of insights can help make the
development of on-vehicle applications easier. It can serve as
a basis for creating standardized interfaces for accessing the
federated merges and receiving updated map tiles preventing
platform or vendor lock-in. The 5G edge can appear as a
suitable infrastructure, providing the necessary computing
capabilities for FA in the vicinity of the users (avoiding the
traversal of the core network) and broadcast communication
(as of Release 16 [47]) for redistributing the merged HD map
tiles and layers (see step 5).

FIGURE 2. Schematics of system operation.

In this work, we make the case of deterministic HD map
update periods in a combined edge computing and telco
environment, and evaluate the toll that short update periods
take on the system. However, other crowd-based information
gathering use-cases can also benefit from the ideas pre-
sented here that utilize edge processing and data distribution
over low-latency, high-bandwidth communication channels.
Multi-user, collaborative extended reality (XR; encompass-
ing holography, augmented, virtual and mixed reality), tactile
internet and telemedicine applications can also be such tar-
gets, as they require environment detection and sharing of
data among clients with strict low latency requirements [48],
[49], [50], [51], [52], [53], [54], [55], [56].

IV. SYSTEM MODEL
Our proposed mathematical model that is able to describe
our federated HD map distribution network is based on
D/M/1 queuing systems. We discuss the model’s formulas
and necessary constraints along with a method to measure the
value of information transmitted between clients and 5G edge
locations in the following. We also leverage known numeric
optimization algorithms in order to formulate guidelines and
best practices for optimizing the performance of our system.

A. ON THE MOTIVATION FOR USING D/M/1 QUEUES
When closely inspecting the properties of our conceptual
federated HD map distribution network, we make two major
observations. First, at fixed, deterministic points in time,
we merge data provided by the vehicular clients (step 4 in
Figure 2). Second, the process according to which these
clients provide data is affected by such factors as local con-
struction, preprocessing and upload latency of FA insights to
the serving edge node (steps 1–3 in Figure 2). These factors
are determined by, e.g., locally available compute resources,
network bandwidth and the properties of the radio channel.
Collapsing these factors into a single stochastic process can
simplify our system model, while it can also keep the neces-
sary level of fidelity regarding our original assumptions.
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Based on the above observations, we can conclude that
neither M/M/1 nor M/D/1 queues are suitable for depicting
the importance of fixed periodical trigger times of updating
each HD map layer’s data and stochastic insight generation.
While the M/G/1 queue type might be an adequate option,
it does not allow to formalize our problem in closed formulae,
making the problem intractable. Thus we opted for using
D/M/1 queues as a basis. In this work, we model the first
factor as deterministic arrivals (denoted as β in the literature
and as the Tt trigger time henceforth to better convey the
underlying concept). For modeling the second factor, we use
the following combined parameter:

Tw = T jp + T jr ∀j ≃ max
j
(T jp). (1)

Here, the T jp preparation time incorporates all processes
performed at the vehicular client j: environmental data collec-
tion, preprocessing, packaging, and uploading to the serving
edge node. The T jr response time gives the delay for vehicle
j to receive an update (merged, fully processed map data)
from the serving edge node. This part is dependent on the
T jp of all clients j collaborating on the same layer of a specific
HD map tile and the delay of the merge operation. As the
latter is considered to be fast, Tw can be approximated by the
longest T jp: Tw is the waiting time which signifies the end-to-
end latency in a traditional FA setup (for an illustration see
Fig. 6.) We model this factor via D/M/1 queue’s Markovian
service time that is of exponential distribution. This is in line
with networking-based queuing systems and, in our view,
is able to adequately capture the nature of the combined local
processing and upload processes of our use-case.

Based on the properties of multi-layered HD maps dis-
cussed in Section III, we assume that due to the highly
different dynamicity of the information encoded in differ-
ent map layers, different layer update trigger periods are
also implied. While on-vehicle detection of the environment
happens in real time, it makes sense if we combine these
observations to, e.g., a highly dynamic and to a static HD
map layer using different periodicities. We handle this by
introducing independent closed D/M/1 queues for each map
layer in our model. As noted in Section III, we assume that
vehicular clients can contribute to multiple layers based on
the objects that they identify and their capabilities. (In our
opinion, the assignment of clients to layers is out of the
scope of this work, thus we identify it to be explored in the
future.) The independent queues account for both the uplink
and downlink communication in their corresponding HDmap
tile.

B. OUR THEORETICAL MODEL FOR CALCULATING
WAITING TIMES AND INFORMATION VALUES
In order to determine the value of information transmitted
throughout the FA network incorporating vehicles and edge
nodes, we first have to calculate the Tw waiting time of an
HD map layer i in our D/M/1 queues. A prior study [57]
gives a thorough analysis onD/M/1 queues with deterministic

TABLE 1. Mathematical notations used in our system model.

customer impatience. However, the approximations of the
paper are not suitable for calculating the Tw of each cus-
tomer after arrival which is essential for our model. A further
study [58] explores D/M/1 systems in great detail analyzing
every aspect of the network, from costs through probabilities
to idle and waiting times. As per this latter independent
analysis of D/M/1 queues and the assumptions of our model,
Tw can be obtained as δ/((1 − δ)µ) with µ being the service
rate and δ the smallest absolute root of (2):

1 = e−µTt (1−1), (2)

where 1 is an internal parameter used for calculating waiting
time, variance, and other attributes of D/M/1 queues [58].
This root can be calculated using the Lambert W [59]
function:

δ = −
W (−e−µTtµTt )

µTt
≜ −

Wδ

µTt
. (3)

Consequently, we can get the Tw waiting time of each layer
by applying the following formula:

Tw =
δ

(1 − δ)µ
=

Wδ

µ2Tt (1 +
Wδ

Tt
)
, (4)

whereW is the LambertW function.
To limit the possible space of parameters, we introduce the

constraints defined in (5). Refer to Table 1 for our notations,
where each symbol represents a parameter of a single queue.
Constraint (C1) ensures that there is an upper limit on the
number of clients dictated by the size of transmitted data, trig-
ger time and uplink capacity. Ideally, after sending in an HD
map data update, every client should receive the merged data
(i.e., the up-to-date local HD map) from the FA aggregation
node in time, before the next update round. Constraint (C2)
thus makes sure that the waiting time is less than the trigger
time. Additionally, constraint (C3) is required to ensure that
the waiting time function returns with a value in the domain
of real numbers and it obeys the constraints of D/M/1 queues
mentioned in [58]. Otherwise, this value can be in the com-
plex domain because of the utilized LambertW function. The
constraints (C4), (C5), and (C6) keep the µ service rate, the
Tt trigger time, and the Nc number of clients within realistic
bounds, respectively, as it is unrealistic to have a service rate
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FIGURE 3. Evolution of the Tw waiting time as a function of the µ service
rate and the Tt trigger time.

and trigger time under 0 and the number of clients under 1 for
an HD map tile that is being updated.

(C1) : NcNd
1
Tt

≤ B;

(C2) : Tw ≤ Tt ;

(C3) : Ttµ > 1;

(C4) : µ > 0;

(C5) : Tt > 0;

(C6) : Nc > 1. (5)

Figure 3 depicts the change of the Tw waiting time based
on the µ service rate and the Tt trigger time within the
bounds set by (C1)–(C6). As shown by (4), the waiting time
is inversely proportional to the trigger time, therefore the
logical optimization for the trigger time is to minimize them
while obeying the constraints in (5). Later, in Section V, our
experiments apply trigger times no smaller than 1 s. This
is because our use-case does not require sub-second trigger
times to achieve a reasonable information density.

While the Tw waiting time can be determined for the
vehicular clients using our queuing model, we also need to
take into consideration how much a single client’s insights
contribute to the aggregated knowledge of the whole com-
munity. In our view, the merged insights of every vehicular
client providing data for a layer of an HD map tile should
convey the following aspects. When few clients contribute
data to one of the map tile’s layers, these uploads should
be considered highly important, as they provide the latest
observations, however, only when they can be considered
timely and not stale. As the coverage area of an HD map tile
gets saturated by clients (consider the case of an intersection
that handles high traffic during the morning and afternoon
rushes), many of these clients will identify the same objects
or environmental conditions, making their updates redundant.
Data staleness in this case can originate from saturating even
the wireless data communication channels meaning that not
every vehicular client can contribute to the map in each

iteration, as they might not be able to upload data in time.
In this case, insights can be considered stale when trying to be
uploaded in subsequent iterations. In our model, we capture
these effects using the simplification provided by the I infor-
mation value transmitted within the FA network. To calculate
it, we intuitively define a function that provides values within
the easily interpretable range of 0 to 1 in order to aid analysis
and general readability. We propose the formulae of (6) that
combine two constituent functions to represent the two main
moving parts of the system:

I =
7
3π

arctan(I1I2), where:

I1 = 4Nc
1√

600 + Nc2
;

I2 =


1

Tw − 1 + Tt
, if Tw ≤ 1,

1
ln (Tw + Tt )

, if Tw > 1.
(6)

We use the first function, I1, for taking into consideration
the Nc number of communicating clients in the geographic
area in focus. The chosen sigmoid-like function can ade-
quately capture the aforementioned phenomenon of dimin-
ishing returns. When only a handful of vehicular clients are
present, the aggregated data contains less information about
the environment, however, this rises quickly as new clients
appear. After reaching a certain number of clients, however,
the transmitted information becomes highly redundant and
thus, the increase of I has to slow down. We chose the
constants present in the equation carefully based on several
iterations spent on designing the I information value function.
The final values adequately flatten the sigmoid-like sub-value
of I and avoid its rapid increase when getting close to its
limits.

We then utilize the second function, I2, to determine the
information recency. It takes into account the Tw waiting
time needed to get the most recent information from the edge
nodes. This is also the component where we account for the
Tt trigger time.

To make sure that the complete I information value func-
tion falls within the desired 0 to 1 range, we use arctan and
carefully chosen constants for a scaling transformation. In our
opinion, this flattened function, as illustrated in Figure 4 for a
fixed 1 s trigger time, can give a good approximation of real-
life scenarios.

C. POSSIBLE OPTIMIZATION AVENUES
In order for our system to operate at its peak, we need to find
its lowest reaction time (I2) while amassing the most informa-
tion that is specific for a given HD map layer (I1). Tangibly,
the first implicates the minimization of the waiting time of
each vehicular client, while the second can be represented
as the maximization of the information value which we can
formalize using the following objective functions:

For a given HD map layer l of tile t: max l
t I (7)
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FIGURE 4. Illustration of our chosen I information value function under
fixed Tt =1 s trigger time and varying Nc client number and Tw waiting
time (⟨Nc , Tw ⟩ ∈ [0, 100]) scaled to the [0, 1] region. The two domains of
the I2 component are shaded with different colors: Tw ≤ 1 is green,
Tw > 1 is colored blue to orange.

where l
t I is the information value calculated for the specific

HD map’s layer l and tile t , and each constituent respects the
(C1)–(C6) constraints of (5).

Due to the proposed I and Tw functions being too com-
plex for analytical optimization techniques, we selected three
different numerical optimization methods to find the opti-
mal values. We leveraged the constrained optimization by
linear approximation (COBYLA) [60], the Trust Region Con-
strained Algorithm (TRCA) [61], and the Sequential Least
SQuares Programming (SLSQP) [62] optimizer algorithms.
Figure 5 illustrates the paths these algorithms took while

reaching the optimal I information value in a configura-
tion with a µ = 0.5 service rate, B = 1Gb/s bandwidth, and
Nd = 1MB transferred data size while considering a tran-
sient dynamic HD map layer implying a Tt < 5 s layer
trigger time. As shown in Figure 5 (left), the three differ-
ent algorithms traversed extremely different paths before
settling on similar optimal values (marked in the figure)
when considering the Tt trigger time as the input value.
Initially, the COBYLA and SLSQP algorithms explore the
space via seemingly unpredictable paths. Before finding the
I ≈ 0.907 optimal value, COBYLA already starts to oscillate
around Tt ≈ 3.36 s in the I > 0.745 domain. TRCA and
SLSQP do not display this oscillation before finding the
optimal values of I ≈ 0.907 also at Tt ≈ 3.36 s. Contrarily,
when the optimization is dependent on the Nc number of
clients as the input value, as depicted in Figure 5 (right), the
optimization paths are nearly overlapping while the marked
optimal values found by the three algorithms retain their
slight difference being identical to those found in the previous
case. The number of serviceable clients, however, is vastly
different, as NCOBYLA

c ≈ 52.42, NTRCA
c ≈ 1293.28 and

NSLSQP
c ≈ 2705.86 which can be attributed to the different

inner mechanisms of the explored algorithms.
We draw twomain conclusions from the results of multiple

different optimization runs with different configurations (not

only the illustrative example depicted in Figure 5). First, the
changes in the Tw waiting times are almost negligible in the
range needed for optimal HD map transfer. Assuming instan-
taneous uplink and downlink transfers, this can be attributed
to the properties of D/M/1 queues. Second, we can draw
insights into how the relation of the B bandwidth and the
I information value can lead to an optimal FA network. When
the bandwidth drops, the Nc number of serviceable clients
drastically decreases too, however, the I information value
can still be retained by dynamically decreasing the Tt trigger
time of the clients contributing to an HD map layer. This is
especially important for highly dynamic layers, where even
a small number of clients can provide a reasonable amount
of information if they are triggered frequently using a low
Tt trigger time.

Using a combination of COBYLA, TRCA, and SLSQP
optimizes our approach by ensuring we are equipped for
a variety of problem conditions. COBYLA is excellent for
dealing with non-differentiable regions, TRCA adeptly han-
dles complex constraints with its trust-region methodology,
and SLSQP exploits smooth regions efficiently, offering a
comprehensive exploration of the optimization landscape,
maximizing the potential to avoid local minima and gain
valuable insights about the problem.

V. NUMERICAL EVALUATION
In order to reinforce our theoretical model of the proposed
federated HD map aggregating network, in this section,
we present empirical results gained by running simulation
scenarios over a vast range of model parameters. For these to
carry indications of the prospective behavior of the proposed
solution in a production environment, we employ a complex
testbed built on top of an industry-recognized simulation
framework. Thus, we first thoroughly discuss the high-level
implementation of our testbed, then we proceed by defining
the context and the metainformation for our simulation sce-
narios. Finally, we discuss our results and draw conclusions
about the practical applications of our system.

A. TESTBED DESCRIPTION
Our testbed consists of a custom-written application sim-
ulator that relies on the Simulation of Urban MObility
(SUMO) framework [63]. In recent years, SUMOhas become
an industry-leading solution for virtual vehicle simulation
due to its ability to easily handle large traffic networks,
while holistically managing every prospective actor, ranging
from automobiles and pedestrians to traffic lights and road-
side equipment. Connecting this framework to our defined,
application-level testbed was made possible by exploiting
the TraCI interface [64]. This provides an interface through
which our simulator can gain access to every volatile data
regarding the test environment, most importantly the relative
position of the vehicles compared to the defined edge node.

B. PROOF-OF-CONCEPT APPLICATION SIMULATOR
At the implementation level, as the simulation in SUMO
gradually unfolds, we perform the operations required for
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FIGURE 5. Paths taken by various algorithms for determining the optimal I information value as a function of the Tt trigger time (left) and
Nc number of clients (right). End results are marked.

FIGURE 6. System flow of federated analysis of HD map data.

the federated HD-map analytics in the same fashion. Every
member of each actor group has a step listener which exe-
cutes data-driven communications between the actors when
prompted by the TraCI interface. In our proof-of-concept
application, we only consider vehicles and edge nodes, but
these can be optionally expanded.

During the initialization of the SUMO simulation, we cre-
ate a Python object for a single edge node and get its step
listener registered into the event cycle through the TraCI
interface. This process is also performed for each vehicle
that appears in the simulation throughout the entire course
of the simulation period. After their registration, the step
listeners get invoked at every discrete timeslot when a pre-
defined step-length duration of time has passed, performing
their actions periodically, based on the current state of the
Python objects representing them.

As depicted in Figure 6, the edge node regularly triggers
vehicles that are residing in its transmission area. Following

our terminology, this happens every time after a Tt trigger
time has passed. Upon this trigger stimulus, the vehicles col-
lect, package, and then send data regarding their immediate
surroundings to update a specific HD map layer. In accor-
dance with (1), this period is labeled as the Tp preparation
time. The vehicles then wait for each other to finish their
data preparation phase, enabling the edge node to perform the
data aggregation via FA. When this is complete, all vehicles
present in the transmission area by this time receive the
aggregated information as the latest version of the respective
HDmap layer. For those vehicles that have participated in the
data collection, this period is referred to as the Tr response
time, as defined by (1). We note that Tp + Tr = Tw is the
same for all vehicles participating in the federated analytics
process, both in our model and during the simulation. Finally,
following the aggregation, until the current trigger period
lasts, all participants are idle, as they wait for the subsequent
trigger stimulus.

We consider the capabilities of 5G networks indirectly,
in terms of current and prospective bandwidth. Being an
integral part of our theoretical model, we aim at emulating
the network bandwidth precisely. Every time a new vehicle
starts its data upload, the simulator calculates whether there
is enough bandwidth remaining in the current trigger period
for the process to complete. More precisely, the simulator
checks whether the Brτ product of the remaining bandwidth
and upload time during the trigger period is still able to
accommodate the data with the given size to finish uploading.
This constraint is the most restrictive in cases when having
short trigger periods of < 1 s. However, considering our use
case, such low trigger times are not sensible, and we simulate
cases only with Tt > 1 s where this restriction does not cause
issues.

Note that for the sake of simplicity, here we described
the system with a single edge node, although, in a practical
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TABLE 2. Attributes and their investigated values in the simulated
scenarios.

example, multiple edge nodes may be placed to cover a
larger area, e.g., cities or highways. Moreover, each edge
node should be able to maintain the aggregation of every
HD map layer separately. Our proposed system can incorpo-
rate these refined requirements simply by transmitting newly
aggregated map layers between neighboring edge nodes and
by defining distinct trigger periods for every HD map layer.
We also note that our implementation can be extended with a
more precise 5G channel model incorporating signal reflec-
tion, interference, and other low-level network properties,
however, we leave this aspect for future work.

C. RESULTS OF THE NUMERICAL PERFORMANCE
EVALUATION
Building on the parameters discussed in our mathematical
model description of Section IV, we created multiple sim-
ulation scenarios to determine their effects on our system.
We reuse the length of the Tt trigger time and the exponen-
tial distribution for the Tp preparation time discussed there.
We also leverage the actual density of vehicular clients in the
transmission area which is influenced by an amalgamation
of multiple factors: the overall vehicle density in the input
map, the diameter of the edge node’s coverage area, and
the 5G uplink bandwidth available to the clients. We give a
summary of all the factors used in our scenarios in Table 2.
Value selection for the used parameters was motivated to
make a comprehensive study by taking essential factors into
account with a broad-ranged value set. Within the scope
of our proposed use-case, values were selected to remain
meaningful and down-to-earth, but also to fulfill our final
target of widespread dimensioning of our proposed system.
Thus some values follow a logarithmic scale, to grasp a wide
enough scale.

We base our scenarios on a custom SUMO map sim-
ulating a dense metropolitan area with a constant vehicle
load. To provide an adequate stress test for cases where
traffic jams might frequently occur, we set this load to
d = 200 vehicles/km2. This is a reasonable but slightly ele-
vated density compared to related studies [65], [66] that
suggest an order of magnitude of 100 vehicles/km2 for this
parameter. Keeping the execution time of each simulated
scenario under reins further limited our selection of this value.
Within this setting, our simulator randomly generates vehicle
route patterns to produce the targeted average vehicle density.
We set an Nd = 300 kB average transmitted data size by

assuming the exchange of privacy-preserving FA insights
between clients and the edge node performing the FA aggre-
gation.

We took the Cartesian product of the value sets listed
in Table 2 so that one particular combination, e.g., a tuple
of ⟨D = 0.5 km, Tt = 1 s, B = 10Mb/s⟩, defined the input
values for a given simulation scenario.We repeated every sce-
nario 10 times and averaged their individual results. In each
case, we collected the observed changes caused in the target
variables of the Tw average waiting time of every vehicle
within the trigger period and the I information value which
is the numerical output of the information function as per
defined in Section IV. In the following, we analyze the
observed effects.

1) DIAMETER
In Figure 7, we depict how different edge node coverage
area (map tile) diameters affect the waiting time and the
information value. First, let us observe Figure 7a: in every
test scenario, the waiting time converges to the trigger time
as the diameter grows. Given that more vehicles become
reachable, the uplink load becomes greater up to reaching the
set bandwidth limit. This is more conspicuous if we check
the lines corresponding to lower trigger times and high, Gb/s
5G uplink bandwidth. These approach the trigger time at
a much slower rate as they can accommodate more traffic.
On the other hand, the impact of the trigger time is almost
equally large. As the trigger time becomes greater, the effect
of the uplink bandwidth gradually becomes less apparent on
the waiting time. Figure 7b depicts the relation between the
diameter and the information value: we can discover a similar
phenomenon here as well. The reason is again the growing
vehicle density in the transmission area.

The optimal diameter can be found at approximately
D = 1 km in most cases if such dense areas are considered.
The information value reaches its peak at this point while
the waiting time does not deteriorate much compared to the
scenario with aD = 0.5 km diameter. If the observed area has
lower vehicle density then a bigger diameter can provide a
better quality of service: low waiting time and high informa-
tion value. This is due to the fact that if the vehicle density is
not too high in a large cell then the clients are able to finish
their upload before the trigger period ends (i.e., the uplink
bandwidth capacity is able to accommodate all clients). This
causes both the waiting time and the information value to
change for the better. Conversely, when a high vehicle density
is considered then the same phenomenon can be observed
for large diameters as for low cell diameters depicted in
Figures 7a–b.

2) TRIGGER TIME
Figure 8 shows the effects of changes in the trigger time
induce in both the waiting time and the information value.
In the case of the former (Figure 8a), every test scenario
is strikingly linear on the log-log scale. This is mainly
due to the fixed connection between the expected value of
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FIGURE 7. Effect of the D edge diameter on the Tw waiting time (a row, top) and I information value (b row, bottom). Horizontal axes
have a base-2 logarithmic scale, subfigures of the top row have vertical axes with a base-10 logarithmic scale.

FIGURE 8. Effect of the Tt trigger time on the Tw waiting time (a row, top) and I information value (b row, bottom). Horizontal axes have a
base-10 logarithmic scale, subfigures of the top row have vertical axes with a base-10 logarithmic scale.

the preparation time and the trigger time in our simulation
input (see Table 2). In terms of steepness, there are slight
differences among the lines: when expanding the available
uplink bandwidth, the clients get a higher chance in each
trigger period to finish data collection before the new trigger
period starts. Thus, they are more likely to attain a lower
response time (latency), consequently lowering the waiting
time. This phenomenon is true until the vehicle density allows
it. As soon as the area becomes overpopulated compared to

what the uplink capacity can carry, the response time also
starts to grow, since the vehicles are not able to finish their
uploads soon enough anymore. Hence, the respective lines
become steeper in the figure.

When considering the information value in Figure 8b, let’s
separate the plots with medium or high bandwidth from the
ones with low bandwidth and examine them independently.

Upon observing the first group, it is important to notice
that they decline as the trigger period widens. However, the
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FIGURE 9. Effect of the B uplink bandwidth on the Tw waiting time (a row, top) and I information value (b row, bottom). Horizontal
axes have a base-10 logarithmic scale, subfigures of the top row have vertical axes with a base-10 logarithmic scale.

convexity/concavity of the function varies across the test
scenarios. This feature is mainly dependent on the uplink
bandwidth. If it is in the 100Mb/s region, the function is con-
cave, conversely, if it reaches the volume of Gb/s, the function
becomes convex. Regardless of the shape, each function has
its maximum at the beginning of the scale, at around 1 s. This
is a direct cause of the fact that we considered only urban
areas with a high vehicle density. When these circumstances
are given, it is advisable to maintain a low trigger time
because then the information value is at its highest. Other
factors, on the other hand, such as the characteristics of a
specific HD map layer, the incurred transmission pollution,
or other cost-related insights should also be taken into account
when setting the trigger time.

Moving on to the second observation group, the features
are highly different. Every function stays concave, reaching
their maximum values only at approximately Tt = 10 s. As a
result, the optimal setting differs from the previously stated,
i.e., when the available bandwidth is low, it is advisable to
make use of larger trigger times.

3) BANDWIDTH
Similarly to prior plots, we depict the effect of the available
uplink bandwidth on the waiting time and information value.
Figure 9 displays some similarities to the diameter-related
trends shown in Figure 7, especially considering the waiting
time metric. Tw shows a great dependency on the uplink
bandwidth, stemming from the fact that it is one of the
two main contributors that determine whether vehicles can
achieve a low Tp, or even finish, in a specific trigger period.
As the available uplink bandwidth spreads out, so does the
waiting time become increasingly lower across all scenarios,
however, more so in cases with a smaller diameter.

The information value plot in Figure 9b has a similar
duality as shown in Figure 8b. In this case, however, the
length of the trigger period proves to be the distinctive factor.
The higher the Tt trigger time is, the flatter each function gets,
culminating in nearly stagnating lines when Tt reaches its
maximum. In terms of diameter, an opposite relationship can
be observed: as the diameter grows for scenarios correspond-
ing to each distinct trigger time value, the lines are becoming
increasingly steeper.

4) PREPARATION TIME
As with the rest of the plots, we depict the effect that the
change in the expected value of the preparation time causes
in the waiting time and information value. Figure 10 displays
some similarities to the diameter-related trends, especially in
waiting time metrics. The E[Tp] is an immense factor in Tw,
stemming from the definition of the latter. Hence, if Tp grows
then the probability of getting a value much closer to Tt also
increases because the rate of the exponential distribution gets
lower. Conclusively, as Figure 10a unmistakably illustrates,
this results in a rising Tw.

The information value plot has an interesting duality cre-
ated by the available uplink bandwidth in each scenario.
Figure 10b depicts that a low bandwidth (100Mb/s) induces
a deteriorating trend in the information value, while the giga-
bit bandwidth plots show increasing or stagnating trends,
asE[Tp] enlarges. The explanation revolves around the ability
of each vehicle to finish its data upload as early as possible,
given a specific Tp. If the remaining bandwidth does not
further constrain the upload, then the information value is
indifferent toward this. On the other hand, if the remaining
bandwidth has become critically low for slow clients with
a large Tp, it severely constrains most vehicles. In this case,
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FIGURE 10. Effect of the Tp preparation time on the Tw waiting time (a row, top) and I information value (b row, bottom). Horizontal axes have a
base-2 logarithmic scale, subfigures of the top row have vertical axes with a base-10 logarithmic scale.

only a few can upload within their Tt , thus causing the infor-
mation value to drop.

In summary, we can say that by employing numerical sim-
ulations, we gathered a vast set of evidence for determining
the properties of our theoretical model. We tightened the
input and constraint variables to a defined set of values and
calculated the results based on these. Our findings show that
in areas with a high vehicle density, such as metropolitan
centers, the best setting for both end-to-end latency and
information value would be to have HD maps tiles and
corresponding 5G cells with a relatively small transmission
area (approximately 1 km in diameter) and as low trigger
time as it is sensible for the specific use-case. Additionally,
in order to reach as low a preparation time as possible, having
high bandwidth capabilities in such areas is crucial. These
requirements become more tangible than ever. The growing
5G coverage around the globe and increasing upload speeds
bring us closer to such scenarios. Although the required Gb/s
uplink speeds are not yet available publicly in dense areas
and high mobility scenarios, laboratory experiments have
demonstrated such speeds with 5G test hardware. As these
transition to publicly available environments, along with the
significant developments that are being carried out in the field
of intelligent transportation, we expect that similar applica-
tions will emerge in the coming years.

VI. CONCLUSION
In this work, we have introduced our proposal for creating
an HDmaps information aggregation and distribution system
that leverages the concept of federated analytics and 5G

edge infrastructure under the hood. Our system is designed
to be fast and economical when dealing with tasks related
to the construction of multi-layered maps—containing static
and dynamic traffic and contextual data—in a crowd-sourced
fashion. Both FA and 5G proved to be crucial in achieving
our goals. FA provides privacy-preserving features: it enables
local data preprocessing and a shared model can be built
by distributing only derived insights. This is beneficial for
sparing bandwidth and reducing latency as well. 5G also
reduces latency via its efficient wireless links and edge com-
puting capabilities. Our paper includes both theoretical and
experimental analyses aimed at optimizing HD map update
scheduling and the grouping of clients for creating the HD
map of a specific area.

Our model is built on D/M/1 queues which brings forth
deterministic HD map update periods. While this can be
considered a limitation, we believe it to be an advantage
in two ways. First, it makes possible to express the end-to-
end latency of the FA process in closed formulae. Second,
it can serve as an enabler for the easier adaptation of dif-
ferent clients to the FA merge process. A further limitation
is introduced by our definition of the I information value
which conveys how valuable the contribution of a vehicu-
lar client is on the level of our model. While I displays
diminishing returns at high map tile saturation, it lacks con-
figurable parameters with which the fine-grained quality or
fidelity of the observations provided by the modeled clients
can be modeled. We also limit our investigation to high-
density urban scenarios (traffic density, HD map tile size) in
order to observe its performance under stressing situations.
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We identify these as future improvement possibilities where
the effects of a more fine-tuned information value function
could be investigated under different (low-density urban,
rural) scenarios.

Despite these limitations, our findings indicate that our
proposed system is viable and can deliver relevant informa-
tion to end users within an acceptable timeframe. Specifically,
our results suggest the use of 5G small cells with a diameter of
approximately 1 kilometer, offering high Gb/s uplink speeds
and selecting low but sensible trigger times to achieve optimal
waiting times and information values.

As our measurements were taken in a simulated environ-
ment, in the future we plan to broaden the investigations
to offer a more comprehensive view on the effects of var-
ious (environmental and infrastructural) factors for paving
the way for practical applications. We plan to leverage
the SLICES (Scientific Large-Scale Infrastructure for Com-
puting/Communication Experimental Studies) [67] project’s
infrastructure. It aims to support experimental research on
various aspects of artificial intelligence, cloud/edge comput-
ing, and next-generation (5G/6G) telecommunications net-
works that is also perfectly in line with the scope of our work.
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