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DOUBLY ORDERED LINEAR RANK 
STATISTICS

By
B. GYIRES (Debrecen)

1. Introduction

Let N = m + n ,  where m and n are positive integers. Let the real numbers 
x x, ..., xN be pairwise different from each other. Let Rank xk and rank xk denote the 
rank of xk within the sequences x l t ..., xN, and x k, . . . ,x n, respectively. In other words, 
if the rearrangement according to size Z x < ...< zw of those numbers xk= z rk, and 
if the rearrangement according to size of the numbers x lb ...,x„ ,
xk= y ik, then we say that xk has rank rk and ik with respect to these orders, and we 
write Rank xk= r k, and rank xk—ik { k = \ ,  ..., m), respectively.

Denote by 1 1 ^  the set o f all (rl f ..., rm) chosen without repetition from the 
elements 1, ...,1V, and by Pm the set of all permutations o f the elements 1, . ..,m  
without repetition.

Let the distribution functions of the real random variables Xlf ..., XN be con­
tinuous. Then P (X j= X k)= 0 ,j7± k .

Denote by {rl5 ..., rm} and [q, ..., /,„] the vectors with the components rlf  ..., rm 
and b ,  where .......0 i ,  •••, i j £ P m> respectively.

D efin itio n  1.2. The vector {rx, ..., rm} is said to be the outer-rank of the random 
variables Xk, . . . ,X m with respect to the random variables X u . . . ,X N, if

{RankХг, . .. ,  RankXm} =  {rl 5 . . . , r m{.

D efinition  1.1. The vector [i1; ..., im] is said to be the inner-rank of the random 
variables Yx, ..., Ym, if

[rankTl5 . . . ,  rankTJ =  [il 5 ..., i j .

Obviously, the random events {ri 5 ..., rm} and [ q , ..., im] are independent if 
the random variables Xk, ..., XN and Yl t ..., Ym are independent, i.e. in this case

P({ri, . . . , r m}, [il5 . . . , i j )  =  Р({гх, ...,» -и})/,([11,

By the help o f this formula we get the following theorem on the basis o f [3] 
(p. 369, Satz 10).

T heorem  1.1. Let the random variables Z 1= (X 1, Yk) , ..., Z m= (X m, Ym) and the 
random variables Xm+1, X N be given. I f  the random vector variables {Xk, ..., XN) 
and (Tx, ..., Ym) are independent and i f  the joint distribution functions o f the random 
variables Xlt  ..., XN and the random variables Yk, ..., Ym are symmetric functions o f

Acta Mathematlca Academiae Sclentiarum Hungaricae 40, 1982



56 В. GYIRES

their variables, and they are continuous in each o f  the variables, then

^ ( K ....... rm}, [ i i , . . . ,  i j )  = m!(n +  l ). . . (n +  m )’

( r í , - ,  r J O J W ,  0'i, •••, i j € P m

The conditions o f Theorem 1.1 will be satisfied if X l t ..., XN and if Ylt .... Ym 
are samples with continuous distribution functions, and these random variables are 
independent.

Let the matrices

( 1.1) Aj = U  =  1» m)

with real elements be given, and let A = A 1...A m be the m X m N  matrix with 
blocks (1.1).

On the basis o f Theorem 1.1 we give the following definition.

D efin itio n  1.3. The random variable is said to be a doubly ordered linear 
rank statistics generated by the matrix A if

( 1.2) f ( i a  =  « f t + - + « £ s j =
________ 1________
m!(n +  l ). . . (n +  m) ’

where (rx, ..., rm) and (il t ..., im) run over the sets and Pm, respectively.
Let the random vector variables Z 1= (X 1, Fx) , . . . ,Z m= (X m, Ym) and the ran­

dom variables X m+i, ..., XN be given. Suppose that the random variables Xlt ..., XN, 
Tj, ..., Ym are independent with continuous distribution functions. Suppose that 
Xt , . . . ,X m and Xm+1, . . . ,X N are samples with distribution functions F(x) and G(x), 
respectively. Then the doubly ordered linear rank statistics X j£l defined by (1.2) 
give us the possibility to decide on the acceptance or the rejection of the joint hypo­
thesis

a) the second components o f the random vector variables Zx, ..., Z m have a 
common distribution function;

b) F(x) =  G(x), x€i?x.
If all rows o f the matrix A are equal, then X fff  give us the possibility to take a 

decision on the acceptance or rejection of the hypothesis b).
Denote by V ^ ( t )  the characteristic function of the random variable X*f,l 

defined by (1.2).
The aim o f this paper is to investigate the characteristic function 4 '^ )„(t). 

Beside the Introduction the paper contains two sections. In Section 2 the characteristic 
function 'FjfiKt) will be approximated by the permanents o f simpler characteristic 
functions. On the basis of this approximation theorem we give an asymptotic formula 
for SP®(i). The theorems o f Section 3 are dealing with the construction o f doubly 
ordered linear rank statistics with given limit distribution. To do this it is necessary 
to extend te well-known Koksma’s inequality for arbitrary distributions.
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2. The characteristic function of the doubly 
ordered linear rank statistics

First of all we prove the following theorem.

T heorem  2.1. Let be the characteristic function o f the doubly ordered
linear rank statistics defined by (1.2). Let

and

(2.1)

Then

- / v  11 =  1

““jV O', k — l ,  . .., m)

< е ч о  =
* * Р ( 0 . . . ф Я Р ( 0 '

P ÍV  (0--<PÍnm(Ö.

N m_______ 1_
(n +  l ). . . (n +  m) m! Per Ф « (0 N m

(n +  l). . . (n +  m)

for  re/?!.

P r o o f . If M = (a Jk) is a square matrix of order n with complex numbers as its 
elements, then the permanent of M , denoted by Per M , is defined as follows:

Per M =  2 .
V*i»

where (i1, . . . , i m) runs over the full symmetric group. 
On the basis o f (1.2) we get that

т а о  = ------------ -------------  2
m ! (n + 1 )... (n + m) fri....Г>е >

1
„....=  ^ + i ) . „ (, +M) ■

Íe  lri .
it oj”)

.  e lrm

2  Per • •
(Г1,...,гт)€Я<̂ > it aке mri. _ £ тгт

Let B = B 1...Bm the m Xm N  matrix with blocks Вг, . , Bm, where the В} matrix 
is defined as follows. The elements of the /-th row are equal to one, while the remain­
ing elements are equal to zero. Therefore the permanent of the m X m  submatrix 
M  of В is different from zero if and only if  M  has one column from each o f the matri­
ces Bx, ..., Bm. The number of such submatrices of В is N m and the permanent of 
these is equal to one.
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Let

(2.2) МО =
eUa№ ...e Ua<í*

еи“Ш i t a < J>£ u a mN
O' =  1, m),

and let A(t) =  A1(t) ... Am(t) be the mXm* matrix with blocks (2.2). 
We have

(2.3) Per (A (t)B  *) =  N m Per <P(mN> (t),

where Ф„(/) is defined by (2.1). On the other hand, using the Cauchy-Binet expan­
sion theorem,
(2.4) Per(A(i)B*) =  m\(n +  l) . ..(n + m )V W (t)+ H (t) ,

where H (t) is equal to the sum of the permanents o f those mXm submatrices of 
A (t), which have one and only one column from each o f the matrices (2 .2), but at 
least two columns have the same column index. The number of such matrices is equal 
to N m — (n + l)...(n + m ). Since the moduli o f  the elements o f these matrices are equal 
to one, the moduli of the permanents o f these matrices are less than or equal to m! 
Thus on the basis o f (2.3) and (2.4) we get the statement of Theorem 2.1.

By the help of Theorem 2.1 we obtain easily the following theorem.

Theorem 2.2. Let the sequence o f doubly ordered linear rank statistics
be given, where is generated by the m X m N  matrix A (N) =  A f )...A <f > with blocks

Aj"> =
a<{>(N )...a$(N )

a tf (N ) .. .a t t (N ) .
0  =  1 ,  . . . ,  m ) .

Then uniformly in t£ Rt we have

limП-*- oo
N m_______ 1_

(n +  l ) . . . (n  +  m) m!
Per =  0,

where T {f \ ( t )  is the characteristic function o f X f f f .

3. Doubly ordered linear rank statistics with given limit distribution

This section consists of two parts. In the first one we extend the well-known 
Koksma’s inequality for arbitrary distribution. In the second part we use this ine­
quality to construct doubly ordered linear rank statistics with given limit distri­
bution.

a) Let Щ а, b) be the set of the strictly monoton increasing continuous distri­
bution functions F(x), for which a =  sup {x€ | F (x) =  0}, b =  inf {x€f?i|T(x) =  l}, 
where are real numbers.

Let the sequence
(3.1) c o = { x n}r=i> xne[a ,b )
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be given. For a positive integer N  and a subset E of [a, b) let the counting function 
A (E \ N ) be defined as the number of terms x„, l^ n ^ N ,  for which xn£E.

D efinition 3.1. Let F(x)£H(a, b). The sequence (3.1) is said to be F(x)- 
distributed, if for every pair oc, ß  of real numbers with a ^ a < ß ^ b  we have

lim - 1 A ([a, ß); N )  =  F(ß) -  F(a).

As we said we shall use the F(x)-distributed sequences in the second part of 
this chapter to construct doubly ordered linear rank statistics with given asymptotic. 
Therefore in this first part of this chapter we compile the necessary definitions and 
theorems, which will be used in the above mentioned constructions. Definition 3.1 
can be found in [2] (p. 54), but the following definitions and theorems only in the 
case o f uniformly distributed sequences. The proofs of the following theorems are 
almost the same as in the case of uniformly distributed sequences. Therefore we shall 
refer only to the corresponding pages o f the book [2].

D efinition 3.2. For a finite sequence л1э . . . ,x N of real numbers, x„£[a, b)

D A F ) =  D A x  i , - , x N\F) =  sup —  T([a, a); A ) -F (a )

is said to be the discrepancy of the given sequence with respect to F(x)€ H{a, b).

Theorem 3.1. Let x 1^ x 2 =  . . .= x N be N  numbers in [a, b). Then their discrepancy 
with respect to F(x)£Ff(a, b) is given by

D A E ) = max max
} - l ...... N

j _
N  ’ ) -

maxJ=1.... N
2 j- 1 

2 N  '

Proof. The proof is the same as in the case of uniformly distributed sequences 
([2], p. 91, Theorem 1.4), but it is necessary to use that F(x)£FI(a, b).

For a finite sequence jcl9 ..., xN o f real numbers, x„£[a,b), let

Z>í (F) =  D A * i, xn \F) =  sup
а^ск ß^b —  ̂ ([«,/J); N )-[F (P )-F (a )]

Lemma 3.1. The sequence (3.1) is F (x)-distributed i f  and only i f  fim D%(co\F)=0.

Proof. The proof is the same as in the case of uniformly distributed sequences 
([2], p. 89, Theorem 1.1) if we take into consideration that F(x)£H (a, b).

Lemma 3.2. The quantities DN(F) and D^(F) are related by the inequality

D A F )^ D * A F )^ 2 D A F ).

Proof. The proof is the same as in the case of uniformly distributed sequences 
([2], p. 91, Theorem 1.3).
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As an immediate consequence o f  Lemmata 1 and 2, we get the following the­
o r e m .

Theorem 3.2. The sequence (3.1) is F(x)-distributed if and only if

Lemma 3.3. L et . . .S %  be given N  points in [a, b), and let g  be a function 
o f  bounded variation on [a, b]. Then with x0= a , x N+1= b, we have the identity

where F(x)£H(a, b).

Proof. (See [2], p. 143, Lemma 5.1.) Using integration by parts and Abel’s sum­
mation formula, we get

because F{b)g{b) =  g{b), F (a)g(a) =  0.

In the following we prove an extension of the Koksma’s inequality ([2], p. 143, 
Theorem 5.1).

Theorem 3.3. Let F(x)£H (a, b). Let g be a function o f bounded variation V(g) 
on [a, b], and suppose we are given N  points х г , . . . ,x N on [a, b) with discrepancy 
D n(F). Then

Proof. W ithout loss of generality, we may assume that ■x1S . . . ^ x Jv. Thus, 
we can apply Lem m a 3.3. For fixed гг with 0 ^ ггSiV, because F(x)£H (a, b), we have

for xnS tS x a+1 by Theorem 3.1, and the desired inequality follows immediately.

jKm Av(co|F) =  0.

F ( 0 - - ^  S m a x | f W  — , F(x„ + 1) - ~ | )  5= DN(F)
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Corollary 3.1. Let F(x)£_ H(a, b). Let g  be a function o f  bounded variation 
V (g )> 0 on [a, b\, and suppose we are given the sequence (3.1). Then

-77 2  g W  =  /  g(t)dF (t)TV n=i f

holds i f  and only i f  the sequence (3.1) is F(x)-distributed.

Proof. Using Theorems 3.2 and 3.3, the statement follows immediately,
b) In this second part of the section we give a procedure to construct doubly 

ordered linear rank statistics with given limit distribution. To this construction we 
need some lemmata.

Lemma 3.4. I f f  is continuous function o f bounded variation V (f)  on [a, b], then
K(e“' ) s | / | F m  /€*1.

P roof. See Ш. Lemma 3.1.
Using Theorem 3.3 and Lemma 3.4, we get the following lemma.

Lemma 3.5. Let f  be a continuous function o f  bounded variation V (f)  on [a, b], 
and suppose we are given N  points x lf ■■■,xN in [a,b) with discrepancy DN(F ) with 
respect to the distribution function F(x)£H(a, b). I f

<Р(Л° (0  =  2  е“Яхп\1У 11=1
then

b

|< p W (0-/  ei{^ d F { x ) \  ^  \t\V (f)D n(F)

for t^R-L.

Lemma 3.6. Let f j  be a continuous function o f  bounded variation V (fj) on [a, b], 
and suppose we are given N  points x[J\  ..., x$fi in [a, b) with discrepancy {F f  
with respect to the distribution function Fj(x)£H(a, b), where Moreover
we define the matrices

<Pll(0...<Pim(O
(3.2) 

and

with the elements

(3.3) 

and

(3.4)

Фи(0  =

'<р8 Ч ‘) -< р№ ®

<p LV  ( 0 - - - < p L m ( 0 .
b

P j i Á O  =  f ei,fj(x) dFk(x) ( j , k =  1 ,  ..., m )

< е ч о  =

<Pjk (0  =  4  О. к =  l , ..., m),-/V n = l
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respectively. Then

~ j  |Per #«> (0 -  Per Ф (0| ^  Ц- [ J  КС/})] [ J  ( / ,) ]

/o r

P roof. Let us introduce the notation

q>n(t)...<pij-i(t) (p if  (t)—<Pij(t) (p flh it) ...<p№ (0

.(pmlO) --<Pmj-l(t) <Pm?(t)-q>mJ(t) (pjff+ i(0-<Pmm (0 ,
O' =  1, ... ,  m),

then we can easily verify that

4  =  —г Perml

(3.5) [Per Ф<*> (0  -P e r  *„(/)] =  4 + - + 4 , -

Since the moduli o f  the characteristic functions (3.3) and (3.4) are less than or 
equal to one, on the basis of Lemma 3.5 we get

141 s  (m~ ,1)! 2  \< p if{t)-(pkj(t)\ == Н к с fj) i DW (Fk) 0  =  1, ... ,  m).til  I k — 1 ' l l  k — 1

Lftilizing this inequality in (3.5), we obtain the statement o f our lemma.
Using Lemma 3.6 we get the following theorem as a consequence of Theorem 2.1.

Theorem 3.4. Let f -  be a continuous function o f bounded variation V(fj) on [a, b\, 
and suppose we are given N  points , ..., x\fi in [a ,b ) with discrepancy D (f i  (F f  
with respect to the distribution function Fj(x)dH (a, b), where j = l ,  Let

(3.6) A?» =
f j ( x n . . . f j ( x P )

0  =  1 ,  . . . ,  m ) .

Let us denote by 'Fmf(t) the characteristic function o f the doubly ordered linear rank 
statistics X jfl generated by the matrix A = A iN\ . . A j f f  Then we get

(3.7) N m_______ 1_
(n +  l) . . . (n  +  m) ml Per Фт (0|

s Сн-вИГои-) J  год-дду и)] -1
for where the matrix <bm(t) is defined by (3.2).

Theorem 3.5. Let / •  be a continuous function o f bounded variation V (fj) on [a, b], 
and suppose we are given the sequence coj= }“=1, £ [a, b) with discrepancy
D (n \F j) o f  the points x{J), . . . ,  x ^  with respect to the distribution function Fj(x)d  
£H (a , b) for j — 1, . . . ,  m. Let V(J[) +  ... +  V (fm)> 0 .  Denote by F jfK t) the charac­
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teristic function o f  the doubly ordered linear rank statistics generated by the 
matrix A^N> =  A[NK .. A ^ \  where A jN) is defined by (3.6). Then

Urn ¥ g l ( t )  =  —  Per Фт(1)

holds uniformly in any finite interval i£[—T, T] i f  and only i f  the sequence со j  is 
Fj(x)-distributed for j =  1, ...,m , where <£,„(/) is defined by (3.2).

P r o o f . Since
N m

lim -----гг— г------ г - 1,(n +  l) ...(n  +  m)

the right hand side o f (3.7) has the limit zero uniformly in any finite interval 
/€[— T, T] if and only if Um =  0 0  =  1 , . . . ,  m).Thus we get the state­
ment o f our theorem using Theorem 3.2.

Denote by Y]k the random variable with characteristic function (3.3). Then 
Theorem 3.5 can be expressed in the following alternative.

Under the conditions of Theorem 3.5 the sequence of the random variables 
И ) » ” ! converges weakly to the mixture of the random variables Ylh + - + Y mtm,

0'i, ..., imK P m with weights if and only if, the sequence coj is Fj(x)-distributed 

for j —\,  ..., m. (The random variables YUl, , Ymim are independent.)

References

[1] B. Gyires, Linear rank statistics generated by uniformly distributed sequences, Coll. Math. Soc.
J. Bolyai, 25, North-Holland Publ. Co. (to appear).

[2] L. Kuipers and H. Niederreiter, Uniform distribution o f  sequences, John Wiley and Sons (New
York, London, Sidney, Toronto, 1974).

[3] L. Schmetterer, Einführung in die mathematische Statistik, Springer-Verlag (Wien, 1956).

(Received February 18, 1981)

M ATHEM ATICAL IN STITUTE 
LAJOS K OSSUTH U NIVERSITY 
A-4010 D EBRECEN 
H U N G A R Y

Acta Mathematica Academiae Sdentiarum Hungaricae 40, 1982


	1982 / 1-2. szám
	Gyires B.: Doubly ordered linear rank statistics�������������������������������������������������������

	Oldalszámok������������������
	55���������
	56���������
	57���������
	58���������
	59���������
	60���������
	61���������
	62���������
	63���������


