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On the basis of numerous experimental studies the Guyer–Krumhansl heat conductivity model can be considered 
as one of the most promising theoretical models to simulate the low temperature processes and the thermal 
behavior of such complex structures as materials with inhomogeneities and interfaces, as well as porous 
materials. However, the classical ℎ-version finite element methods do not provide convergent and accurate 
results for the solution of the Guyer–Krumhansl heat conductivity model. In recent paper, a new three-field 
variational formulation is derived treating the temperature, the heat flow and its current density as independent 
variables. Both the temperature- and the heat flow boundary condition are weakly imposed, i.e., built in the 
variational form.
Based on this variational background, a new, ℎ𝑝-version mixed finite element method is constructed. The ℎ-
and 𝑝-convergence behaviors of the temperature and the heat flow are analyzed on the transient region for two 
representative model problems: (i) a rapid heating process with exponentially changing rate and (ii) a ramp-
type heating process. The relative and absolute errors are measured in maximum norm. From the computational 
experiments it follows that the mixed ℎ𝑝-finite element method gives reliable, robust (uniformly stable) results 
not only for the ℎ- but also for the 𝑝-approximation in the case of both the temperature and the heat flow.
1. Introduction

In the engineering practice the classical Fourier-type heat conduc-
tivity equation is applied most often to model the thermal processes. 
However, in numerous cases, this commercial model does not provide 
satisfactory results both for modeling heat conduction at room tempera-
tures in heterogeneous materials, being composed by two homogeneous 
layers (a conductor and an insulator) having different material proper-
ties layer-wise, and for describing the thermal processes at low temper-
ature [1–3]. This kind of heterogeneity is included for example in metal 
and carbon foams, as well as materials with internal cracks and porous 
materials like soils and rocks. Although in steady state at macro level 
there is no significant difference between the measured values and the 
computed results by the Fourier model, these differ from each other in 
the transient region, yielding a non-Fourier thermal conduction effect, 
see, for instance, Fig. 1 in [2], as well as these can also differ from each 
other in steady state transport process at nano level, see [4].

Accordingly, from the experiments it follows that the basic the-
ory, i.e., the Fourier model has to be modified. The results provided 
by the Guyer–Krumhansl heat conductivity equation [5] as one of the 

non-Fourier heat conductivity equations shows a very good agreement 
with the measurement data. Besides, the two-temperature thermody-
namic models also give physically well-justified alternatives for model-
ing thermal processes in heterogeneous materials at room temperature, 
see [6–8]. In the case of the two-temperature models, the appropriate 
treatment of the boundary conditions (mainly the heat flow boundary 
condition) and the coupling play an important role especially for inho-
mogeneous materials, however, the applied numerical scheme is less 
essential or it has no significant influence on the accuracy and sta-
bility of the solution. From physical point of view these models are 
more interesting while from numerical/finite element (FE) and mathe-
matical/variational point of view the solution of the Guyer–Krumhansl 
model is more challenging task even in 1D case.

In recent paper, as a first step, we choose the Guyer–Krumhansl 
heat conductivity model, following the experimental results and mea-
surement data in [1,2]. This constitutive model contains the material 
parameter 𝜅2 and the relaxation time 𝜏 as two new material constants. 
The relaxation time is usually much smaller than about 10−5 s for met-
als and liquids [9,10]. However, some experimental studies exhibit that 
the value of 𝜏 can be higher for glass, sand [11] and organic materials, 
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Fig. 1. Illustrative solutions for the Guyer–Krumhansl model for the same parameter setting [20]. Left: the analytic solution is plotted for the dimensionless 
temperature series. Right: COMSOL’s solution.
tissues [9,10], as well as processed meat [12]. The material constant 
𝜅2 is associated with the mean free path arising from the kinetic the-
ory or the non-equilibrium thermodynamics with internal variables, see 
[13,14].

In the case of the Guyer–Krumhansl heat conductivity model the 
heat flow boundary condition (BC) can not be treated as Neumann-type 
BC prescribed on temperature derivative because in this case the heat 
flow can not be determined directly from the temperature gradient. The 
partial differential equation system becomes more complex, i.e., the so-
lution of the Guyer–Krumhansl heat conductivity model directly either 
for the temperature or for the heat flow is a very difficult, challenging 
task, considering either the temperature or the heat flow as basic or pri-
mary variable. Analytically, it is possible only for some specific BCs by 
the aid of the methodology of separation of variables, using the Fourier 
series expansion- and the operational approaches for the solution of the 
Guyer–Krumhansl model, see the works [15–17] and [18,19].

The FE model of any types of partial differential equations can be im-
plemented within the framework of the software COMSOL Multiphysics. 
Thus, for example, in [20] the Guyer–Krumhansl model was tried to 
be solved numerically using COMSOL’s Mathematics Module in version 
v5.3a which unfortunately is not able to reproduce the temperature re-
sponse curves at all, giving a very bad results with large oscillations and 
high error values. Also, similarly wrong situations can be experienced 
for the FE solution of the ballistic-conductive equation [20]. Namely, 
the FE solution computed by COMSOL does not show a good agreement 
with the analytic (reference) solution even for very fine mesh.

In details three typical settings were analyzed: 𝜅2 = 0 leading to 
the Maxwell–Cattaneo–Vernotte equation, 𝜅2∕𝜏 = 𝛼 reproducing Fouri-
er’s solution, and 𝜅2∕𝜏 > 𝛼 producing over-diffusive solutions, with 
𝛼 = 𝜆∕(𝜌𝑐𝑉 ) being the thermal diffusivity. In the first two situations, 
COMSOL can provide a physically valid temperature series, although 
its resource requirements – CPU and RAM usage – are very high. How-
ever, in the last one in which 𝜅2∕𝜏 > 𝛼, the response temperature series 
was found to be far from realistic [20], absolutely wrong solutions can 
easily be obtained for a stable and seemingly convergent method. These 
solutions do not depend on the applied mesh and time-stepping algo-
rithm. Fig. 1 compares the physically valid temperature and the wrong 
one obtained from COMSOL, demonstrating the importance and the ne-
cessity of a robust FEM.

In the last years, the development of reliable and efficient numerical 
methods for the solution of the Guyer–Krumhansl heat equation was 
motivated by the above-mentioned drawback. So far, the current re-
sults achieved have not been so satisfactory yet. More recent, this is the 
reason why an increasing interest can be experienced in this research 
direction. An alternative way, to overcome the numerical difficulties 
aforementioned, is to construct an advanced finite difference method, 
for example, the shifted fields scheme as space discretization technique 
called symplectic algorithms [20,21]. In this case, the heat flow and the 
temperature are treated as independent variables and the locations of 
the temperature values are shifted by a half space step size with respect 
to the locations of the heat flow values, thereby allowing the direct pre-
2

scription of the heat flow BC if necessary.
Another alternative to avoid the numerical difficulties is to construct 
ℎ𝑝-version mixed FEM. Namely, most of the FE softwares and pack-
ages use (i) the lowest-order polynomial, i.e., linear approximations for 
the unknown basic variable and (ii) usually solve the resulting system 
for one (primary) variable, as well as (iii) apply the Fourier-type heat 
conductivity model to predict the thermal processes [22–24]. Further-
more, the required accuracy is reached with mesh refinement, using the 
lowest-order polynomial approximation for each FE. In some papers 
[25–31] classical ℎ-version FEMs were elaborated on the Maxwell–
Cattaneo–Vernotte-version of the heat conductivity model (when the 
parameter 𝜅2 is equal to zero), or the dual-phase-lag equations, see 
their exact and approximate theories, for example, in [32]. Neverthe-
less, now, from practical point of view, these latter theoretical models 
are less interesting for the considered model problems.

As seen, for example, in [20], the standard, mesh refinement-based 
FEMs can produce low convergence rates and large inaccuracy, or in 
even worse cases, oscillatory behavior equipped with high amplitude 
and frequency for certain kinds of initial-boundary value problems 
(IBVP) and when some of the material constants or the characteristic 
size of the body approach their limit value [33]. In order to circum-
vent these numerical phenomena, the 𝑝-type extension will be employed 
as a hierarchic higher-order approximation technique having outstand-
ing computational performance. This was originally devised for one-
field variational formulations in [34,35], then further-developed for the 
stress-, deformation- and natural frequency analysis of shells of revolu-
tion, as well as heat equation, based on hybrid/mixed and ultra-weak 
variational approaches (discontinuous Petrov–Galerkin technology) in 
[36–40].

For smooth problem the 𝑝-version FEMs based on one-field primal 
variational formulations exhibit exponential convergence being fea-
tured by a curve equipped with increasing negative slope while the 
asymptotic convergence rate of the uniform ℎ-refinement is of alge-
braic type which can be represented by a straight line, i.e., the rate of 
𝑝-convergence is much faster than that of the ℎ-convergence [35,41,42]. 
Upon the combination of a properly chosen (graded) mesh refine-
ment strategy with a simultaneous increasing polynomial degree (ℎ𝑝-
technology) we will have again an exponential convergence in energy 
norm computations even for non-smooth problems as well [35,41,42]. 
These promising properties motivate our research work.

In accordance with the numerical difficulties and their possible solu-
tions, mentioned above, the aim of this paper is to present a new mixed 
ℎ𝑝-version FEM based on a three-field variational formulation for reli-
able and efficient solution of the Guyer–Krumhansl heat conductivity 
model in the refined theories of thermodynamics.

The paper is organized as follows. After having collected the par-
tial differential equations, as well as the BCs and the initial conditions 
(IC), i.e., the second-order differential equation system of the Guyer–
Krumhansl heat conductivity model, the current density of heat flow is 
systematically introduced as intermediate variable beside the temper-
ature and the heat flow, resulting in a first-order differential equation 
system, then a new three-field variational formulation is derived key-

stepwise in Section 2. Based on this variational background a new 
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mixed ℎ𝑝-version FEM method is presented in Section 3. In Section 4
the computational performance of the mixed ℎ𝑝-FEM is tested through 
a comprehensive ℎ- and 𝑝-convergence analysis on the two following 
representative benchmark problems: (i) a rapid heating process with 
exponentially changing rate and (ii) a ramp-type heating process. The 
paper is closed by the concluding remarks and an outline of the future 
research work.

2. Mathematical model

In this section a new three-field mixed variational formulation will 
be derived for the solution of the Guyer–Krumhansl model as one of the 
refined thermodynamic models. This will serve as a mathematical basis 
for the related higher-order FEM suitable for the accurate numerical 
solution of the considered heat conductivity model.

2.1. Governing equations

In this subsection the basic differential equations of the Guyer–
Krumhansl model are collected and the corresponding BCs and ICs are 
listed in details. Let us consider now a rigid body occupying the space 
domain Ω = [0, 𝓁] at a certain time instant 𝑡 ∈ 𝐼 , where 𝓁 denotes the 
length of the body (domain) and 𝐼 = [𝑡0, 𝑡1] defines a closed temporal 
domain, here 𝑡0 and 𝑡1 are two given time instants for which 𝑡1 > 𝑡0. In 
the model problem we suppose that the body is subjected to the inter-
nal heat resource 𝑟(𝑡, 𝑥) in 𝐼 × Ω and the prescribed external heat flow 
𝑞(𝑡) at 𝑥 = 𝓁, while the temperature �̃� (𝑡) is specified in time at 𝑥 = 0 for 
the sake of generality. The governing differential equations modeling 
the thermal conductivity process are given along with the BCs and the 
ICs in the following:

Energy equation

𝜌𝑐𝑉 �̇� + 𝑞′ = 𝑟 in (𝑡0, 𝑡1] × Ω , (1)

as entropy balance law, where 𝜌 and 𝑐𝑉 are the material density and 
the specific heat at constant volume, as well as the prime (or double 
prime) in the superscript means first (or second) partial derivative with 
respect to the space coordinate 𝑥 and the dot over a variable indicates 
partial time derivative,

Constitutive equation

𝜏 �̇� + 𝑞 + 𝜆𝑇 ′ − 𝜅2 𝑞′′ = 0 in (𝑡0, 𝑡1] × Ω (2)

as heat conductivity law, in which 𝜏 , 𝜆 and 𝜅2 are the relaxation time, 
the heat conductivity coefficient and the “newly-introduced” heat pa-
rameter as material constants, for the sake of generality, the body is 
subjected to the following

Spatial prescriptions

𝑇 (𝑡,0) = �̃� (𝑡) in 𝐼 , (3)

𝑞(𝑡,𝓁) = 𝑞(𝑡) in 𝐼 , (4)

as BCs on the temperature and heat flow at 𝑥 = 0 and 𝑥 = 𝓁, respectively, 
as well as

Temporal prescriptions

𝑇 (𝑡0, 𝑥) = 𝑇0(𝑥) and 𝑞(𝑡0, 𝑥) = 𝑞0(𝑥) in Ω (5)

as ICs at the time instant 𝑡0 = 0 s, keeping in mind the compatibility 
criteria �̃� (0) = 𝑇0(0) and 𝑞(𝑡0) = 𝑞0(𝓁) on the prescribed quantities.

In order to avoid the appearance of the second spatial derivative, 
i.e., decrease the differential order of the system, let us introduce now 
the current density of the heat flux, 𝑄(𝑡, 𝑥), as intermediate variable in 
the following way: let 𝑄 = 𝑞′, in this case the two-variable, second-order 
differential equation system (1)–(2) is transformed into the three-field, 
3

first-order form
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𝜌𝑐𝑉 �̇� + 𝑞′ = 𝑟 in (𝑡0, 𝑡1] × Ω , (6)

𝜏 �̇� + 𝑞 + 𝜆𝑇 ′ − 𝜅2𝑄′ = 0 in (𝑡0, 𝑡1] × Ω , (7)

𝑄− 𝑞′ = 0 in (𝑡0, 𝑡1] × Ω . (8)

It is worth noting here that this system exhibits a very similar structure 
to the equations of the ballistic-conductive heat conductivity model. In 
what follow, the three-field system (6)–(8) together with the BCs (3)–(4)
and the ICs (5) as strong form will be reformulated in a weak sense.

2.2. Three-field variational formulation

In this subsection a three-field variational formulation will be de-
rived for the solution of the Guyer–Krumhansl heat conductivity model 
within the refined thermodynamic concept. Similarly to the systematic 
procedures presented in [43,44] but without time integration; as the 
first step in the derivation, the energy equation is weakened, i.e., we 
multiply Eq. (6) with the test function 𝑢, then the obtained expression 
is integrated over the domain Ω. This procedure yields the variational 
equation

∫
Ω

(
𝜌𝑐𝑉 �̇� + 𝑞′ − 𝑟

)
𝑢dΩ = 0 (9)

which can be considered as the weakened version of the energy equa-
tion (6). In the second step of the derivation the intermediate equation 
(8) is relaxed. Accordingly, multiplying Eq. (8) with the test function 
𝑤, then integrating the obtained result over the domain Ω, we have

∫
Ω

(
𝑄− 𝑞′

)
𝑤dΩ = 0 . (10)

Then using the partial integration rule

∫
Ω

𝑞′𝑤dΩ = [𝑞𝑤 ]𝓁0 − ∫
Ω

𝑞𝑤′ dΩ (11)

and building-in the heat flow BC (4) at 𝑥 = 𝓁, the second term of Eq. 
(10) becomes

∫
Ω

𝑞′𝑤dΩ = 𝑞(𝑡)𝑤(𝓁) − 𝑞(𝑡,0)𝑤(0) − ∫
Ω

𝑞𝑤′ dΩ , (12)

the substitution of which into Eq. (10) results in the variational integral

∫
Ω

𝑄𝑤dΩ + ∫
Ω

𝑞𝑤′ dΩ = 𝑞𝑤(𝓁) − 𝑞(𝑡,0)𝑤(0) (13)

that is the relaxed version of the intermediate equation (10). As the 
third step of the derivation, the constitutive equation is semi-relaxed. 
Firstly, multiplying Eq. (7) with the test function 𝑣 and integrating it 
over the region Ω, we obtain its weak form

∫
Ω

(
𝜏 �̇� + 𝑞 + 𝜆𝑇 ′ − 𝜅2𝑄′)𝑣dΩ = 0 , (14)

to only the third term of which, then applying again the partial integra-
tion rule

∫
Ω

𝑇 ′ 𝑣dΩ = [𝑇 𝑣 ]𝓁0 − ∫
Ω

𝑇 𝑣′ dΩ (15)

and building-in the temperature BC (3) at 𝑥 = 0 we arrive at the integral 
expression

∫
Ω

𝑇 ′ 𝑣dΩ = 𝑇 (𝑡,𝓁)𝑣(𝓁) − �̃� (𝑡)𝑣(0) − ∫
Ω

𝑇 𝑣′ dΩ (16)

Upon substitution of the latter equation into Eq. (14) we have the semi-

relaxed version of the constitutive equation
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∫
Ω

𝜏 �̇� 𝑣dΩ+ ∫
Ω

𝑞 𝑣dΩ− ∫
Ω

𝜆𝑇 𝑣′ dΩ − ∫
Ω

𝜅2𝑄′ 𝑣dΩ

= 𝜆 �̃� 𝑣(0) − 𝜆𝑇 (𝑡,𝓁)𝑣(𝓁) (17)

Collecting now all of the obtained variational equations, i.e., Eqs. (9), 
(13) and (17), a new, three-field variational formulation can be stated 
as theoretical basis necessary for the construction of the higher-order 
FEM. Accordingly, in this variational problem we seek the triplet 𝑇 ∈
𝐿2(Ω), (𝑞, 𝑄) ∈𝐻1(Ω) as trial functions, satisfying a priori the temporal 
prescriptions (5) on the temperature 𝑇 and the heat flow 𝑞, in such a 
way that the variational integrals

∫
Ω

𝜌𝑐𝑉 �̇� 𝑢dΩ+ ∫
Ω

𝑞′ 𝑢dΩ = ∫
Ω

𝑟 𝑢dΩ ∀𝑢 ∈𝐿2(Ω) , (18)

− ∫
Ω

𝜏 �̇� 𝑣dΩ− ∫
Ω

𝑞 𝑣dΩ+ ∫
Ω

𝜆𝑇 𝑣′ dΩ + ∫
Ω

𝜅2𝑄′ 𝑣dΩ

= 𝜆𝑇 (𝑡,𝓁)𝑣(𝓁) − 𝜆 �̃� 𝑣(0) ∀𝑣 ∈𝐻1(Ω) , (19)

∫
Ω

𝑄𝑤dΩ+ ∫
Ω

𝑞𝑤′ dΩ = 𝑞𝑤(𝓁) − 𝑞(𝑡,0)𝑤(0) ∀𝑤 ∈𝐻1(Ω) (20)

hold true for all test functions defined on the above-given function 
spaces. Here, 𝐻1(Ω) indicates the first-order Sobolev function space 
interpreted on Ω [45], demonstrating the regularity property for the 
variable pairs (𝑞, 𝑄) and (𝑣, 𝑤), whereas 𝐿2(Ω) denotes square inte-
grable function space for the variables 𝑇 and 𝑢. Neglecting now the 
heat source term 𝑟, as well as dividing Eq. (19) by 𝜆 after having con-
sidered that 𝜆 > 0, the variational equations (18)–(20) can be written in 
the form

𝜌𝑐𝑉 ∫
Ω

�̇� 𝑢dΩ + ∫
Ω

𝑞′ 𝑢dΩ = 0 ∀𝑢 ∈𝐿2(Ω) , (21)

− 𝜏

𝜆 ∫
Ω

�̇� 𝑣dΩ − 1
𝜆 ∫

Ω

𝑞 𝑣dΩ + ∫
Ω

𝑇 𝑣′ dΩ + 𝜅2

𝜆 ∫
Ω

𝑄′ 𝑣dΩ

= 𝑇 (𝑡,𝓁)𝑣(𝓁) − �̃� 𝑣(0) ∀𝑣 ∈𝐻1(Ω) , (22)

∫
Ω

𝑄𝑤dΩ+ ∫
Ω

𝑞𝑤′ dΩ = 𝑞𝑤(𝓁) − 𝑞(𝑡,0)𝑤(0) ∀𝑤 ∈𝐻1(Ω) (23)

for homogeneous materials. It is important to highlight here that the 
two main advantageous properties are the following: (i) the three-field 
variational principle consists of only first-order spatial derivative and 
(ii) both the temperature and the heat flow BC are ensured in weak 
form, i.e., built in the variational formulation, these are not handled as 
subsidiary conditions to the variational form.

3. 𝒉𝒑-version mixed finite element method

In this section a new, stable ℎ𝑝-type mixed FEM will be presented 
for the solution of the Guyer–Krumhansl thermodynamic model which 
is based on the three-field variational formulation detailed in the latter 
section. In what follows, for the sake of simplicity our investigations will 
be restricted to (piece-wise) homogeneous materials, which now are not 
subjected to the internal heat source. Therefore, the ℎ𝑝-FE discretization 
of the newly-derived three-field variational integrals (21)–(23) will be 
presented in the following.

Let us consider now the partitioning the physical domain Ω. Thus, 
Ω is divided into 𝑛 sub-domain. Henceforward, the standard element 
Ωst ∶= { 𝜉 | − 1 < 𝜉 < 1} is mapped onto the 𝑒-th physical element 
Ω𝑒
el ∶= {𝑥 |𝑥𝑒 < 𝑥𝑒 < 𝑥𝑒+1} with the node numbers 𝑒 and 𝑒 +1 by the trans-

formation 𝑥𝑒 ∶=𝑁1(𝜉)𝑥𝑒 +𝑁2(𝜉)𝑥𝑒+1 alongside the Jacobian 𝐽𝑒 = 𝓁𝑒∕2, 
where 𝑁1 = (1 − 𝜉)∕2 and 𝑁2 = (1 + 𝜉)∕2 are the external shape functions 
while 𝓁𝑒 is the length of 𝑒-th element and 𝑥𝑒 and 𝑥𝑒+1 are its nodal coor-
dinates (𝑒 = 1, … , 𝑛). Accordingly, now the geometric mapping is linear 
4

between the standard and the physical elements.
International Journal of Heat and Mass Transfer 217 (2023) 124663

Table 1

Degrees of the applied polynomial approxi-
mation spaces.

Trial functions Test functions

𝑇 𝑞 𝑄 𝑢 𝑣 𝑤

𝑝 𝑝+ 1 𝑝+ 1 𝑝 𝑝+ 1 𝑝+ 1

Taking into account the space regularity properties of the trial func-
tions 𝑇 , 𝑞 and 𝑄, as well as the test functions 𝑢, 𝑣 and 𝑤, i.e., for which 
using symmetric functional settings those are approximated on each el-
ement as

𝑇 𝑒(𝑡, 𝜉) =
𝑝∑
𝑖=1

𝑇 𝑒
𝑖
(𝑡)𝑁𝑖(𝜉) , 𝑢𝑒(𝜉) =

𝑝∑
𝑖=1

𝑢𝑒
𝑖
𝑁𝑖(𝜉) , (24)

𝑞𝑒(𝑡, 𝜉) =
𝑝+1∑
𝑖=1

𝑞𝑒
𝑖
(𝑡)𝑁𝑖(𝜉) , 𝑣𝑒(𝜉) =

𝑝+1∑
𝑖=1

𝑣𝑒
𝑖
𝑁𝑖(𝜉) , (25)

𝑄𝑒(𝑡, 𝜉) =
𝑝+1∑
𝑖=1

𝑄𝑒
𝑖
(𝑡)𝑁𝑖(𝜉) 𝑤𝑒(𝜉) =

𝑝+1∑
𝑖=1

𝑤𝑒
𝑖
𝑁𝑖(𝜉) , (26)

where 𝑇 𝑒
𝑖
(𝑡), 𝑞𝑒

𝑖
(𝑡) and 𝑄𝑒

𝑖
(𝑡), as well as 𝑢𝑒

𝑖
, 𝑣𝑒

𝑖
and 𝑤𝑒

𝑖
are the un-

known time-dependent-, as well as time-independent coefficients, re-
spectively. The mixed ℎ𝑝-FE polynomial function space is up-built by 
the previously-defined external shape functions 𝑁1 and 𝑁2 for the 
linear approximations (𝑝 = 1), as well as the internal shape func-
tions 𝑁𝑗 (𝜉) = [𝑃𝑗−1(𝜉) − 𝑃𝑗−3(𝜉)]∕

√
2(2𝑗 − 3) called “bubble modes” as 

integrated Legendre polynomials for the higher-order approximations 
(𝑝 ≥ 2), where 𝑃𝑗 (𝜉) are the orthogonal Legendre polynomials, 𝑘 =
3, 4, … , 𝑝 +1 [35,41,42]. The degrees of the applied polynomial approx-
imation space are collected for the independent trial- and test functions 
in Table 1 as well. Here 𝑝 is the actual polynomial degree on each ele-
ment.

Let us write down now the variational integrals (21)–(23) in matrix 
notations in terms of the coefficients of the temperature, the heat flow 
and the current density of heat flow. For the sake of simplicity let hp𝒕
and hp𝒒, as well as hp𝑸 denote the column vectors associated with the 
time-dependent unknown coefficients of the temperature and the heat 
flow, as well as the coefficients of the current density of heat flow, re-
spectively. After having carried out the numerical integrations on each 
element 𝑒 and taking the regularity properties of the trial and test func-
tion into consideration, the ℎ𝑝-FE assembling procedure leads to the 
following time-dependent matrix algebraic equation system

 hp �̇�+𝑇 hp𝒒 = 𝟎 ,
− hp�̇� −  hp𝒒 + hp𝒕+ 𝜅2∕𝜆𝑇 hp𝑸 = 𝒈 ,

 hp𝑸+ hp𝒒 = 𝒉 .

(27)

Since the last equation of this system does not depend on the partial 
time derivative of the unknown functions at all, at each time step hp𝑸
can be expressed directly in terms of hp𝒒 as

hp𝑸 = −−1  hp𝒒 +−1 𝒉 , (28)

upon substitution of which for hp𝑸 into the second equation of the sys-
tem (27) we have

 hp �̇�+𝑇 hp𝒒 = 𝟎 ,
− hp�̇� + hp𝒕+ ̃ hp𝒒 = �̃� ,

(29)

that can be simplified into the form

 hp�̇� + hp𝜶 = 𝒇 , (30)

where

hp𝜶 =
[ hp𝒕

hp𝒒

]
,  =

[  𝟎
𝟎 −

]
,  =

[
𝟎 𝑇

 ̃
]

and 𝒇 =
[
𝟎
�̃�

]
,

(31)
in which
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̃ = − − 𝜅2∕𝜆𝑇 −1  and �̃� = 𝒈− 𝜅2∕𝜆𝑇 −1 𝒉 , (32)

whereas  and  , as well as  and  stand for the consistent matrices 
of the specific heat and the relaxation, as well as the other heat conduc-
tivity parts, respectively, while  and  denote the consistent coupling 
matrices of the system and the column vectors 𝒈 and 𝒉 are responsible 
for the weak satisfaction of the BCs.

4. Computational examples

In this section, the numerical ability of newly-constructed three-field 
mixed ℎ𝑝-FEM will be investigated for two IBVPs as benchmarks prob-
lems: the body will be exposed to (i) a heat flow changing with a high, 
exponential rate and (ii) a ramp-type temperature jump at the left hand 
side (𝑥 = 0), concentrating on the transient behavior of the FE solution 
in both model problems.

4.1. Error measures and parameter settings

The ℎ- and 𝑝-convergences of the relative and absolute error will 
be measured point-wise in the maximum norm of the time series of 
temperature and heat flow

𝑒hp =
max

𝑡∈[𝑡0 ,𝑡1]
||| hp𝒕− 𝒕ref

|||
max

𝑡∈[𝑡0 ,𝑡1]
||𝒕ref || and 𝑒hp =

max
𝑡∈[𝑡0 ,𝑡1]

||| hp𝒒 − 𝒒ref
|||

max
𝑡∈[𝑡0 ,𝑡1]

||𝒒ref || ,

as well as 𝑒hp = max
𝑡∈[𝑡0 ,𝑡1]

||| hp𝒒 − 𝒒ref
||| (33)

at both the left-hand-sided- and the right-hand-sided boundary, 𝑥 = 0
and 𝑥 = 𝓁, where 𝒕ref and 𝒒ref are the reference solutions for the tem-
perature and heat flow computed by the use of a very fine uniform FE 
mesh along with high-degree approximation on each element (𝑛 = 100
and 𝑝 = 11). The reference solutions are also validated by the exact solu-
tion for which the details can be found in [2,15,16] and in [33,46] with 
neglecting the linear elastic effects. During the convergence test, the 
number of degrees of freedom (DOF) is equal to the size of the vector 𝜶
consisting of the unknown coefficients of the system (30).

The observed bodies with length 𝓁 = 0.005 are made of rock-like ma-
terials which have 𝑐𝑉 = 800 J/(kg K) and 𝜌 = 2600 kg/m3 as specific heat 
(at constant volume) and material density. The relaxation time 𝜏 and 
the heat parameter 𝜅2 as new material constants have been measured 
earlier for several realistic cases in [1]. On the basis of these experimen-
tal data, we choose 0.01 s and 0.001 s for 𝜏 , as well as the quite small 
0.000008 m2 for 𝜅2.

Since from numerical point of view the accurate modeling the ther-
mal process is much more challenging task for high 𝜅2-values than low 
ones, also, the mixed ℎ𝑝-FEM presented in the latter section will be 
tested for the much less realistic but quite high value 𝜅2 = 0.8 m2. 
Namely, this material constant has significant effect on the charac-
teristic speed of the diffusion process and the heat propagation be-
comes faster with five magnitudes for the previous parameter setting 
(𝜅2 = 0.8 m2).

During the convergence analyzes, the time-dependent matrix alge-
braic system (30), or (29) together with Eq. (28) will be numerically-
solved on the short time intervals 𝑡 ∈ [0, 0.1] s and 𝑡 ∈ [0, 1] s (𝑡0 = 0 s and 
𝑡1 = {0.1, 1} s), respectively, for 𝜅2 = 0.8 m2 and 𝜅2 = 0.000008 m2, be-
cause the relatively high 𝜅2-value makes the rapidly change, i.e., com-
putationally interesting (transient) region much shorter. The temporal 
integration will be executed numerically, using the implicit scheme 
[23]. The time step size will be set to the constant Δ𝑡 = 0.001 s, leading 
to the time step numbers 100 and 1000.

4.2. Exponentially changing heating process

In the first numerical example a heat flow with relatively high, expo-
nentially changing rate is acted on the left-hand-sided boundary (𝑥 = 0) 
5

as temporal prescription
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𝑞0(𝑡) = 𝑞
𝑐1 𝑐2
𝑐2 − 𝑐1

[
exp

(
−𝑐1

𝑡

𝑡𝑝

)
− exp

(
−𝑐2

𝑡

𝑡𝑝

)]
, (34)

while a heat transfer BC is imposed at the right-hand-side (𝑥 = 𝓁) as

𝑞𝓁(𝑡) = ℎ
[
𝑇 (𝑡,𝓁) − 𝑇0(𝓁)

]
, (35)

with which the ICs 𝑇0(𝑥) = 293 K and 𝑞0(𝑥) = 0 W/m2 as applied spatial 
prescriptions at 𝑡0 = 0 s are of course compatible, namely the body is 
initially at rest, i.e., in termodynamic equilibrium. In Eq. (34), the pa-
rameters are set to 𝑞 = 10000 W/m2, as well as 𝑐1 = 1∕0.075, 𝑐2 = 6 and 
𝑡𝑝 = 0.008 s according to the reference [2], in order to make the above-
considered heat conductivity problem most realistic. Besides, the heat 
transfer coefficient appeared in the thermal convection BC (35) is se-
lected from the discrete value set {0, 100, 1000, 10000} W∕(m2 K). If we 
choose 0 W∕(m2 K) for the heat transfer coefficient ℎ, the special form of 
the BC (35) is obtained, where the radiated heat flow to or from the am-
bient through the boundary 𝑥 = 𝓁 is zero, i.e., this boundary becomes 
adiabatic insulation. In this example, the influence of the heat transfer 
coefficient on the quality, i.e., the solution and the convergence of the 
ℎ- and 𝑝-version FE approximation is studied as well.

The reason, why this test example is selected, is that the classical 
ℎ-version FEMs and commercial FE softwares provide unreliable and 
inaccurate or quite wrong numerical results, these products do not work 
satisfactorily because the related FEs do not treat appropriately the BCs 
and do not set correct function spaces to the variables, see, for example 
the bad numerical results provided by COMSOL in [20].

During the convergence studies, the 𝑝-extensions are performed on 
a 4- and 48-element fixed uniform mesh of the region Ω, respectively, 
for overdiffuse and non-overdiffuse thermodynamic systems, i.e., for the 
parameter values 𝜅2 = 0.8 m2 and 𝜅2 = 0.000008 m2 with the polynomial 
degree 𝑝 ranging from 1 to 7, whereas the ℎ-extensions are executed on 
equidistant meshes, varying the element number 𝑛 in 7 steps from 4
and 48 to 16 and 120, respectively, for overdiffuse (𝜅2 = 0.8 m2) and 
non-overdiffuse (𝜅2 = 0.000008 m2) thermal processes. At all of the ℎ-
refinement steps the degree of the polynomial approximation 𝑝 = 1 is 
kept unchanged on each element.

The relative- and absolute errors measured in the maximum norms 
(33) of the front- and rear-sided temperature 𝑇 (𝑡, 0) and 𝑇 (𝑡, 𝓁), as 
well as the front- and rear-sided heat flow, 𝑞(𝑡, 0) and 𝑞(𝑡, 𝓁), as time 
series calculated for quite high and very small 𝜅2-value (0.8 m2 and 
0.000008 m2) are plotted versus number of DOF in double logarithmic 
scale for the relaxation times 𝜏 = 0.01 s and 𝜏 = 0.001 s in Figs. 2–5. Since 
both BCs (3)–(4) are built in the variational formulations (18)–(20) or 
(21)–(23). i.e., these are ensured in a weak sense, it is worth investi-
gating the convergence behavior of not only the non-relaxed- but also 
the relaxed (or weakly-imposed) variables at both boundaries, thereby 
obtaining information also for how precisely the BCs are satisfied dur-
ing the thermal conductivity process. If the heat transfer coefficient ℎ
be equal to 0 W∕(m2 K) at the right-hand-sided boundary during the 
numerical tests, the heat flow becomes 0 W/m2. Therefore, only the ab-
solute (not the relative) error of the heat flow and its convergences can 
be computed at this boundary (𝑥 = 𝓁).

The relative- and the absolute error series have monotonic conver-
gence with relatively high rates not only for the 𝑝-approximation but 
also for the lowest-degree ℎ-approximation (𝑝 = 1). The ℎ-extensions 
show algebraic convergence behavior, i.e., the convergence rates are 
independent of the DOF. The ℎ-convergence is faster with about one 
magnitude for the heat flow than for the temperature. The explanation 
for this numerical result is that the heat flow has to be approximated 
by a polynomial of a higher degree than the temperature, see again 
Table 1. The 𝑝-extensions exhibit exponential convergences with in-
creasing negative slopes in the asymptotic region. As expected, the 
𝑝-convergence is much faster than the ℎ-convergence. It can be observed 
that the achievable relative error level is almost equal or less than about 
10−8. Consequently high numerical accuracy can be reached.

Also, it can be experienced that there is no significant effect of the 

heat transfer coefficient ℎ on either the ℎ- and 𝑝-convergence rates, the 
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Fig. 2. Convergence curves of the errors measured in max. norm for the front- and rear side temperature and heat flow: overdiffuse system with 𝜏 = 0.001 s and 
𝜅2 = 0.8 m2 .

Fig. 3. Convergence curves of the errors measured in max. norm for the front- and rear side temperature and heat flow: overdiffuse system with 𝜏 = 0.01 s and 
6

𝜅2 = 0.8 m2 .
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Fig. 4. Convergence curves of the errors measured in max. norm for the front- and rear side temperature and heat flow: non-overdiffuse exponentially changing 
heating system with 𝜏 = 0.001 s and 𝜅2 = 0.000008 m2 .

Fig. 5. Convergence curves of the errors measured in max. norm for the front- and rear side temperature and heat flow: non-overdiffuse exponentially changing 
7

heating system with 𝜏 = 0.01 s and 𝜅2 = 0.000008 m2.
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Fig. 6. Short time history of the rear side temperature for non-overdiffuse exponentially changing heating system with 𝜏 = 0.01 s.

Fig. 7. Short time history of the rear side temperature for non-overdiffuse exponentially changing heating system with 𝜏 = 0.001 s.
convergence curves at the rear-sided boundary are shifted down a bit 
without changing their slopes as the heat transfer coefficient ℎ is re-
duced from the value 10000 W∕(m2 K) to 0 W∕(m2 K) thereby achieving 
bit lower error levels. But there is no remarkable difference between 
these error levels.

Let us illustrate now the ℎ𝑝-FE solutions of the model problem. In 
order to make good impression of the accuracy and effectivity (exemp-
tion from oscillation) of the developed mixed ℎ𝑝-FEM, this test problem 
is solved for the time interval 𝑡 ∈ [0, 1] s and a longer one 𝑡 ∈ [0, 10] by 
applying a 100-element mesh together with the high polynomial degree 
𝑝 = 10, thereby keeping the time step size Δ𝑡 = 0.001 fixed. The time se-
ries obtained for the rear sided temperature responses are plotted for 
non-overdiffuse system in Figs. 6–9 and for overdiffuse thermal process 
in Figs. 10–13 in the case of 𝜏 = 0.01 s and 𝜏 = 0.001 s, representing the 
8

influence of the heat transfer coefficient on the numerical solutions.
It can be seen that oscillations can not be experienced at all even 
for the long term solutions. After the initial rapid temperature incre-
ment, the cooling process becomes faster as the heat transfer coefficient 
ℎ increases. Besides, the thermal equilibrium state can be reached ear-
lier for overdiffuse heat conductivity processes than for non-overdiffuse 
ones.

4.3. Ramp-type heating process

In the second numerical example a ramp-type surface heating pro-
cess is modelled. In this framework, a temperature BC is specified at the 
left-hand-side 𝑥 = 0 as temporal jump function

�̃� (𝑡) =
⎧⎪⎨ �̂� 𝑡

𝑡𝑝
for 𝑡 ∈ [0, 𝑡𝑝] ,

(36)
⎪⎩ �̂� for 𝑡 ∈ (𝑡𝑝,∞] ,
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Fig. 8. Long time history of the rear side temperature for non-overdiffuse exponentially changing heating system with 𝜏 = 0.01 s.

verd
Fig. 9. Long time history of the rear side temperature for non-o

in which �̂� = 398 K is the temperature maximum and 𝑡𝑝 = 0.008 s is 
the temporal length of the ramp phase, whereas the right-hand-sided 
boundary keeps insulated adiabatically, i.e., the constant, homogeneous 
BC 𝑞𝓁(𝑡) = 0 W/m2 is prescribed in time at 𝑥 = 𝓁 for the heat flow. 
Besides, the body is exposed to the spatial impositions 𝑇0(𝑥) = 293 K 
and 𝑞0(𝑥) = 0 W/m2 as ICs on the temperature and the heat flow that 
are consistent with the BCs at 𝑡0 = 0 s. Accordingly, again the body is 
initially at rest, i.e., in equilibrium state.

For these types of benchmark problems, numerical oscillations can 
appear in the time history of either the temperature or the heat flow. 
In this specific test problem the exact solution produces discontinuities 
(jumps) at certain time instants especially in the time series of the heat 
flow. Near these certain jumps the oscillatory behavior of the FE solu-
tion is observed around the analytic solution when using the classical, 
lower-order, ℎ-version FEMs for the solution of the IBVP in question, 
9

see the background and some numerical results, for example, in [33]. 
iffuse exponentially changing heating system with 𝜏 = 0.001 s.

This is the main reason why this benchmark problem is chosen now as 
second test example.

During the convergence analyzes the 𝑝-extensions are implemented 
on a 12- and 48-element fixed equidistant mesh, respectively, for non-
overdiffuse (𝜅2 = 0.000008 m2) and overdiffuse (𝜅2 = 0.8 m2) thermal 
processes with 𝑝 being uniformly increased from 2 to 11, while the 
ℎ-extensions were carried out on uniformly refined meshes with the 
element number 𝑛 ranging in 14 steps from 12 and 48 to 90 and 204, re-
spectively, for non-overdiffuse and overdiffuse thermodynamic systems, 
i.e., for 𝜅2 = 0.000008 m2 and 𝜅2 = 0.8 m2.

Once again, the error values are computed on the basis of the max-
imum norms defined in Eq. (33). Then the relative error convergence 
curves of the temperatures 𝑇 (𝑡, 0) and 𝑇 (𝑡, 𝓁), as well as the front-sided 
heat flow 𝑞(𝑡, 0) and the absolute error convergences of the rear-sided 
heat flow 𝑞(𝑡, 𝓁) are plotted against the number of DOF on log-log scales 

in Figs. 14–15 for the small and large 𝜅2-value (0.000008 m2 and 0.8 m2). 
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Fig. 10. Short time history of the rear side temperature for overdiffuse exponentially changing heating system with 𝜏 = 0.01 s.

Fig. 11. Short time history of the rear side temperature for overdiffuse exponentially changing heating system with 𝜏 = 0.001 s.
Here, the effect of the relaxation time 𝜏 on the convergence histories is 
also observed a bit.

Again, the relative and absolute error convergences show locking-
free behaviors, i.e., no oscillations can be experienced at either the 𝑝-
or the ℎ-extensions. The ℎ-extensions have algebraic convergences, i.e., 
their rates do not depend on the number of DOF. There is no significant 
influence of the relaxation time 𝜏 on the convergence rates. However, 
mainly the ℎ-convergence curves are shifted down with approximately 
one magnitude without varying their slopes as the relaxation time de-
creases, i.e., changing it from 𝜏 = 0.01 s to 𝜏 = 0.001 s.

The 𝑝-extension shows exponentially increasing convergence rates 
in the asymptotic range. As expected again, the rate of 𝑝-convergences 
is much higher than that of ℎ-convergences. It can be seen that the 
reachable error levels are equal to or rather less than about 10−5 for 
10

non-overdiffuse thermal processes. In the post-asymptotic range the 
exponential 𝑝-convergences slow down a bit for overdiffuse systems, 
then their rates are increasing again with negative slopes, thereby ap-
proaching quite small relative and absolute error levels (approximately 
10−5 and 10−8), i.e., also in this benchmark problem, quite high ac-
curacy can be achieved. Besides, it is important to mention here that 
the convergences of the front-sided temperature and the rear-sided heat 
flow represent how accurately the satisfaction of the BCs is numerically 
ensured in weak form. Accordingly, these are enforced with great pre-
cision.

Once again, in order to make good impression of the reliability and 
efficiency of the constructed mixed ℎ𝑝-FEM on the reader, the ramp-
type heating problem is solved for the quite short temporal domain 𝑡 ∈
[0, 0.1] by using a 100-element, equidistant mesh along with a very high 
polynomial approximation 𝑝 = 10 on each element and setting the time 

step size to the constant value Δ𝑡 = 0.001 s. Since this thermal process is 
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Fig. 12. Long time history of the rear side temperature for overdiffuse exponentially changing heating system with 𝜏 = 0.01 s.

Fig. 13. Long time history of the rear side temperature for overdiffuse exponentially changing heating system with 𝜏 = 0.001 s.
very fast, it is not needed to solve numerically this IBVP on a longer time 
interval, the nice characteristics of the solution will be well apparent 
in this temporal domain as well. The time histories obtained for the 
front-sided heat flow and the rear-sided temperature as non-prescribed 
response functions are depicted, respectively, for non-overdiffuse and 
overdiffuse thermodynamic systems in Figs. 16–17 and 18–19 in the 
case of 𝜏 = 0.01 s and 𝜏 = 0.001 s, thereby, also, indicating the influence 
of the relaxation time on the numerical solution.

It can be seen that oscillation-free, i.e., locking-free numerical be-
havior can be experienced at a very large number of DOF as well. The 
ℎ𝑝-FE solutions are accurate and stable. During these ramp-type heating 
processes at the very beginning the temperature is rapidly increas-
ing, then achieving a constant equilibrium temperature. This initial 
rapid temperature increment is linear function of time for overdif-
11

fuse systems, see Fig. 19, whereas this is a smoothly varying function 
with rapidly increasing then rapidly decreasing positive slope for non-
overdiffuse thermal conductivity problems, see Fig. 17.

For overdiffuse thermodynamic systems a rectangular shaped heat 
flow train is obtained as response function at the rear side 𝑥 = 𝓁 due to 
the ramp-type temperature increment at the front side 𝑥 = 0, see Fig. 18, 
while for non-overdiffuse thermal processes the heat flow train at the 
rear-sided boundary 𝑥 = 𝓁 consists of an increasing- and a decreasing 
part which change smoothly with decreasing positive, then decreasing 
negative slopes, see Fig. 16.

5. Concluding remarks and future perspectives

A new mixed ℎ𝑝-FEM was developed for the solution of the Guyer–
Krumhansl heat conductivity model as one of the IBVPs in the refined 

thermodynamics. The constructed FEM is based on a new three-field 
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Fig. 14. Convergence curves of the errors measured in max. norm for the front- and rear side temperature and heat flow: non-overdiffuse, ramp-type heating system 
with 𝜏 = 0.01 s, 𝜏 = 0.001 s and 𝜅2 = 0.000008 m2 .

Fig. 15. Convergence curves of the errors measured in max. norm for the front- and rear side temperature and heat flow: overdiffuse, ramp-type heating system with 
12

𝜏 = 0.01 s, 𝜏 = 0.001 s and 𝜅2 = 0.8 m2 .
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Fig. 16. Time history of the front side heat flow for non-overdiffuse ramp-type heating process with 𝜏 = 0.01 s and 𝜏 = 0.001 s.

Fig. 17. Time history of the rear side temperature for non-overdiffuse ramp-type heating process with 𝜏 = 0.01 s and 𝜏 = 0.001 s.
variational formulation allowing the temperature, the heat flow and the 
current density of the heat flow to be independently varied. The current 
density of the heat flow, i.e., its global vector containing unknown coef-
ficients has been eliminated at element level. This procedure, similarly
to the Schur complement technique, has yielded a time dependent lin-
ear algebraic equation system for the temperature and heat flow vectors 
consisting of the unknown coefficients. The resulting system of equation 
has been solved for the coefficients at each time instant, using the un-
conditionally stable implicit time integration scheme.

Firstly, the numerical predict capability of the ℎ𝑝-FEM was tested 
through ℎ- and 𝑝-convergence analyzes for an exponentially chang-
ing, rapid heating process. The relative and absolute errors were de-
termined in maximum norm. It was proven computationally for both 
non-overdiffuse and overdiffuse thermodynamic processes that the con-
vergences are fast. Robust (uniformly stable) convergence results have 
13

been obtained. However, the rate of the 𝑝-convergence is much higher 
than that of ℎ-convergence, i.e., the desired (high) accuracy is achieved 
much earlier with 𝑝-extension than with ℎ-refinement.

Secondly, similarly to the previous benchmark problem, oscillation-
free, or, in other words, locking-free behavior of the newly-constructed 
ℎ𝑝-FEM was numerically experienced not only at ℎ- but also at 𝑝-
extension for the ramp-type, sudden heating process as well. To sum-
marize, the mixed ℎ𝑝-version FEM is reliable and efficient, providing 
convergent and accurate results for the response functions of both the 
temperature and the heat flow in the case of either relatively high or 
very small 𝜅2-values. Aware of the outstanding computational results 
the three-field mixed ℎ𝑝-FEM demonstrated in this paper will be further-
developed for the solution of (i) non-smooth- (singular-) and/or (ii) 2-
and 3D IBVPs related to (iii) heterogeneous materials, which will be 
already tested on the new analytic solution derived for the 2D axisym-

metric IBVP of the Guyer–Krumhansl model in [47].
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Fig. 18. Time history of the front side heat flow for overdiffuse ramp-type heating process with 𝜏 = 0.01 s and 𝜏 = 0.001 s.

Fig. 19. Time history of the rear side temperature for overdiffuse ramp-type heating process with 𝜏 = 0.01 s and 𝜏 = 0.001 s.
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