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Abstract

We present an improved determination of the strange seabdisbn in the nucleon with con-
straints coming from the recent charm production data inrma:nucleon deep-inelastic scatter-
ing by the NOMAD and CHORUS experiments and from chargedetuiinclusive deep-inelastic
scattering at HERA. We demonstrate that the results arastenswith the data from the ATLAS
and the CMS experiments on the associated productitvebosons withc-quarks. We also dis-
cuss issues related to the recent strange sea determibgtibe ATLAS experiment using LHC
collider data.
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I. INTRODUCTION

The accurate knowledge of the flavor decomposition of thekgdistributions in the proton is
an important prerequisite in Quantum Chromodynamics (Qfobjprecision phenomenology at
current colliders. While the individual valence and sedgaf theu- andd-quark parton distribu-
tion functions (PDFs) are relatively well constrained bisérg data, the strange sea in the proton
is only poorly known. Nevertheless, tlssquark PDF &ects predictions for the cross-sections
of a significant number of hadron processes. These inclugrvriticular the processes involv-
ing the exchange of 8-boson with space- or time-like kinematics, such as charoaymtion
in the charged-current (CC) deep-inelastic scatteringsj2ndW-boson production in associ-
ation with charm quarks at proton-proton colliders. In aitarr, the knowledge of the strange
and anti-strange sea quark PDFs, as well as of the relatethaipaark production in CC DIS
interactions, are the dominant source of uncertainty itimg precision electroweak physics with
(anti)neutrinos![1].

For a long time, the information on the strange sea quarkecdrdf the nucleon has almost
entirely relied on the data from charm di-muon productionanti)neutrino-iron DIS interac-
tions by the NuTeV and CCFR experiments [2]. These data haiaeamatic coverage in the
parton momentum fractior and the virtualityQ? limited by the fixed target kinematics and by
the (anti)neutrino beam energy. It must be noted, howekat,dharm di-muon data from(v)-
nucleon DIS interactions also depend on the knowledge o$é¢nei-leptonic branching ratiB,,
for the inclusive decays of flerent charmed hadrons into muons.

The situation has significantly improved with the recentlmabion of new data samples from
different experiments. The new precision measurement of chammuah production in neutrino-
iron DIS interactions by NOMAD!|[3] has substantially redddeoth experimental and model
uncertainties with respect to the NuTeV and CCFR measuremmdn addition, the CHORUS
experiment|[4] has released a new direct measurement afsirel charm production in nuclear
emulsions insensitive tB,,. Furthermore, improved theoretical descriptions in pédtive QCD
for some of the underlying hard scattering reactions hawie available. Specifically, the
perturbative QCD corrections at next-to-next-to-leadinger (NNLO) in QCD for charm quark
production in CC DIS can be applied, which describe the hemark codicient functions at
asymptotic values 0@ > m¢é [5-7], wheremy, is the mass of heavy quark,or b. With the
Wilson codficients in this asymptotic regime it becomes possible taunhelconsistently HERA
cross-section measurements for CC inclusive DIS [8] at NNQECD into the analysis. Those data
provide additional constraints on tlseyuark PDF in a much wider kinematical range @f.

Atthe Large Hadron Collider (LHC) measurement$\6f-boson production, either inclusive or
associated with e-quark jet orD*-meson allow for tests of those strange sea determinations f
DIS data. The LHC measurements of inclusiVé andZ-boson production can be used in a QCD
analysis at NNLO with the theory predictions available yullifferentially in the gauge-boson
kinematics. ATLAS has reported an enhancement ofstijgark distribution|[9] with respect to
other measurements. For the exclusive propgss> W* + ¢ the QCD corrections are only known
to next-to-leading order (NLO), which implies larger thetical uncertainties. Nevertheless, the
availableW + c data by CMS|[[10] and ATLAS| [11] fier valuable insight and allow for cross
checks, both of the above mentionedW Zfit by ATLAS [9] based on electron-proton DIS and
inclusiveW/Z-boson data as well as of strange sea determinations frapalgRDF fits.

This paper is organized as follows. Sk¢. Il introduces taméwork of the analysis, which is
based on a global fit of PDFs by ABM [12--14] using the world Dé$adand the measurements of
gauge-boson production from fixed targets and the LHC.[Sedsd summarizes briefly the new



improvements in QCD theory for CC DIS charm quark productigth a runningc-quark mass.
Sec[l gives a brief description of the new data sets fronORYS, NOMAD [2+4] and the LHC
W +cdata[10, 11]. Se€. IV contains the results of the analysisiding a new study of the energy
dependence of the semi-leptonic branching rBfj@f charmed hadrons. Starting from a fit to the
combined data of NuTeV, CCFR, CHORUS and NOMAD [2-4] the iotd individual data sets
is quantified and the resulting shifts in the strange quasiibutions are documented. Particular
care is also taken to control potential correlations with uhandd-quark sea distributions. In
Sec[V we compare the results with earlier determinatiorth®@&-quark PDF. In particular, we
comment on issues in the ATLAS determination of the stramgeirs theepW Zfit [9] as well as

in thes-quark PDF of NNPDF (version 2.3) obtained with a fit to the LHi&a [15]. We conclude
in Sec[V].

II. ANALYSIS FRAMEWORK
A. Description of the global fit

The present study is an extension of the ABM PDF fit which iedam the combination of the
world DIS data and data for the Drell-Yan process obtaindidted-target and collider experiments
(cf. [14] and references therein). The flavor separatiorhetit andd-quark distributions in the
nucleon is obtained with a good accuracy from the combinatf@roton and deuteron fixed-target
data with the LHC data oW- andZ-boson production. However, this approach can only provide
a rather poor determination of tlsequark distribution, mainly due to the correlations witle th
quark distribution. Therefore, in the ABM fit the strange desribution is basically constrained
by the data on charm di-muon production from neutrino-ruglBIS, which constitutes a direct
probe of the strangeness content of the nucleon [16]. Antiaddi, though minor, constraint
comes from the CC data obtained at HERA [8]. In line with theM\E fit, the s-quark sea
distribution can be parameterized in a rather simple forthatnitial scale for the PDF evolution
uo =3 GeV:

S( 0) = AsxS(1—X)°s (I1.1)

whereAg, as andbg are fitted parameters. This simple parameterizationfiscgent to achieve a
good description of the data.

To a good approximation the present analysis is performétea@NLO accuracy in QCD, i.e.,
by taking into account the NNLO corrections to the PDF evoluind to the Wilson cdicients
of the hard scattering processes. The description of thed@t& employs the three-flavor factor-
ization scheme with the heawy andb-quarks appearing in the final state only. This approach
provides a good agreement with the existing inclusive réatirrent (NC) DIS data up to the
highest momentum transf€? covered by HERA[[14]. In particular, such an agreement @teel
to the use of the massive NNLO corrections for the NC heawiqproduction, along with the
MS definition of the heavy-quark masses|[17, 18]. Insteadl, @B DIS heavy-quark production
has been described in the ABM12 fit with account of the NLO ections [19-21] only. As a
matter of fact, this approximation is adequate for the dpson of existing CC HERA data, in
view of their relatively poor accuracy. However, for comsigy, in the present analysis we also
consider those NNLO QCD corrections which are applicabl@@DIS in the asymptotic region

of Q%> ng.



B. Improved treatment of the massive charged-current NNLO orrections

For CC DIS heavy-quark (charm) production at parton levetpeds in Born approximation
ina 2— 1reaction as

s(p) + W*(q) — c, (11.2)

wherep andqg denote the momenta of the incomiagjuark and the fi-shellW-boson and define
the well-known kinematical variables, Bjorkerand Q?, asQ? = —¢? > 0 andx = Q%/(2p-q) L.
The mass of thes-quark is neglected, the final statequark is heavy and the coupling to the
W-boson involves the usual parameters of the Cabibbo-Katheyaskawa (CKM) matrix.

The cross section is usually parameterized in terms of taeyhquark DIS structure functions
Fk, k=1,2,3, which depend om, Q? and the heavy-quark massg, and which can be written in
the standard factorization approach to perturbative QCD as

R = Y f—f. X 8) Cui (2wt ). (1.3

i=q.09

i.e., as a convolution of PDF§ and codicient functionsCy;. The scales for renormalization
and factorization arg, andu; and the integration range over the parton momentum fraetien

bounded by = x/1. The kinematical variablesin Eq. (IL3) andA are given ag = Q/mg and
A=1/(1+me/Q%) = £/(1+&), respectively.

The codficient function<y; of the hard parton scattering process in Eq.|(I1.3) can bepete
in a perturbative expansion in the strong coupling constaat as(u,),

Cri(z&.uP.ud) = C +asCl) +a3C, (11.4)

where(?(kogI ~ §(1 -2 (up to the CKM parameters) arﬂfffg] =0 for k = 1,2,3 due to Eq.[(ILR).
ForC(kli) the exact expressions are given in Refs| [19-21] wherea@(kﬁbrresults at asymptotic

values ofQ? > mg have been derived in Refs, [5-7]. The former results have beeved for
heavy-quark masses in the on-shell renormalizatidfor consistency with the set-up of the ABM
fit [13,!14] which uses th&1Sdefinition for heavy-quark masses in DIS|[17, 18] for an iayed
convergence and better stability under scale variatiorpnedly summarize below those changes
from the pole mass scheme to & scheme which are necessary if the NNLO Wilsonfioents
C(kzl) at asymptotically large valugs= Q?/n¢ are included.

The conversion uses the well-known relation between the pasan: and the running mass
m(u,) in theMS scheme

me = M) (1+ s )dD () + s ) 2d@uy) + .. ) (11.5)

where the cofiicientsd(") are actually known to three-loop order [23-25].
We will derive explicit formulae through NNLO for the depemte of the structure functions
on theMSmasan:(m;). In doing so, we extend the approach of Ref. [17] to NNLO f& DBIS

L At higher orders alsoC pair production contributes|[5, 7].
2 The analytic relations for change in the asymptotic Wilsoeficients and massive operator matrix elements from

the on-shell mass scheme to & scheme t@®(ad) were given in Ref.[[22].
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(see alsol[26, 27] for the hadro-production of top-quarkisspa For the pole mass1 we have
(suppressing all other arguments),

Fr(m) = asF O(m) + o2FD(m) + o2 FP(m), (1.6)

which is converted with the help of Ed.(1).5) to tlS massm.(m.) (for simplicity abbreviated
asm) according to

F(™ = asFO(m) (I1.7)

+a? (Fl(})(r—n) + o(l)amFl((O)(m)' _)
m=m
+a? (Fff)(m) + o<2>ame<°)(m)i _+m o(l)c’)mFl((l)(m)i -
m=m m=m
+2 (md) a2 F<°>(m>|
2 m ok mem)

where the cofiicientsd(!) have to be evaluated for. = M (corresponding to the scale of). Up

to NLO, the necessary terrﬁmFl((O)(m), is given in Ref.|[17] and the additional contributions at
NNLO can be obtained along the same lines. As the currenysisas restricted to asymptotically

large valueg = Q%/mg at NNLO, the changes of the NNLO Wilson d‘ﬁeientsC(kzi) from the pole
mass scheme to tidS scheme need to be accounted for only to logarithmic acgung:. To that

end, it siffices to note that at orde® in Eq. (I.7) the second and the fourth term vanish for large
£as

de)GmFI((O)(m)’ -~ (mdl))zafnﬁ((o)(m)’ ~ o), (11.8)

and, therefore can be neglected in the current approximatio
In the third term at ordex? in Eq. (IL7), i.e., inm o(l)amFl(})(m), only the Wilson cofficient

for the gluon channed:‘(k,lé contributes, since asymptotically the collinear singtyain Cf(’l; ~

inog)In(Qz/mz) is proportional to the one-loop splitting functi@ﬁ%. Therefore, for large the
following replacement in the asymptotics at ordérsuffices,

210K(2) o2 |k o5 )z 2 k(gz)_ 31, A1) k—l(Q_Z)
asg In* (&) agIn (m2(1+asd(1)) agIn — agkdIn — +..., (IL9)

in order to generate the ordeg contribution in Eq.[(ILY) to the required accuracy. All eth
contributions, especially the boundary terms fragy in Eq. (IL3) vanish a®)(£72).

Experience from the case of NC DIS shows that the asymptegiaresion in powers of [ff¢)
agrees well with the exact result for the full mass depeneleiready at moderate valuessof 10.
For the CC DIS case, the validity can be checked at NLO withréspective expressions for the
known Wilson coficients, i.e., by comparing exact versus asymptotic. Suafipeoison reveals
that starting from values @f> 50 (depending on the-values not being too large) the asymptotic
expressions for the individual channe@fjg andC(k,lé) reproduce the exact results to better than

0(10...20%), but mostly to much better accuracy. Asymptotically,d very large, agreement
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within a few percent is reached. For largevalues,x > 0.1 the on-set of the asymptotic behavior
is generally delayed due to the numerical dominance of lmidsSudakov logarithms, which can

be resummed to all orders in perturbation theory, see [28]cdnbing those result on threshold
logarithms with the asymptotic expressions one could, iimggule, arrive at further refinements of
the NNLO approximation for the CC DIS Wilson diieients along the lines of Ret. [29] for NC

DIS. Given the overall small numerical size of the higheresr@C DIS QCD corrections, as well

as the accuracy and kinematical coverage of the existingrerpntal data, we leave this task for
future studies.

Fig.[I.1l displays the comparison of the inclusive CC DISssrgection data from HERA![8]
with the NNLO QCD corrections as discussed here in the tedtusing theMSc-quark mass
definition withmy(me) = 1.24 GeV (see the ABM12 PDF fit [14]). The absolute magnitudéef t
NNLO corrections (taken at the nominal scafe= Q° + mc(m¢)?) is small, so that the main virtue
of NNLO accuracy lies in an overall reduction of the scaleartainty?.
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FIG. II.1: Pulls with respect to the ABM12 PDF fit [14] for theBRA CC inclusive DIS cross section data
of Ref. [8] in different bins of the momentum transf@f (squares: positron beam; circles: electron beam).
The dashes display the impact of the NNLO corrections to Berassive Wilson cdicients [5+7] derived
with the MSc-quark mass definition on thes -initiated CC cross sections.

3 Main heavy-quark CC DIS corrections to NNLO [5-7] used in aoalysis are included into version 2.0 of the
OPENQCDRAD code and are publicly available online [30]. The code of f&fincluding all Wilson codicients is
available on request to Johannes.Bluemlein@desy.de.



lll. NEW DATA SETS RELEVANT FOR THE STRANGE SEA DETERMINATIO N
A. Charm di-muon production in v-iron DIS

Charm production i(v)N DIS interactions fiers ideally the most direct probe of strange sea
quark distributions. The most common experimental tealmiq to detect inclusive semi-leptonic
decays of charmed hadrons into muons, resulting in a clggagire with two muons of opposite
charge in the final state. The di-muon production cross aecepends on the inclusive semi-
leptonic branching rati@,, which reads

B, = Zh: B f(E.). (I11.1)

where BL‘ are the semi-leptonic branching ratios of the individuahrohed hadronsh =

DO D*,Ds,Ac (Where theA. notation includes heavier charmed baryons), produced én th
neutrino-nucleon collisiond(E,) are the corresponding production fractions, &pds the neu-
trino beam energy. In general, the charmed fractifprdepend on the incoming neutrino energy.
This fact can be explained by the contributions from quéestee A and difractive Dg produc-
tion. These two contributions are significant mainly at lowergies and they do noftfact the
value ofB, atE, > 50 GeV, where the spectrum flattens out.

Typically, a minimal energy threshold is required for theans to be identified experimentally,
in order to suppress the background frenK muonic decays. This experimental requirement re-
sults in an acceptance correction for the undetected plpase swhich enhance the sensitivity of
the charm di-muon measurements to the charm quark fragtrentato hadrons. A second po-
tential source of uncertainty is related to the use of heawyan as (anti)neutrino target, resulting
in nuclear modifications on the measured cross-sectionthidrpaper we consider three charm
di-muon data sets obtained on Fe-targets by the NuTeV, CZF&jd NOMAD [3] experiments.

The NuTeV and CCFR data samples [2] — corresponding to 51828)land 5030 (1060)
v(v)-induced di-muon events, respectively — have been the onédym di-muon data used in
earlier fits [13] 16], providing most of the information oretitrange sea quark distributions. Both
experiments have measured the absolufiedintial cross-section for charm di-muon production
on iron,daﬁﬂ/dxdy The minimal energy threshold for the muon detection was 8. Gés worth
noting that neglecting the dependenceéBpfon E, has been a good approximation in the analysis
of the high energy NuTeNCCFR di-muon data [16].

The new measurement of charm di-muon production-ie interactions by the NOMAD ex-
periment [3] is characterized by an increase by a factor i&etln the statistics (15344 events),
as well as by an improved understanding of the uncertaidisgissed above. The minimal en-
ergy threshold for the muon detection was lowered to 3 Gddwaihg for a substantial increase
of the detected phase space, thus reducing the sensiouvityetcharm quark fragmentation. The
NOMAD data extends down tB, = 6 GeV, providing a better sensitivity to charm production pa
rameters close to the. threshold. The NOMAD experiment measured the r&ip = o,,,/occ
between the charm di-muon cross-section and the inclusiseged current cross-section (two
muons versus a single muon) as a function of the three indiemervariables,, x, and the
partonic center-of-mass energys, for Q2 > 1 Ge\2. This ratio dfers a large cancellation of
both experimental and theoretical uncertainties, incigdhe nuclear corrections related to the
Fe-target|[33—35].

In the energy region covered by the NOMAD data the inclusamiseptonic branching ratio
B, demonstrates a clear dependenceEpnTo account for this dependence we parametesjze
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FIG. lll.1: Value of the semi-leptonic branching raiy(E,) obtained in the variant of the present analysis
with the combination of the NOMAD_[3] and CHORUS [4] data addsolid line: central value, dots:
1o error band), compared with the correspondingliand obtained in the ABM12 fit [14] (shaded area).
The measurements &, by the emulsion experiments FNAL-E-531 [31] (full circlem)d CHORUS|[32]
(hollow circles) are given for comparison.

following Ref. [3] in the form
B
B.(E,) = + (111.2)
1+B;’/E,
which results in a rise dB,, with E, at smallE, and a saturation at lards,.

Since the fixed-target kinematics and the available beamgmsedo not allow for a coverage
of the asymptotic regio#i > 50 (Sectioi IIB), we use only the NLO approximation in the QCD
analysis of the charm di-muon data in (anti)neutrino CC DniSall our fits to NuTeV, CCFR and
NOMAD data we use the nuclear corrections for the Fe tardetiviing Refs. [33+35]. In order
to reduce the computational time in our fits we do not applgtedbeveak corrections [36] to the
NOMAD data, after verifying that they largely cancel outheR,,, ratio.

B. Inclusive charm production in v-emulsion interactions

Experiments using nuclear emulsions can directly deteetitidividual charmed hadrons
DO D*, Dg, Ac (and heavier charmed baryons) produced in (anti)neutnitevactions, through the
location of the corresponding decay vertex. The inforrmapoovided by emulsion experiments
has the advantage that it does not rely upon semi-leptom@ydeand it is therefore independent
from B,.. The limitations of this type of measurement are mainlytegldo the low statistics avail-
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able due to the small mass of nuclear emulsions usable itiggacThe average nuclear target
for (anti)neutrinos in nuclear emulsionsAs= 81 andZ = 36. Only two data samples are cur-
rently available. The E531 experiment|[31] collected Y2@duced inclusive charm events and
measured the complete decay and event kinematics, alldwimg determination of the charm
production fractionsfy(E,). The recent measurement by the CHORUS experiment [4]atelle
a total of 2013 inclusive charm events, although only théigsneutrino energy and the charm
decay length were measured. The CHORUS experiment has alssuned separately the yields
of neutral P°) and charged charmed hadrons as a function of the neutrergyen

In this paper we focus on the rat®, = oc/occ between the total charm cross-section and
the inclusive CC cross-section as a function of the neutemergy, which was published by the
CHORUS experiment[4]. This ratio has the advantage of lggpgnceling out nuclear corrections
related to the heavy nuclei in emulsions|[33-35]. It is warnthing that the direct charm detection
in emulsions is potentially less sensitive to the detaithefcharm quark fragmentation than charm
di-muon production. Since there is no exclusive selectibone particular decay mode and no
fixed threshold on the momenta of the decay products, a lgigase space is detectable. The
energy resolution achievable is, however, lower compavesldctronic detectors like NOMAD.
In order to be consistent with the measuremen®Rgf from NOMAD and to have a reliable
calculation of inclusive CC structure functions, we regtour analysis to the kinematic region
with Q% > 1 Ge\2. To this end, we directly evaluate the acceptance of thissuat function of,
with the high resolution NOMAD data and apply the correspogaorrection to the CHORUS
measurement dR¢(E,). We note that this acceptance correction is small (typicafew percent)
and quickly vanishes with the increasekf

Since the typical momentum transfer is not too large contptoen;, we use only the NLO
approximation in the QCD analysis of CHORUS charm data. llo@l fits to CHORUS data we
use the nuclear corrections for the average emulsion téotjetving Refs. [33+-35]. Similarly to
the case of NOMAD data discussed in Sec. ]Il A, we do not aplglgteoweak corrections [36] to
the CHORUS data, after verifying that they largely cancéliowhe R ratio.

Following the approach of Ref. [16], in all fits including e¢hadi-muon data we constrain the
inclusive semi-leptonic branching ratk), with the measurement of charm production fractions
fh(E,) from the E531 experiment. These latter are convoluted thighrecent values of exclusive
branching ratios for charmed hadrons to deternipat different neutrino energies, as shown in
Figurellll.. In addition, we use the recent direct measa®@nof B, in nuclear emulsions by the
CHORUS experiment [32]. As seen in Figlre 1l1.1, the emulgiata from E531 and CHORUS
are in agreement with a risirg}, according to Eq[{IILR).

C. Associated W+ charm production at the LHC

The associated production @¥f-bosons and charm quarks in proton-(anti)proton collisian
the LHC is directly sensitive to the strange parton distidms through the Born-level scattering
off a gluon,

g+s—>W+c, (111.3)

and was proposed for a study of the strange distribution aywhenetry earlier [37—39]. The LHC
measurements of associated productiomebosons and charm quarks probe the strange quark
distribution in the kinematic region of ~ 0.012 at the scal€? = M&V. The cross section of the
associatedV+charm production in proton-proton collisions at the LHC atemter-of mass of
v/s=7 TeV has been measured recently by the CM$ [10] and ATLAS ¢bllaborations. Both



data sets are collected &fs=7 TeV and correspond to the integrated luminosity of 5'fbThe
W-boson candidates are identified by their decays into a eddepton (muon or electron) and a
neutrino, while the charm quark is tagged using hadroniciaddsive semi-leptonic decays of
charm hadrons. Th@/-boson and the charm quark are required to have oppositgehaihe
same-charge combinations are subtracted to suppresgipbtentributions of the gluon splitting
into a heavy-quark pair. The cross sections and crossesetios ofW+charm production are
measured dierentially as a function of the pseudo-rapidity of the el@ttor muon originating
from theW-boson decay and are provided together with the correlatidthe systematic uncer-
tainties for both measurements. The results of the QCD aisgbyesented here use the absolute
differential cross sections @W+charm production, measured in bins of the pseudo-rapiditiyeo
lepton from then-decay.

The CMS measurements [10] ¥f+charm used in the present analysis are obtained for the
transverse momenta of the lepton frovdecay larger than 35 GeV. The cross sections of
W-+charm production at CMS are determined at the parton lewtltla@ theory predictions for
the CMS measurements used in the present analysis areatattat NLO by using the MCFM
program [[40/ 41] interfaced to APPLGRID [42]. The ATLAS maemment|[11] of associated
W-+charm production is performed at the hadron level takingridn@sverse momentum of thé-
decay lepton greater than 20 GeV. The theoretical predistior the ATLAS data are obtained
using the aMC@NLO simulation, which combines an NLO QCD mattement calculation with
a parton-shower framework [43]. At the parton-level resolt aMC@NLO were found to be in
a good agreement with the MCFM predictions![44]. In eithesecthe theoretical calculations
cannot be performed interactively in the PDF fit, since theyquite time consuming. Instead,
for the ATLAS and CMSW+charm measurements, we employ the same approach implaimente
in the ABM12 fit [14] to the LHC data on the Drell-Yan proces$i€ltime-consuming theoretical
predictions are computed only once for all members of a gReR set, which encodes the PDF
uncertainties. The resulting grid is later used in the fitlsat the predictions corresponding to
the values of the fitted PDF parameters are estimated by arpalation among the grid entries.
Thus, lengthy computations are only necessary during tipedparation stage, while the fit itself
runs quite fast.

IV. DETERMINATION OF THE STRANGE SEA QUARK DISTRIBUTIONS

In the earlier ABM12 fit [14] the strange sea has basically nbeenstrained by the
NuTeV/CCFR data on charm di-muon production in (anti)neutrino AS [2]. Meanwhile, the
recent NOMAD charm di-muon data [3] and the CHORUS inclusiverm data [4] in neutrino CC
interactions allow an improved strange sea determinatiaditional constraints on the strange
sea can be obtained from the first CMS and ATLAS data on thecededW-boson ana-quark
production|[10, 11]. In the present paper we consider sevarints of the ABM12 fit|[14] with
different combinations of the new data sets together with theeM(@CFR data. [2]:

NuTeV/CCFR + NOMAD aimed to check the impact of the NOMAD data [3]
NuTeV/CCFR + CHORUS — the same for the CHORUS data [4]
NuTeV/CCFR + CMS - the same for the CMS data [10].

We also consider the following variants of the fit:



NuTeV/CCFR + CMS + ATLAS - to allow comparison of th&/+charm data obtained by
ATLAS [11] with the CMS measurements [10]

NuTeV/CCFR + NOMAD + CHORUS to check the cumulative impact of the
(anti)neutrino-induced charm production data [2—4]

CHORUS + CMS + ATLAS to check the cumulative impact of the data sets [4, 10, 11]
independent from the semi-leptonic branching r&jo

These fits have been upgraded as compared to the ABM12 one fiolltbwing respects:

e The NNLO corrections to the massive Wilson flagents of Sed. I B are taken into account
when computing the-quark contribution to the inclusive CC DIS structure fuontfor the
HERA data kinematics [8]. These data cover the rang®%& 300— 15000 Ge\? and
therefore the asymptotic corrections can be safely appligte numerical impact of the
NNLO terms is about 5% at the smallest valuesxof 0.01 covered by the HERA CC
DIS data and it falls fi to negligible values ax = O(0.1), cf. Fig.IL.1. The new NNLO
correction leads to an improved description of the datah w&itvalue ofy? reduced by 6
units for 114 data points in the HERA CC DIS subset used in aalyais. In contrast, the
charm di-muon data from (anti)neutrino CC DIS populate dhéyregion ofQ? < 100 Ge\~.
Therefore, the asymptotic NNLO corrections cannot be agptb most of this kinematical
range. Furthermore, due to the relatively small beam ertagglighest values @? covered
by (anti)neutrino data correspond to the valueg efO(0.1), where the NNLO corrections
can be neglected.

e The inclusive semi-leptonic branching ra@y for charmed hadrons is parameterized ac-
cording to Eq.[(II.2) to take into account the dependencéhemeutrino energ¥,, rather
than using a constami, as in the earlier ABM fits. The parameteﬁsg)’l) are fitted to the
data simultaneously with the PDFs, high twist terms, stromgpling constant, mass of the
charm quark etc. (cf. Ref. [13] for the full list of fitted panaters). The larg&;, asymp-
totic codticient B/(10) is partly constrained by the combination of neutrino- antingutrino-
induced charm di-muon data from NUuTEMCFR like in the earlier ABM fits (cf. Ref. [16]
for details), while the cd@cient Bftl) is basically determined by the E-531 data [31]E)n
and by the NOMAD charm di-muon data at sm@}l as in Ref. [3]. Our best estimate for
B.(E,) obtained in the variant of our analysis with the NuTEZFR, NOMAD, and CHO-
RUS data included is displayed in Fig.Tll.1. At largethe shape oB, is comparable to the
behavior taken for the ABM12 fit. The value of the @agient B = 0.0933(25) obtained
in the present analysis is consistent with Bjeindependent determinatids), = 0.0904(33)
in ABM12 [13]. At smallE, the value ofB, falls off significantly and the cd&cient con-

trolling this behavior is determined in our analysisBé,Q =5.6+1.1 GeV.

e As a minor improvement we also have corrected the absolutealization of the ATLAS
data onW- andZ-boson production [45], in line with the findings of Ref. [48flowever,
this correction causes only little improvement in the vadiig? for the ATLAS data and
practically does notféect the PDFs extracted (dlote added in proah Ref. [14]).

The NOMAD data pull the strange distribution somewhat dovan campared to the
NuTeV/CCFR determination, as seen in Hig. IV.1. THeeet is particularly significant at large
x due to a better coverage of the Idwy-region in the NOMAD data sample. Correspondingly,

10



the uncertainty in the largr-strange sea is reduced. The quality of the overall desonipf the
NOMAD data is rather good, with a value pf/NDP = 49/48, whereNDP is the number of data
points. However, th& ,, distributions as a function d, and the partonic center-of-mass energy

V5 show a worse agreement with the fit, cf. Fig_IV.2. Furthemmadhne variants of the fit based
on the individualE,- and V&-distributions only exhibit some deviations from the fit itnish all
NOMAD data are included. In any case, the deviations obskgive within the fit uncertainty and
the PDFs obtained using thefidirent NOMAD data subsets are consistent.

The CHORUS data pull the strange distribution somewhat tiperentire range of, as visible
in Fig.[IV1l. This is in contrast with the impact of the NOMARrsple. However, both results are
consistent within the uncertainties. In the variant of thenfiluding both NOMAD and CHORUS
data these opposite trends compensate each other so tleantha@ value of the resulting strange
sea distribution is close to the one preferred by the NuTe¥@B8FR data, cf. Fig. IVI3. At the
same time the error in the strange sea is improved, in pétiat x = O(0.1). The CHORUS
data somewhat overshoot the fit, especially if the NOMAD daéaincluded, cf. Fid. IV}4. In all
variants of the fit the value gf? for the CHORUS data is within the range of® for NDP = 6,
which is statistically acceptable.

The CMS data on the associat@t-charm production also prefer a somewhat enhanced strange
sea, cf. Fig_IV.B. The absolute cross section measureraemtauch more sensitive to the strange
sea than the ratio of the individudl*c andW~c channels, which is basically driven by tke s
PDF asymmetry. However, in both cases the experimentaiseare much bigger than the PDF
uncertainties in the predictions based on the NYUGGSFR data. As a result, the variant of the
fit with the NuTeVVCCFR and CMS data included does not deviate much from the ABMie,
as shown in Figl_IVh. Moreover, in this case the relativenggain the strange sea due to the
CMS data is only at the level of few percent, due to the comdtc@ming from the NuTeXCCFR
sample, cf. FiglLIVb. If we release the constraint from thelB\/CCFR data, we can obtain
a somewhat enhanced strange sea distribution. In parnti¢hia trend is observed in the variant
of fit based on the combination of the CMS and CHORUS data afilyfFig.[IV.5. In this case
the lowx asymptotic behavior of the strange sea is poorly determihe@rder to improve the
stability of the fit we impose an additional constraint on lihe-x strangeness exponent

as = —0.234+ 0.036, (IV.1)

resulting from the fit based on the combination of all (amtmino data from NuTeXCCFR,
NOMAD, and CHORUS. The strange sea distribution obtaingtii;wway is somewhat enhanced
as compared to the ABM12 one, while the calculation goesn¢éisdlg through the CMS data
points. The ATLAS data oW-+charm production/ [11] are also in good agreement with this
variant of the fit, cf. Figs_IVI7-IVP. This fact demonsiata good consistency between the
CMS and ATLAS measurements. A certain discrepancy is obseior the ATLAS data points
with the largest pseudo-rapidity of thé-decay leptons, although it is not statistically significan
Indeed, in the variant of fit including also the CHORUS and Ci8a a value of?/NDP =
33/38 is obtained for the full ATLASV+charm sample, taking into account both the experimental
correlated uncertainties and the theoretical error réleaghe modeling of the initial- and final-
state radiation. For comparison, a valug@fNDP = 17/32 is obtained if the ATLAS data with
the largest pseudo-rapidity of tg-decay are rejected. In the former variant the strange sea is
enhanced within & at x > 0.1, in line with the tension observed, as shown in Eig.1IV.3.tAd
same time the strange sea distribution obtained in thentasih the points at the largest pseudo-
rapidity removed is in very good agreement with the deteatidgm based on the CHORUS and
CMS data only.
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A combination of the CMS and ATLASV+charm data with the CHORUS measurement de-
fines the upper limit for the strange sea distribution whiah be obtained in our analysis, since
these three samples prefer an enhanced strange sea conptredne obtained in the ABM12
fit. We obtained this upper limit by including a combinatidrtlee CMS, ATLAS, and CHORUS
data into the fit, without the charm di-muon data from Nu/@¥FR and NOMAD, which are
sensitive to the semileptonic branching raBg. By imposing the low-x strange sea exponent
constraint from Eq.(IVI1) in this fit, the smaXstrange sea distribution is determined as well as
in the ABM12 fit, cf. Fig.[IV.3. In general, the resulting stige sea distribution is shifted up-
wards by some 20% as compared to the fit based on the comirtibe charm di-muon data
from NuTeVVCCFR and NOMAD. At largec this shift is statistically insignificant due to the large
uncertainties, however at~ 0.1 it amounts to up to 2 3 standard deviations. These numbers
provide a bound on the outermost discrepancy in the stras@elstermination preferred by dif-
ferent data sets considered since the NYGSFR and NOMAD pull the strange sea somewhat
down as compared to ATLAS, CMS, and CHORUS. It is also worttingathat the impact of the
combination of the NOMAD and CHORUS data is much smaller avebchot exceed the strange
sea uncertainties, cf. Fig. IV.3. We do not consider to a@dXhLAS and CMS data to our final
reference fit in view of the missing NNLO QCD corrections te ttadro-production oiV+charm.
This choice does not lead to any essential change in thegstrsea distribution because of the
rather big uncertainties in those data.

V. COMPARISON WITH EARLIER DETERMINATIONS

The strange sea obtained in the variant of our analysis baisdte (anti)neutrino induced
charm production data from NuT¢@CFR, NOMAD, and CHORUS is in agreement with the
ABM12 one within the errors, cf. Fig. IM3. At the same timbeterrors ak > 0.01 are largely
improved, particularly ak = O(0.1), where the improvement in the error amounts to a factor of
two. Conventionally, the magnitude of the strange sea engfiresented in terms of an integral
strangeness suppression factor

1
[ X[s064?) + Sx 2] dx
ks(?) = 3 , (V2)

XU 2) +d(x p2)]dx
0

wheres, s, u, andd are the strange, anti-strange, anti-up, and anti-dowrkalistributions, respec-
tively. The value oks obtained in the variant of the present analysis includimgNin Te\VCCFR,
NOMAD, and CHORUS data is comparable to the NOMAD [3] and CM¥] [determinations, cf.
Tablel\V.1. However, the error ey obtained by CMS is quite large due to the PDF parametrisation
uncertainty. At the same time the error &g obtained by NOMAD is smaller than ours. This
fact can be explained by the constraints imposed in the NOMABIysis on the lowk strange
sea behavior, which is poorly determined by the those datzeallt is also worth noting that the
normalization ofks in Eq. (V.2), i.e. the second Mellin moment of-d, is not fixed by any sum
rule, and is therefore itself subject to variations in anyegianalysis.

The x dependence of the strange sea distribution is not mugéreint from the non-strange
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present analysis NOMAD [3] | CMS [47]
(NuTeV/CCFR+NOMAD +CHORUS
k(20 Ge\?) 0.654+0.030 0.591+0.019/0.52+0.17

TABLE V.1: The integral strangeness suppression factor(¥d) obtained in the present analysis in com-
parison with the earlier determinations.

ones. In particular, the shape of thelependent strange sea suppression factor

_ S(xp?) + S(x 1)
2d(x, u?)

preferred by the combination of the NUT&CFR, CHORUS, and NOMAD data, assumes
roughly a constant value over the entigange, cf. FigLVIL. This is in line with the earlier
analysis/[16] and other global PDF fits [15] 48, 49]. The valfie as obtained from the combina-
tion of the CHORUS and CMS data is somewhat enhancge-&2(0.01), although it sffers from
large uncertainties. As discussed above, this combinafidata gives an upper limit for the size
of the strange sea distribution determined in our analyEigs determination is consistent with
the results obtained by CMS [47] from the analysis of theinalata on th&V+charm production

in combination with the HERA DIS data![8]. However, a muchhgg value ofrs = 1.00*02>

was obtained at = 0.023 andu? = 1.9 Ge\? in the ATLAS epW Zfit [9] to a combination of the
ATLAS data on thaN- andZ-production [45] together with the HERA DIS data. The norasge
sea obtained in Ref.[[9] alsoftkrs from ours in several aspects. In particular, we obtaiosk p
tive iso-spin asymmetry of the seéd — u), as preferred by the FNAL-E-866 Drell-Yan data![50]
included into our analysis, cf. Fig._V.2. Instead, the valfi&(d — u) obtained in Ref. [9] is neg-
ative, implying that the strange sea enhancement is achig#vthe expense of a suppression of
thed-quark distribution. We note that the same picture is attuddserved in the analysis by the
NNPDF collaboration (version 2.3) based on collider datly §15]. Since the HERA inclusive
DIS data do not allow to disentangle the flavor species of BES? these peculiarities may be
attributed to the impact of the ATLAS data.

Our fitis in good agreement with the ATLAS data sample degp#dact that the strange sea is
suppressed by a factor of roughly two in the region of the ABLldnematics. Indeed, we obtain
a value ofy?/NDP = 34.5/30 for the ATLAS data in the variant including the NuUT&SCFR,
NOMAD, and CHORUS data. This is well comparable to the valuggN DP = 33.9/30 obtained
in the analysis of Ref, [9]. Furthermore, our valuergf= 0.56+ 0.04 atx = 0.023 andu? =
1.9 Ge\# is, in fact, in agreement with the ones of Refs. [9, 15] cosity the large uncertainties
of the latter. Therefore, in principle theftrence between the central values may be explained by
a limited potential of the existing collider data for the fimgeparation of the quark PDFs. We also
point out that additional discrepancies with respect taatinayses of Refs. [9, 15] may appear due
to the diferent factorization scheme employed to describe thedaj8ark production. However,
this topic deserves a separate study.

TheMS value of the charm quark masg(m;) obtained with the NuTed\CCFR, NOMAD, and
CHORUS data included into the fit,

me(me) = 1.222+0.024 (exp) GeV, (V.4)

is consistent with the one of the ABM12 {it [14]. However, tixperimental uncertainty is slightly
improved due to the impact of the newly added NOMAD and CHORld&. The value in

ro(X, 1% (V.3)
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Eq. (\V4) is also in agreement with the earlier determinatibased on the DIS data [3) 18, 51-53]
and the world average [54], which has a comparable accuracy.

V. SUMMARY

A detailed flavor separation of PDFs in the nucleon has becamienportant ingredient to
achieve precise QCD predictions for current collider ekpents, as well as for precision studies
of electroweak physics in (anti)neutrino interactions. td light quark flavor PDFs the strange
quark has been subject to the least number of constraintgg®riemental data. Using new data
sets from the CHORUS and NOMAD experiments on charm quarkymton in neutrino DIS
interactions, as well as LHC data on exclusiVecharm production, a significant reduction of the
uncertainties in the determination of the strange quark RB¥-been achieved with the present
paper.

The ABM fit of PDFs and of the strong coupling constary has so far used mainly
NuTeV/CCFR data on charm di-muon production in neutrino-nuclelfs i© constrains ands
in the proton. The study described in the present paper sdoagon the ABM framework and
has considered the impact of new recent data sets relevahefdetermination of the strange sea
distribution. As a base line, the fit to the combined data of&j CCFR, NOMAD and CHORUS
has been shown to lead to small upwards shifts in the stragayeistributiong)(5%), while the
extreme case using only a combination of CMS, ATLAS and CHSRIdta leads to an upwards
shift 0(20%). This latter result can be considered as an upperdiived by existing data. As an
additional benefit, the energy dependence of the seminé@pbwanching ratid,, of the charmed
hadrons, relevant for all (anti)neutrino induced charrmdien data, has been determined with the
help of the new NOMAD data. The resulting strange quark PD$ een employed to obtain
predictions for the exclusivé&/+charm production at the LHC. Comparisons with the available
data from CMS and ATLAS demonstrated a good consistency.

The results of the present analysis on the strange quark BDBtgupport the ATLAS claim of
an enhanced strange sea obtained ireth/ Zfit. Similar conclusions can be drawn with respect
to the findings of the NNPDF (version 2.3) PDF fit includingynbllider data and disregarding
any fixed-target data. In scrutinizing those analyses we Baown that, #ectively, the strange sea
enhancement observed by both the NNPDF (version 2.3) fitl&TLAS epW Zfit is the result
of a suppression of the-quark distribution. Such a suppression leads to an additdiscrepancy
for the isospin asymmetry of the sda u with respect to the E-866 Drell-Yan data. Apparently,
a separation of the individual quark flavor PDFs in the prdiased entirely on collider data has
strong limitations given the current experimental and tegcal uncertainties.

Future developments in both theory and experimental measants are needed to improve the
determination of the strangeness content of the proton.h@heory side, the complete NNLO
QCD correction for heavy-quark CC DIS, i.e. not just in thgmaptotic regime of Iarg@z/nﬁ,
will minimize residual uncertainties in the analysis of tt&arm production data in (anti)neutrino
DIS interactions. Likewise, for the procepp — W + ¢ at the LHC some gain in accuracy is to
be expected from a complete computation of the NNLO QCD ctioss, e.g., for the dierential
distributiondo(W* + ¢)/dn,. On the experimental side, a measuremerdofW™* + ¢)/dn needs
an0(3%) accuracy in order to improve upon the current statubénstrangeness determination.
For the ratioo(W* +c)/o (W~ +c) anO(1%) measurement is needed. If such an improvement in
precision is feasible, a determination of thesasymmetry could be possible. The existing charm
production data in (anti)neutrino-nucleus interactioreslianited by the available statistics and by
the knowledge of the semi-leptonic branching rddjp The next generation neutrino scattering
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measurements [55, 56] can address both issues, allowing $oibstantial improvement in the
precision of boths ands.
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FIG. IV.1: Relative strange sea uncertainty obtained froffecent variants of the present analysis: the grey
area represents the result with only the NuTev and CCFR h(m{ployed to constrain the strange sea, the
solid lines show the relative change in the strange sea dire tsOMAD B] (left panel) and CHORU£|[4]
(right panel) data sets, respectively. The dotted linesespond to the & strange sea uncertainty after the
inclusion of the new data sets.
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FIG. IV.2: Ratio R, between the cross-sections for charm di-muon productiah the inclusive CC
neutrino-nucleon measured by the NOMAD coIIaboratBn EBhdunction of the beam ener@y (left), the
Bjorken x (central), and the partonic center-of-mass enev@y(right) compared with thed band obtained
from the variant of our fit with the NOMAD data included (shdd®ea). The dashed lines display the 1
band for the variants of the fit based only on the respectivINO distributions.
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FIG. IV.3: Left panel: Same as Fid. V.1 for the variant of tipeesent analysis with only the
NuTeV/CCFR [2] data (grey area) in comparison with the one inclgditso the NOMAD |[3] and CHO-
RUS [4] data; the dashed line displays the relatiedénce with respect to the ABM12 fit [14]. Right
panel: Same as the left panel for the variant of the presaysia with the NuTeYCCFR and NOMAD
data in comparison with the one including only the CHORUS @Mis [10] data; the relative changes in
the strange sea due to the addition of the complete set of Th&3 W+charm datal [11] and the reduced
set with the highest lepton pseudo-rapidjfyemoved are also displayed as dashed and dotted-dashgd line
respectively.
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FIG. IV.4: RatioR. between the cross-sections for inclusive charmed hadmuauption and the inclusive
CC neutrino-nucleon measured by the CHORUS collaboraddrag a function of the beam enerdyy
compared to thed band obtained from the variant of the present analysis Wwi#gNuTeVVCCFR [2], NO-
MAD [3], and CHORUS data included (shaded area). The cewalaks corresponding to the variants with
other combinations of the data sets used to constrain thegarsea (solid line: CHORUS with CMS [10],
dashed line: NuTEXCCFR with CHORUS) are aléb shown.



CMS (7 TeV, 5 1/fb)
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FIG. IV.5: Same as Fid. IVl4 for the CMS cross-section datal@W-+charm productionm0] with a
transverse momentum of the lepton fr(thecayP'T > 35 GeV as a function of the lepton pseudo-rapidity
n (left panel: sum of the absolute cross sections forife andW~-c channels, right panel: the ratio of
these two). The shaded area represents dhBF uncertainty band from the ABM12 predictions.
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FIG. IV.6: Same as Fig. IVI1 for the CMS da@[lO] on the sumha&\tv- ¢ andW* ¢ production cross
sections (left panel) and the ratio of these two (right panel
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FIG. IV.7: Same as Fid. IVI5 for the ATLAS data on the crosstisecof the associatetV-boson and the
charm jet production_[11] with a transverse momentum of #pdn fromW—decayP'T > 20 GeV as a
function of the lepton pseudo-rapidity (left panel: W*c-jet, right panel:W~c-jet). The dashed line gives
the central value of the present analysis with the CHORUS@MS [10], and ATLAS[[11] data used to
constrain the strange sea. The theoretical uncertairgiated to the modeling of the initial- and final-state
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FIG. IV.8: Same as Fidg. IVI7 for the ATLAS data on the crosstisecof the associatetV-boson and the
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D-meson production [11] (left paneéW* D™, right panel:W-D*).
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ATLAS (7 TeV, 4.6 1/fb)
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FIG. IV.9: Same as Fi 7 for the ATLAS data on the crgsstiseoof the associatetV-boson and the
D*-meson production [11] (left panelV*D*~, right panel:W~D**).
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FIG. V.1: The Ir band for the strange sea suppression facier (s+ §)/2/d_ as a function of the Bjorken
X obtained in the variants of present analysis based on théioation of the data by NuTe/ZCFR BZ],
CHORUS [4], and NOMADI[B] (shaded area) and CHORUS [4], CM&[and ATLAS [11] (dashed lines),
in comparison with the results obtained by the CMS anal% (hatched area) and by the ATLARW Z
fit [, ] at different values ok (full circles). All quantities refer to the factorizatiowaley? = 1.9 Ge\2.
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FIG. V.2: The b band for the iso-spin asymmetry of the S(éd_— u) at the scale ofi2 = 54 Ge\? as a func-
tion of the Bjorkenx obtained in the ABM12 fit (right-tilted hatch), in companiswith the corresponding
ones obtained by the ATLASI[9] (left-tilted hatch) and the RIDF [15] (dashed lines) analyses using only
the LHC and HERA collider data. The valuestﬁ_— u) extracted from the FNAL-E-866 data [50] within

the Born approximation

are also shown as full circles witloiebars.
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