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Abstract

We present an improved determination of the strange sea distribution in the nucleon with con-
straints coming from the recent charm production data in neutrino-nucleon deep-inelastic scatter-
ing by the NOMAD and CHORUS experiments and from charged current inclusive deep-inelastic
scattering at HERA. We demonstrate that the results are consistent with the data from the ATLAS
and the CMS experiments on the associated production ofW±-bosons withc-quarks. We also dis-
cuss issues related to the recent strange sea determinationby the ATLAS experiment using LHC
collider data.
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I. INTRODUCTION

The accurate knowledge of the flavor decomposition of the quark distributions in the proton is
an important prerequisite in Quantum Chromodynamics (QCD)for precision phenomenology at
current colliders. While the individual valence and sea parts of theu- andd-quark parton distribu-
tion functions (PDFs) are relatively well constrained by existing data, the strange sea in the proton
is only poorly known. Nevertheless, thes-quark PDF affects predictions for the cross-sections
of a significant number of hadron processes. These include inparticular the processes involv-
ing the exchange of aW-boson with space- or time-like kinematics, such as charm production
in the charged-current (CC) deep-inelastic scattering (DIS) andW-boson production in associ-
ation with charm quarks at proton-proton colliders. In particular, the knowledge of the strange
and anti-strange sea quark PDFs, as well as of the related charm quark production in CC DIS
interactions, are the dominant source of uncertainty in probing precision electroweak physics with
(anti)neutrinos [1].

For a long time, the information on the strange sea quark content of the nucleon has almost
entirely relied on the data from charm di-muon production in(anti)neutrino-iron DIS interac-
tions by the NuTeV and CCFR experiments [2]. These data have akinematic coverage in the
parton momentum fractionx and the virtualityQ2 limited by the fixed target kinematics and by
the (anti)neutrino beam energy. It must be noted, however, that charm di-muon data fromν(ν̄)-
nucleon DIS interactions also depend on the knowledge of thesemi-leptonic branching ratioBµ
for the inclusive decays of different charmed hadrons into muons.

The situation has significantly improved with the recent publication of new data samples from
different experiments. The new precision measurement of charm di-muon production in neutrino-
iron DIS interactions by NOMAD [3] has substantially reduced both experimental and model
uncertainties with respect to the NuTeV and CCFR measurements. In addition, the CHORUS
experiment [4] has released a new direct measurement of inclusive charm production in nuclear
emulsions insensitive toBµ. Furthermore, improved theoretical descriptions in perturbative QCD
for some of the underlying hard scattering reactions have become available. Specifically, the
perturbative QCD corrections at next-to-next-to-leadingorder (NNLO) in QCD for charm quark
production in CC DIS can be applied, which describe the heavy-quark coefficient functions at
asymptotic values ofQ2 ≫ m2

h [5–7], wheremh is the mass of heavy quark,c or b. With the
Wilson coefficients in this asymptotic regime it becomes possible to include consistently HERA
cross-section measurements for CC inclusive DIS [8] at NNLOQCD into the analysis. Those data
provide additional constraints on thes-quark PDF in a much wider kinematical range forQ2.

At the Large Hadron Collider (LHC) measurements ofW±-boson production, either inclusive or
associated with ac-quark jet orD∗-meson allow for tests of those strange sea determinations from
DIS data. The LHC measurements of inclusiveW± andZ-boson production can be used in a QCD
analysis at NNLO with the theory predictions available fully differentially in the gauge-boson
kinematics. ATLAS has reported an enhancement of thes-quark distribution [9] with respect to
other measurements. For the exclusive processpp→W±+c the QCD corrections are only known
to next-to-leading order (NLO), which implies larger theoretical uncertainties. Nevertheless, the
availableW+ c data by CMS [10] and ATLAS [11] offer valuable insight and allow for cross
checks, both of the above mentionedepWZ-fit by ATLAS [9] based on electron-proton DIS and
inclusiveW/Z-boson data as well as of strange sea determinations from global PDF fits.

This paper is organized as follows. Sec. II introduces the framework of the analysis, which is
based on a global fit of PDFs by ABM [12–14] using the world DIS data and the measurements of
gauge-boson production from fixed targets and the LHC. Sec. II also summarizes briefly the new
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improvements in QCD theory for CC DIS charm quark productionwith a runningc-quark mass.
Sec. III gives a brief description of the new data sets from CHORUS, NOMAD [2–4] and the LHC
W+c data [10, 11]. Sec. IV contains the results of the analysis including a new study of the energy
dependence of the semi-leptonic branching ratioBµ of charmed hadrons. Starting from a fit to the
combined data of NuTeV, CCFR, CHORUS and NOMAD [2–4] the impact of individual data sets
is quantified and the resulting shifts in the strange quark distributions are documented. Particular
care is also taken to control potential correlations with the u- andd-quark sea distributions. In
Sec. V we compare the results with earlier determinations ofthe s-quark PDF. In particular, we
comment on issues in the ATLAS determination of the strange sea in theepWZ-fit [9] as well as
in thes-quark PDF of NNPDF (version 2.3) obtained with a fit to the LHCdata [15]. We conclude
in Sec. VI.

II. ANALYSIS FRAMEWORK

A. Description of the global fit

The present study is an extension of the ABM PDF fit which is based on the combination of the
world DIS data and data for the Drell-Yan process obtained atfixed-target and collider experiments
(cf. [14] and references therein). The flavor separation of theu- andd-quark distributions in the
nucleon is obtained with a good accuracy from the combination of proton and deuteron fixed-target
data with the LHC data onW- andZ-boson production. However, this approach can only provide
a rather poor determination of thes-quark distribution, mainly due to the correlations with the d-
quark distribution. Therefore, in the ABM fit the strange seadistribution is basically constrained
by the data on charm di-muon production from neutrino-nucleus DIS, which constitutes a direct
probe of the strangeness content of the nucleon [16]. An additional, though minor, constraint
comes from the CC data obtained at HERA [8]. In line with the ABM12 fit, the s-quark sea
distribution can be parameterized in a rather simple form atthe initial scale for the PDF evolution
µ0 = 3 GeV:

s(x,µ0) = Asx
as(1− x)bs . (II.1)

whereAs,as andbs are fitted parameters. This simple parameterization is sufficient to achieve a
good description of the data.

To a good approximation the present analysis is performed atthe NNLO accuracy in QCD, i.e.,
by taking into account the NNLO corrections to the PDF evolution and to the Wilson coefficients
of the hard scattering processes. The description of the DISdata employs the three-flavor factor-
ization scheme with the heavyc- andb-quarks appearing in the final state only. This approach
provides a good agreement with the existing inclusive neutral-current (NC) DIS data up to the
highest momentum transferQ2 covered by HERA [14]. In particular, such an agreement is related
to the use of the massive NNLO corrections for the NC heavy-quark production, along with the
MSdefinition of the heavy-quark masses [17, 18]. Instead, the CC DIS heavy-quark production
has been described in the ABM12 fit with account of the NLO corrections [19–21] only. As a
matter of fact, this approximation is adequate for the description of existing CC HERA data, in
view of their relatively poor accuracy. However, for consistency, in the present analysis we also
consider those NNLO QCD corrections which are applicable toCC DIS in the asymptotic region
of Q2≫m2

c.
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B. Improved treatment of the massive charged-current NNLO corrections

For CC DIS heavy-quark (charm) production at parton level proceeds in Born approximation
in a 2→ 1 reaction as

s(p)+W∗(q)→ c, (II.2)

wherep andq denote the momenta of the incomings-quark and the off-shellW-boson and define
the well-known kinematical variables, Bjorkenx andQ2, asQ2 = −q2 > 0 andx = Q2/(2p ·q) 1.
The mass of thes-quark is neglected, the final statec-quark is heavy and the coupling to the
W-boson involves the usual parameters of the Cabibbo-Kobayashi-Maskawa (CKM) matrix.

The cross section is usually parameterized in terms of the heavy-quark DIS structure functions
Fk, k = 1,2,3, which depend onx, Q2 and the heavy-quark massmc, and which can be written in
the standard factorization approach to perturbative QCD as

Fk(x,Q
2,m2) =

∑

i=q,q̄,g

1
∫

χ

dz
z

fi
( x
z
,µ2

f

)

Ck,i

(

z, ξ,µ2
r ,µ

2
f

)

, (II.3)

i.e., as a convolution of PDFsfi and coefficient functionsCk,i. The scales for renormalization
and factorization areµr andµ f and the integration range over the parton momentum fractionz is

bounded byχ = x/λ. The kinematical variablesξ in Eq. (II.3) andλ are given asξ = Q2/m2
c and

λ = 1/(1+m2
c/Q

2) = ξ/(1+ ξ), respectively.
The coefficient functionsCk,i of the hard parton scattering process in Eq. (II.3) can be computed

in a perturbative expansion in the strong coupling constantαs= αs(µr ),

Ck,i(z, ξ,µ
2
r ,µ

2
f ) = C

(0)
k,i +αsC(1)

k,i +α
2
sC

(2)
k,i , (II.4)

whereC(0)
k,q ≃ δ(1− z) (up to the CKM parameters) andC(0)

k,g = 0 for k = 1,2,3 due to Eq. (II.2).

For C(1)
k,i the exact expressions are given in Refs. [19–21] whereas forC(2)

k,i results at asymptotic

values ofQ2≫ m2
c have been derived in Refs. [5–7]. The former results have been derived for

heavy-quark masses in the on-shell renormalization2. For consistency with the set-up of the ABM
fit [13, 14] which uses theMSdefinition for heavy-quark masses in DIS [17, 18] for an improved
convergence and better stability under scale variation, webriefly summarize below those changes
from the pole mass scheme to theMSscheme which are necessary if the NNLO Wilson coefficients
C(2)

k,i at asymptotically large valuesξ = Q2/m2
c are included.

The conversion uses the well-known relation between the pole massmc and the running mass
m(µr ) in theMSscheme

mc =m(µr )
(

1+αs(µr )d
(1)(µr )+αs(µr )

2d(2)(µr )+ . . .
)

, (II.5)

where the coefficientsd(l) are actually known to three-loop order [23–25].
We will derive explicit formulae through NNLO for the dependence of the structure functions

on theMSmassmc(mc). In doing so, we extend the approach of Ref. [17] to NNLO for CC DIS

1 At higher orders alsocc̄ pair production contributes [5, 7].
2 The analytic relations for change in the asymptotic Wilson coefficients and massive operator matrix elements from

the on-shell mass scheme to theMSscheme toO(α3
s) were given in Ref. [22].
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(see also [26, 27] for the hadro-production of top-quarks pairs). For the pole massm we have
(suppressing all other arguments),

Fk(m) = αsF(0)
k (m)+α2

s F(1)
k (m)+α3

s F(2)
k (m) , (II.6)

which is converted with the help of Eq. (II.5) to theMSmassmc(mc) (for simplicity abbreviated
asm) according to

Fk(m) = αsF(0)
k (m) (II.7)

+α2
s

(

F(1)
k (m)+md(1)∂mF(0)

k (m)
∣

∣

∣

∣

∣

m=m

)

+α3
s

(

F(2)
k (m)+md(2)∂mF(0)

k (m)
∣

∣

∣

∣

∣

m=m
+md(1)∂mF(1)

k (m)
∣

∣

∣

∣

∣

m=m

+
1
2

(

md(1)
)2
∂2

mF(0)
k (m)

∣

∣

∣

∣

∣

m=m

)

,

where the coefficientsd(l) have to be evaluated forµr =m (corresponding to the scale ofαs). Up
to NLO, the necessary term,∂mF(0)

k (m), is given in Ref. [17] and the additional contributions at
NNLO can be obtained along the same lines. As the current analysis is restricted to asymptotically
large valuesξ =Q2/m2

c at NNLO, the changes of the NNLO Wilson coefficientsC(2)
k,i from the pole

mass scheme to theMSscheme need to be accounted for only to logarithmic accuracy in ξ. To that
end, it suffices to note that at orderα3

s in Eq. (II.7) the second and the fourth term vanish for large
ξ as

md(2)∂mF(0)
k (m)

∣

∣

∣

∣

∣

m=m
∼

(

md(1)
)2
∂2

mF(0)
k (m)

∣

∣

∣

∣

∣

m=m
∼ O

(

ξ−1
)

, (II.8)

and, therefore can be neglected in the current approximation.
In the third term at orderα3

s in Eq. (II.7), i.e., inmd(1)∂mF(1)
k (m), only the Wilson coefficient

for the gluon channelC(1)
k,g contributes, since asymptotically the collinear singularity in C(1)

k,g ∼
±P(0)

qg ln(Q2/m2) is proportional to the one-loop splitting functionP(0)
qg. Therefore, for largeξ the

following replacement in the asymptotics at orderα2
s suffices,

α2
s lnk (ξ) → α2

s lnk
(

Q2

m2(1+αsd(1))

)

≃ α2
s lnk

(

Q2

m2

)

−α3
skd(1) lnk−1

(

Q2

m2

)

+ . . . , (II.9)

in order to generate the orderα3
s contribution in Eq. (II.7) to the required accuracy. All other

contributions, especially the boundary terms from∂mχ in Eq. (II.3) vanish asO
(

ξ−1
)

.

Experience from the case of NC DIS shows that the asymptotic expansion in powers of lnk(ξ)
agrees well with the exact result for the full mass dependence already at moderate values ofξ & 10.
For the CC DIS case, the validity can be checked at NLO with therespective expressions for the
known Wilson coefficients, i.e., by comparing exact versus asymptotic. Such comparison reveals
that starting from values ofξ & 50 (depending on thex-values not being too large) the asymptotic
expressions for the individual channels (C(1)

k,g andC(1)
k,q) reproduce the exact results to better than

O(10. . .20%), but mostly to much better accuracy. Asymptotically, for ξ very large, agreement
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within a few percent is reached. For largerx-values,x≥ 0.1 the on-set of the asymptotic behavior
is generally delayed due to the numerical dominance of threshold Sudakov logarithms, which can
be resummed to all orders in perturbation theory, see [28]. By combing those result on threshold
logarithms with the asymptotic expressions one could, in principle, arrive at further refinements of
the NNLO approximation for the CC DIS Wilson coefficients along the lines of Ref. [29] for NC
DIS. Given the overall small numerical size of the higher order CC DIS QCD corrections, as well
as the accuracy and kinematical coverage of the existing experimental data, we leave this task for
future studies.

Fig. II.1 displays the comparison of the inclusive CC DIS cross section data from HERA [8]
with the NNLO QCD corrections as discussed here in the text and using theMSc-quark mass
definition withmc(mc) = 1.24 GeV (see the ABM12 PDF fit [14]). The absolute magnitude of the
NNLO corrections (taken at the nominal scaleµ2 = Q2+mc(mc)2) is small, so that the main virtue
of NNLO accuracy lies in an overall reduction of the scale uncertainty3.

da
ta

/fi
t-

1

Q2=300

e+
e-

Q2=500

Q2=1000 Q2=1500

Q2=2000 Q2=3000

Q2=5000 Q2=8000

x
Q2=15000

x

FIG. II.1: Pulls with respect to the ABM12 PDF fit [14] for the HERA CC inclusive DIS cross section data
of Ref. [8] in different bins of the momentum transferQ2 (squares: positron beam; circles: electron beam).
The dashes display the impact of the NNLO corrections to the CC massive Wilson coefficients [5–7] derived
with theMSc-quark mass definition on thee+-initiated CC cross sections.

3 Main heavy-quark CC DIS corrections to NNLO [5–7] used in ouranalysis are included into version 2.0 of the

OPENQCDRAD code and are publicly available online [30]. The code of Ref.[7] including all Wilson coefficients is

available on request to Johannes.Bluemlein@desy.de.
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III. NEW DATA SETS RELEVANT FOR THE STRANGE SEA DETERMINATIO N

A. Charm di-muon production in ν-iron DIS

Charm production inν(ν̄)N DIS interactions offers ideally the most direct probe of strange sea
quark distributions. The most common experimental technique is to detect inclusive semi-leptonic
decays of charmed hadrons into muons, resulting in a clean signature with two muons of opposite
charge in the final state. The di-muon production cross section depends on the inclusive semi-
leptonic branching ratioBµ, which reads

Bµ =
∑

h

Bh
µ fh(Eν) , (III.1)

where Bh
µ are the semi-leptonic branching ratios of the individual charmed hadrons,h =

D0,D+,Ds,Λc (where theΛc notation includes heavier charmed baryons), produced in the
neutrino-nucleon collisions,fh(Eν) are the corresponding production fractions, andEν is the neu-
trino beam energy. In general, the charmed fractionsfh depend on the incoming neutrino energy.
This fact can be explained by the contributions from quasi-elasticΛc and diffractiveD±s produc-
tion. These two contributions are significant mainly at low energies and they do not affect the
value ofBµ at Eν & 50 GeV, where the spectrum flattens out.

Typically, a minimal energy threshold is required for the muons to be identified experimentally,
in order to suppress the background fromπ,K muonic decays. This experimental requirement re-
sults in an acceptance correction for the undetected phase space, which enhance the sensitivity of
the charm di-muon measurements to the charm quark fragmentation into hadrons. A second po-
tential source of uncertainty is related to the use of heavy nuclei as (anti)neutrino target, resulting
in nuclear modifications on the measured cross-sections. Inthis paper we consider three charm
di-muon data sets obtained on Fe-targets by the NuTeV, CCFR [2] and NOMAD [3] experiments.

The NuTeV and CCFR data samples [2] — corresponding to 5102 (1458) and 5030 (1060)
ν(ν̄)-induced di-muon events, respectively — have been the onlycharm di-muon data used in
earlier fits [13, 16], providing most of the information on the strange sea quark distributions. Both
experiments have measured the absolute differential cross-section for charm di-muon production
on iron,dσ2

µµ/dxdy. The minimal energy threshold for the muon detection was 5 GeV. It is worth
noting that neglecting the dependence ofBµ on Eν has been a good approximation in the analysis
of the high energy NuTeV/CCFR di-muon data [16].

The new measurement of charm di-muon production inν-Fe interactions by the NOMAD ex-
periment [3] is characterized by an increase by a factor of three in the statistics (15344 events),
as well as by an improved understanding of the uncertaintiesdiscussed above. The minimal en-
ergy threshold for the muon detection was lowered to 3 GeV, allowing for a substantial increase
of the detected phase space, thus reducing the sensitivity to the charm quark fragmentation. The
NOMAD data extends down toEν = 6 GeV, providing a better sensitivity to charm production pa-
rameters close to themc threshold. The NOMAD experiment measured the ratioRµµ ≡ σµµ/σCC
between the charm di-muon cross-section and the inclusive charged current cross-section (two
muons versus a single muon) as a function of the three independent variablesEν, x, and the
partonic center-of-mass energy

√
ŝ, for Q2 > 1 GeV2. This ratio offers a large cancellation of

both experimental and theoretical uncertainties, including the nuclear corrections related to the
Fe-target [33–35].

In the energy region covered by the NOMAD data the inclusive semi-leptonic branching ratio
Bµ demonstrates a clear dependence onEν. To account for this dependence we parameterizeBµ
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FIG. III.1: Value of the semi-leptonic branching ratioBµ(Eν) obtained in the variant of the present analysis
with the combination of the NOMAD [3] and CHORUS [4] data added (solid line: central value, dots:
1σ error band), compared with the corresponding 1σ band obtained in the ABM12 fit [14] (shaded area).
The measurements ofBµ by the emulsion experiments FNAL-E-531 [31] (full circles)and CHORUS [32]
(hollow circles) are given for comparison.

following Ref. [3] in the form

Bµ(Eν) =
B(0)
µ

1+B(1)
µ /Eν

, (III.2)

which results in a rise ofBµ with Eν at smallEν and a saturation at largeEν.
Since the fixed-target kinematics and the available beam energies do not allow for a coverage

of the asymptotic regionξ & 50 (Section II B), we use only the NLO approximation in the QCD
analysis of the charm di-muon data in (anti)neutrino CC DIS.In all our fits to NuTeV, CCFR and
NOMAD data we use the nuclear corrections for the Fe target following Refs. [33–35]. In order
to reduce the computational time in our fits we do not apply electroweak corrections [36] to the
NOMAD data, after verifying that they largely cancel out in theRµµ ratio.

B. Inclusive charm production in ν-emulsion interactions

Experiments using nuclear emulsions can directly detect the individual charmed hadrons
D0,D+,Ds,Λc (and heavier charmed baryons) produced in (anti)neutrino interactions, through the
location of the corresponding decay vertex. The information provided by emulsion experiments
has the advantage that it does not rely upon semi-leptonic decays and it is therefore independent
from Bµ. The limitations of this type of measurement are mainly related to the low statistics avail-
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able due to the small mass of nuclear emulsions usable in practice. The average nuclear target
for (anti)neutrinos in nuclear emulsions isA = 81 andZ = 36. Only two data samples are cur-
rently available. The E531 experiment [31] collected 120ν-induced inclusive charm events and
measured the complete decay and event kinematics, allowingfor a determination of the charm
production fractions,fh(Eν). The recent measurement by the CHORUS experiment [4] collected
a total of 2013 inclusive charm events, although only the visible neutrino energy and the charm
decay length were measured. The CHORUS experiment has also measured separately the yields
of neutral (D0) and charged charmed hadrons as a function of the neutrino energy.

In this paper we focus on the ratioRc ≡ σc/σCC between the total charm cross-section and
the inclusive CC cross-section as a function of the neutrinoenergy, which was published by the
CHORUS experiment [4]. This ratio has the advantage of largely canceling out nuclear corrections
related to the heavy nuclei in emulsions [33–35]. It is worthnoting that the direct charm detection
in emulsions is potentially less sensitive to the details ofthe charm quark fragmentation than charm
di-muon production. Since there is no exclusive selection of one particular decay mode and no
fixed threshold on the momenta of the decay products, a largerphase space is detectable. The
energy resolution achievable is, however, lower compared to electronic detectors like NOMAD.
In order to be consistent with the measurement ofRµµ from NOMAD and to have a reliable
calculation of inclusive CC structure functions, we restrict our analysis to the kinematic region
with Q2 > 1 GeV2. To this end, we directly evaluate the acceptance of this cutas a function ofEν
with the high resolution NOMAD data and apply the corresponding correction to the CHORUS
measurement ofRc(Eν). We note that this acceptance correction is small (typically a few percent)
and quickly vanishes with the increase ofEν.

Since the typical momentum transfer is not too large compared to mc, we use only the NLO
approximation in the QCD analysis of CHORUS charm data. In all our fits to CHORUS data we
use the nuclear corrections for the average emulsion targetfollowing Refs. [33–35]. Similarly to
the case of NOMAD data discussed in Sec. III A, we do not apply electroweak corrections [36] to
the CHORUS data, after verifying that they largely cancel out in theRc ratio.

Following the approach of Ref. [16], in all fits including charm di-muon data we constrain the
inclusive semi-leptonic branching ratioBµ with the measurement of charm production fractions
fh(Eµ) from the E531 experiment. These latter are convoluted withthe recent values of exclusive
branching ratios for charmed hadrons to determineBµ at different neutrino energies, as shown in
Figure III.1. In addition, we use the recent direct measurement ofBµ in nuclear emulsions by the
CHORUS experiment [32]. As seen in Figure III.1, the emulsion data from E531 and CHORUS
are in agreement with a risingBµ according to Eq. (III.2).

C. Associated W+ charm production at the LHC

The associated production ofW-bosons and charm quarks in proton-(anti)proton collisions at
the LHC is directly sensitive to the strange parton distributions through the Born-level scattering
off a gluon,

g+ s→W+c, (III.3)

and was proposed for a study of the strange distribution and asymmetry earlier [37–39]. The LHC
measurements of associated production ofW-bosons and charm quarks probe the strange quark
distribution in the kinematic region ofx ≈ 0.012 at the scaleQ2 = M2

W. The cross section of the
associatedW+charm production in proton-proton collisions at the LHC at acenter-of mass of√

s=7 TeV has been measured recently by the CMS [10] and ATLAS [11]collaborations. Both
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data sets are collected at
√

s=7 TeV and correspond to the integrated luminosity of 5 fb−1. The
W-boson candidates are identified by their decays into a charged lepton (muon or electron) and a
neutrino, while the charm quark is tagged using hadronic andinclusive semi-leptonic decays of
charm hadrons. TheW-boson and the charm quark are required to have opposite charges. The
same-charge combinations are subtracted to suppress potential contributions of the gluon splitting
into a heavy-quark pair. The cross sections and cross-section ratios ofW+charm production are
measured differentially as a function of the pseudo-rapidity of the electron or muon originating
from theW-boson decay and are provided together with the correlations of the systematic uncer-
tainties for both measurements. The results of the QCD analysis presented here use the absolute
differential cross sections ofW+charm production, measured in bins of the pseudo-rapidity of the
lepton from theW-decay.

The CMS measurements [10] ofW+charm used in the present analysis are obtained for the
transverse momenta of the lepton fromW-decay larger than 35 GeV. The cross sections of
W+charm production at CMS are determined at the parton level and the theory predictions for
the CMS measurements used in the present analysis are calculated at NLO by using the MCFM
program [40, 41] interfaced to APPLGRID [42]. The ATLAS measurement [11] of associated
W+charm production is performed at the hadron level taking thetransverse momentum of theW-
decay lepton greater than 20 GeV. The theoretical predictions for the ATLAS data are obtained
using the aMC@NLO simulation, which combines an NLO QCD matrix-element calculation with
a parton-shower framework [43]. At the parton-level results of aMC@NLO were found to be in
a good agreement with the MCFM predictions [44]. In either case the theoretical calculations
cannot be performed interactively in the PDF fit, since they are quite time consuming. Instead,
for the ATLAS and CMSW+charm measurements, we employ the same approach implemented
in the ABM12 fit [14] to the LHC data on the Drell-Yan process. The time-consuming theoretical
predictions are computed only once for all members of a givenPDF set, which encodes the PDF
uncertainties. The resulting grid is later used in the fit so that the predictions corresponding to
the values of the fitted PDF parameters are estimated by an interpolation among the grid entries.
Thus, lengthy computations are only necessary during the fitpreparation stage, while the fit itself
runs quite fast.

IV. DETERMINATION OF THE STRANGE SEA QUARK DISTRIBUTIONS

In the earlier ABM12 fit [14] the strange sea has basically been constrained by the
NuTeV/CCFR data on charm di-muon production in (anti)neutrino CC DIS [2]. Meanwhile, the
recent NOMAD charm di-muon data [3] and the CHORUS inclusivecharm data [4] in neutrino CC
interactions allow an improved strange sea determination.Additional constraints on the strange
sea can be obtained from the first CMS and ATLAS data on the associatedW-boson andc-quark
production [10, 11]. In the present paper we consider several variants of the ABM12 fit [14] with
different combinations of the new data sets together with the NuTeV/CCFR data [2]:

NuTeV/CCFR + NOMAD aimed to check the impact of the NOMAD data [3]

NuTeV/CCFR + CHORUS – the same for the CHORUS data [4]

NuTeV/CCFR + CMS – the same for the CMS data [10].

We also consider the following variants of the fit:
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NuTeV/CCFR + CMS + ATLAS – to allow comparison of theW+charm data obtained by
ATLAS [11] with the CMS measurements [10]

NuTeV/CCFR + NOMAD + CHORUS to check the cumulative impact of the
(anti)neutrino-induced charm production data [2–4]

CHORUS + CMS + ATLAS to check the cumulative impact of the data sets [4, 10, 11]
independent from the semi-leptonic branching ratioBµ.

These fits have been upgraded as compared to the ABM12 one in the following respects:

• The NNLO corrections to the massive Wilson coefficients of Sec. II B are taken into account
when computing thec-quark contribution to the inclusive CC DIS structure function for the
HERA data kinematics [8]. These data cover the range ofQ2 = 300− 15000 GeV2 and
therefore the asymptotic corrections can be safely applied. The numerical impact of the
NNLO terms is about 5% at the smallest values ofx ∼ 0.01 covered by the HERA CC
DIS data and it falls off to negligible values atx = O(0.1), cf. Fig. II.1. The new NNLO
correction leads to an improved description of the data, with a value ofχ2 reduced by 6
units for 114 data points in the HERA CC DIS subset used in our analysis. In contrast, the
charm di-muon data from (anti)neutrino CC DIS populate onlythe region ofQ2

. 100 GeV2.
Therefore, the asymptotic NNLO corrections cannot be applied to most of this kinematical
range. Furthermore, due to the relatively small beam energythe highest values ofQ2 covered
by (anti)neutrino data correspond to the values ofx=O(0.1), where the NNLO corrections
can be neglected.

• The inclusive semi-leptonic branching ratioBµ for charmed hadrons is parameterized ac-
cording to Eq. (III.2) to take into account the dependence onthe neutrino energyEν, rather
than using a constantBµ as in the earlier ABM fits. The parametersB(0,1)

µ are fitted to the
data simultaneously with the PDFs, high twist terms, strongcoupling constant, mass of the
charm quark etc. (cf. Ref. [13] for the full list of fitted parameters). The large-Eν asymp-
totic coefficientB(0)

µ is partly constrained by the combination of neutrino- and antineutrino-
induced charm di-muon data from NuTeV/CCFR like in the earlier ABM fits (cf. Ref. [16]
for details), while the coefficient B(1)

µ is basically determined by the E-531 data [31] onBµ
and by the NOMAD charm di-muon data at smallEν as in Ref. [3]. Our best estimate for
Bµ(Eν) obtained in the variant of our analysis with the NuTeV/CCFR, NOMAD, and CHO-
RUS data included is displayed in Fig. III.1. At largeEν the shape ofBµ is comparable to the
behavior taken for the ABM12 fit. The value of the coefficient B(0)

µ = 0.0933(25) obtained
in the present analysis is consistent with theEν-independent determinationBµ = 0.0904(33)
in ABM12 [13]. At small Eν the value ofBµ falls off significantly and the coefficient con-
trolling this behavior is determined in our analysis asB(1)

µ = 5.6±1.1 GeV.

• As a minor improvement we also have corrected the absolute normalization of the ATLAS
data onW- andZ-boson production [45], in line with the findings of Ref. [46]. However,
this correction causes only little improvement in the valueof χ2 for the ATLAS data and
practically does not affect the PDFs extracted (cf.Note added in proofin Ref. [14]).

The NOMAD data pull the strange distribution somewhat down as compared to the
NuTeV/CCFR determination, as seen in Fig. IV.1. The effect is particularly significant at large
x due to a better coverage of the low-Eν region in the NOMAD data sample. Correspondingly,
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the uncertainty in the large-x strange sea is reduced. The quality of the overall description of the
NOMAD data is rather good, with a value ofχ2/NDP= 49/48, whereNDP is the number of data
points. However, theRµµ distributions as a function ofEν and the partonic center-of-mass energy√

ŝ show a worse agreement with the fit, cf. Fig. IV.2. Furthermore, the variants of the fit based
on the individualEν- and

√
ŝ-distributions only exhibit some deviations from the fit in which all

NOMAD data are included. In any case, the deviations observed are within the fit uncertainty and
the PDFs obtained using the different NOMAD data subsets are consistent.

The CHORUS data pull the strange distribution somewhat up inthe entire range ofx, as visible
in Fig. IV.1. This is in contrast with the impact of the NOMAD sample. However, both results are
consistent within the uncertainties. In the variant of the fit including both NOMAD and CHORUS
data these opposite trends compensate each other so that thecentral value of the resulting strange
sea distribution is close to the one preferred by the NuTeV and CCFR data, cf. Fig. IV.3. At the
same time the error in the strange sea is improved, in particular at x = O(0.1). The CHORUS
data somewhat overshoot the fit, especially if the NOMAD dataare included, cf. Fig. IV.4. In all
variants of the fit the value ofχ2 for the CHORUS data is within the range of 5−9 for NDP= 6,
which is statistically acceptable.

The CMS data on the associatedW+charm production also prefer a somewhat enhanced strange
sea, cf. Fig. IV.3. The absolute cross section measurementsare much more sensitive to the strange
sea than the ratio of the individualW+c̄ andW−c channels, which is basically driven by thes− s̄
PDF asymmetry. However, in both cases the experimental errors are much bigger than the PDF
uncertainties in the predictions based on the NuTeV/CCFR data. As a result, the variant of the
fit with the NuTeV/CCFR and CMS data included does not deviate much from the ABM12 one,
as shown in Fig. IV.5. Moreover, in this case the relative change in the strange sea due to the
CMS data is only at the level of few percent, due to the constraint coming from the NuTeV/CCFR
sample, cf. Fig. IV.6. If we release the constraint from the NuTeV/CCFR data, we can obtain
a somewhat enhanced strange sea distribution. In particular, this trend is observed in the variant
of fit based on the combination of the CMS and CHORUS data only,cf. Fig. IV.5. In this case
the low-x asymptotic behavior of the strange sea is poorly determined. In order to improve the
stability of the fit we impose an additional constraint on thelow-x strangeness exponent

as= −0.234±0.036, (IV.1)

resulting from the fit based on the combination of all (anti)neutrino data from NuTeV/CCFR,
NOMAD, and CHORUS. The strange sea distribution obtained inthis way is somewhat enhanced
as compared to the ABM12 one, while the calculation goes essentially through the CMS data
points. The ATLAS data onW+charm production [11] are also in good agreement with this
variant of the fit, cf. Figs. IV.7-IV.9. This fact demonstrates a good consistency between the
CMS and ATLAS measurements. A certain discrepancy is observed for the ATLAS data points
with the largest pseudo-rapidity of theW-decay leptons, although it is not statistically significant.
Indeed, in the variant of fit including also the CHORUS and CMSdata a value ofχ2/NDP =
33/38 is obtained for the full ATLASW+charm sample, taking into account both the experimental
correlated uncertainties and the theoretical error related to the modeling of the initial- and final-
state radiation. For comparison, a value ofχ2/NDP= 17/32 is obtained if the ATLAS data with
the largest pseudo-rapidity of theW-decay are rejected. In the former variant the strange sea is
enhanced within 1σ at x & 0.1, in line with the tension observed, as shown in Fig. IV.3. Atthe
same time the strange sea distribution obtained in the variant with the points at the largest pseudo-
rapidity removed is in very good agreement with the determination based on the CHORUS and
CMS data only.
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A combination of the CMS and ATLASW+charm data with the CHORUS measurement de-
fines the upper limit for the strange sea distribution which can be obtained in our analysis, since
these three samples prefer an enhanced strange sea comparedto the one obtained in the ABM12
fit. We obtained this upper limit by including a combination of the CMS, ATLAS, and CHORUS
data into the fit, without the charm di-muon data from NuTeV/CCFR and NOMAD, which are
sensitive to the semileptonic branching ratioBµ. By imposing the low-x strange sea exponent
constraint from Eq. (IV.1) in this fit, the small-x strange sea distribution is determined as well as
in the ABM12 fit, cf. Fig. IV.3. In general, the resulting strange sea distribution is shifted up-
wards by some 20% as compared to the fit based on the combination of the charm di-muon data
from NuTeV/CCFR and NOMAD. At largex this shift is statistically insignificant due to the large
uncertainties, however atx ∼ 0.1 it amounts to up to 2− 3 standard deviations. These numbers
provide a bound on the outermost discrepancy in the strange sea determination preferred by dif-
ferent data sets considered since the NuTeV/CCFR and NOMAD pull the strange sea somewhat
down as compared to ATLAS, CMS, and CHORUS. It is also worth noting that the impact of the
combination of the NOMAD and CHORUS data is much smaller and does not exceed the strange
sea uncertainties, cf. Fig. IV.3. We do not consider to add the ATLAS and CMS data to our final
reference fit in view of the missing NNLO QCD corrections to the hadro-production ofW+charm.
This choice does not lead to any essential change in the strange sea distribution because of the
rather big uncertainties in those data.

V. COMPARISON WITH EARLIER DETERMINATIONS

The strange sea obtained in the variant of our analysis basedon the (anti)neutrino induced
charm production data from NuTeV/CCFR, NOMAD, and CHORUS is in agreement with the
ABM12 one within the errors, cf. Fig. IV.3. At the same time, the errors atx & 0.01 are largely
improved, particularly atx = O(0.1), where the improvement in the error amounts to a factor of
two. Conventionally, the magnitude of the strange sea is often presented in terms of an integral
strangeness suppression factor

κs(µ
2) =

1
∫

0
x[s(x,µ2)+ s̄(x,µ2)]dx

1
∫

0
x[ū(x,µ2)+ d̄(x,µ2)]dx

, (V.2)

wheres, s̄, ū, andd̄ are the strange, anti-strange, anti-up, and anti-down quark distributions, respec-
tively. The value ofκs obtained in the variant of the present analysis including the NuTeV/CCFR,
NOMAD, and CHORUS data is comparable to the NOMAD [3] and CMS [47] determinations, cf.
Table V.1. However, the error inκs obtained by CMS is quite large due to the PDF parametrisation
uncertainty. At the same time the error inκs obtained by NOMAD is smaller than ours. This
fact can be explained by the constraints imposed in the NOMADanalysis on the low-x strange
sea behavior, which is poorly determined by the those data alone. It is also worth noting that the
normalization ofκs in Eq. (V.2), i.e. the second Mellin moment of ¯u+ d̄, is not fixed by any sum
rule, and is therefore itself subject to variations in any given analysis.

The x dependence of the strange sea distribution is not much different from the non-strange

12



present analysis NOMAD [3] CMS [47]

(NuTeV/CCFR+NOMAD+CHORUS)

κs(20 GeV2) 0.654±0.030 0.591±0.019 0.52±0.17

TABLE V.1: The integral strangeness suppression factor Eq.(V.2) obtained in the present analysis in com-
parison with the earlier determinations.

ones. In particular, the shape of thex-dependent strange sea suppression factor

rs(x,µ
2) =

s(x,µ2)+ s̄(x,µ2)

2d̄(x,µ2)
, (V.3)

preferred by the combination of the NuTeV/CCFR, CHORUS, and NOMAD data, assumes
roughly a constant value over the entirex-range, cf. Fig. V.1. This is in line with the earlier
analysis [16] and other global PDF fits [15, 48, 49]. The valueof rs as obtained from the combina-
tion of the CHORUS and CMS data is somewhat enhanced atx=O(0.01), although it suffers from
large uncertainties. As discussed above, this combinationof data gives an upper limit for the size
of the strange sea distribution determined in our analysis.This determination is consistent with
the results obtained by CMS [47] from the analysis of their own data on theW+charm production
in combination with the HERA DIS data [8]. However, a much higher value ofrs = 1.00+0.25

−0.28
was obtained atx= 0.023 andµ2 = 1.9 GeV2 in the ATLAS epWZ-fit [9] to a combination of the
ATLAS data on theW- andZ-production [45] together with the HERA DIS data. The non-strange
sea obtained in Ref. [9] also differs from ours in several aspects. In particular, we obtain a posi-
tive iso-spin asymmetry of the seax(d̄− ū), as preferred by the FNAL-E-866 Drell-Yan data [50]
included into our analysis, cf. Fig. V.2. Instead, the valueof x(d̄− ū) obtained in Ref. [9] is neg-
ative, implying that the strange sea enhancement is achieved at the expense of a suppression of
thed-quark distribution. We note that the same picture is actually observed in the analysis by the
NNPDF collaboration (version 2.3) based on collider data only [15]. Since the HERA inclusive
DIS data do not allow to disentangle the flavor species of the PDFs, these peculiarities may be
attributed to the impact of the ATLAS data.

Our fit is in good agreement with the ATLAS data sample despitethe fact that the strange sea is
suppressed by a factor of roughly two in the region of the ATLAS kinematics. Indeed, we obtain
a value ofχ2/NDP = 34.5/30 for the ATLAS data in the variant including the NuTeV/CCFR,
NOMAD, and CHORUS data. This is well comparable to the value of χ2/NDP= 33.9/30 obtained
in the analysis of Ref. [9]. Furthermore, our value ofrs = 0.56± 0.04 at x = 0.023 andµ2 =

1.9 GeV2 is, in fact, in agreement with the ones of Refs. [9, 15] considering the large uncertainties
of the latter. Therefore, in principle the difference between the central values may be explained by
a limited potential of the existing collider data for the flavor separation of the quark PDFs. We also
point out that additional discrepancies with respect to theanalyses of Refs. [9, 15] may appear due
to the different factorization scheme employed to describe the DISc-quark production. However,
this topic deserves a separate study.

TheMSvalue of the charm quark massmc(mc) obtained with the NuTeV/CCFR, NOMAD, and
CHORUS data included into the fit,

mc(mc) = 1.222±0.024 (exp.) GeV, (V.4)

is consistent with the one of the ABM12 fit [14]. However, the experimental uncertainty is slightly
improved due to the impact of the newly added NOMAD and CHORUSdata. The value in
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Eq. (V.4) is also in agreement with the earlier determinations based on the DIS data [3, 18, 51–53]
and the world average [54], which has a comparable accuracy.

VI. SUMMARY

A detailed flavor separation of PDFs in the nucleon has becomean important ingredient to
achieve precise QCD predictions for current collider experiments, as well as for precision studies
of electroweak physics in (anti)neutrino interactions. Ofthe light quark flavor PDFs the strange
quark has been subject to the least number of constraints by experimental data. Using new data
sets from the CHORUS and NOMAD experiments on charm quark production in neutrino DIS
interactions, as well as LHC data on exclusiveW+charm production, a significant reduction of the
uncertainties in the determination of the strange quark PDFhas been achieved with the present
paper.

The ABM fit of PDFs and of the strong coupling constantαs has so far used mainly
NuTeV/CCFR data on charm di-muon production in neutrino-nucleus DIS to constrains and s̄
in the proton. The study described in the present paper is based upon the ABM framework and
has considered the impact of new recent data sets relevant for the determination of the strange sea
distribution. As a base line, the fit to the combined data of NuTeV, CCFR, NOMAD and CHORUS
has been shown to lead to small upwards shifts in the strange sea distributionsO(5%), while the
extreme case using only a combination of CMS, ATLAS and CHORUS data leads to an upwards
shiftO(20%). This latter result can be considered as an upper limitallowed by existing data. As an
additional benefit, the energy dependence of the semi-leptonic branching ratioBµ of the charmed
hadrons, relevant for all (anti)neutrino induced charm di-muon data, has been determined with the
help of the new NOMAD data. The resulting strange quark PDF has been employed to obtain
predictions for the exclusiveW+charm production at the LHC. Comparisons with the available
data from CMS and ATLAS demonstrated a good consistency.

The results of the present analysis on the strange quark PDF do not support the ATLAS claim of
an enhanced strange sea obtained in theepWZ-fit. Similar conclusions can be drawn with respect
to the findings of the NNPDF (version 2.3) PDF fit including only collider data and disregarding
any fixed-target data. In scrutinizing those analyses we have shown that, effectively, the strange sea
enhancement observed by both the NNPDF (version 2.3) fit and the ATLASepWZ-fit is the result
of a suppression of thed-quark distribution. Such a suppression leads to an additional discrepancy
for the isospin asymmetry of the seād− ū with respect to the E-866 Drell-Yan data. Apparently,
a separation of the individual quark flavor PDFs in the protonbased entirely on collider data has
strong limitations given the current experimental and theoretical uncertainties.

Future developments in both theory and experimental measurements are needed to improve the
determination of the strangeness content of the proton. On the theory side, the complete NNLO
QCD correction for heavy-quark CC DIS, i.e. not just in the asymptotic regime of largeQ2/m2

h,
will minimize residual uncertainties in the analysis of thecharm production data in (anti)neutrino
DIS interactions. Likewise, for the processpp→W+ c at the LHC some gain in accuracy is to
be expected from a complete computation of the NNLO QCD corrections, e.g., for the differential
distributiondσ(W++c)/dηl . On the experimental side, a measurement ofdσ(W+ +c)/dηl needs
anO(3%) accuracy in order to improve upon the current status in the strangeness determination.
For the ratioσ(W++c)/σ(W− +c) anO(1%) measurement is needed. If such an improvement in
precision is feasible, a determination of thes− s̄asymmetry could be possible. The existing charm
production data in (anti)neutrino-nucleus interactions are limited by the available statistics and by
the knowledge of the semi-leptonic branching ratioBµ. The next generation neutrino scattering
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measurements [55, 56] can address both issues, allowing fora substantial improvement in the
precision of boths ands̄.
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FIG. IV.1: Relative strange sea uncertainty obtained from different variants of the present analysis: the grey
area represents the result with only the NuTev and CCFR data [2] employed to constrain the strange sea, the
solid lines show the relative change in the strange sea due tothe NOMAD [3] (left panel) and CHORUS [4]
(right panel) data sets, respectively. The dotted lines correspond to the 1σ strange sea uncertainty after the
inclusion of the new data sets.
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FIG. IV.2: Ratio Rµµ between the cross-sections for charm di-muon production and the inclusive CC
neutrino-nucleon measured by the NOMAD collaboration [3] as a function of the beam energyEν (left), the
Bjorkenx (central), and the partonic center-of-mass energy

√
ŝ (right) compared with the 1σ band obtained

from the variant of our fit with the NOMAD data included (shaded area). The dashed lines display the 1σ
band for the variants of the fit based only on the respective NOMAD distributions.
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µ=3 GeV, nf=3
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FIG. IV.3: Left panel: Same as Fig. IV.1 for the variant of thepresent analysis with only the
NuTeV/CCFR [2] data (grey area) in comparison with the one including also the NOMAD [3] and CHO-
RUS [4] data; the dashed line displays the relative difference with respect to the ABM12 fit [14]. Right
panel: Same as the left panel for the variant of the present analysis with the NuTeV/CCFR and NOMAD
data in comparison with the one including only the CHORUS andCMS [10] data; the relative changes in
the strange sea due to the addition of the complete set of the ATLAS W+charm data [11] and the reduced
set with the highest lepton pseudo-rapidityηl removed are also displayed as dashed and dotted-dashed lines,
respectively.
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FIG. IV.4: RatioRc between the cross-sections for inclusive charmed hadron production and the inclusive
CC neutrino-nucleon measured by the CHORUS collaboration [4] as a function of the beam energyEν
compared to the 1σ band obtained from the variant of the present analysis with the NuTeV/CCFR [2], NO-
MAD [3], and CHORUS data included (shaded area). The centralvalues corresponding to the variants with
other combinations of the data sets used to constrain the strange sea (solid line: CHORUS with CMS [10] ,
dashed line: NuTeV/CCFR with CHORUS) are also shown.18



CMS (7 TeV, 5 1/fb)
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FIG. IV.5: Same as Fig. IV.4 for the CMS cross-section data onthe W+charm production [10] with a
transverse momentum of the lepton fromW-decayPl

T > 35 GeV as a function of the lepton pseudo-rapidity
ηl (left panel: sum of the absolute cross sections for theW+c andW−c̄ channels, right panel: the ratio of
these two). The shaded area represents the 1σ PDF uncertainty band from the ABM12 predictions.
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FIG. IV.6: Same as Fig. IV.1 for the CMS data [10] on the sum of the W− c andW+ c̄ production cross
sections (left panel) and the ratio of these two (right panel).
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ATLAS (7 TeV, 4.6 1/fb)

η l

dσ
/d

η l (
pb

)

W+ c
-
-jet

PT
l >20 GeV

ABM12

CHORUS + CMS

CHORUS + CMS + ATLAS

η l

W- c-jet

PT
l >20 GeV

FIG. IV.7: Same as Fig. IV.5 for the ATLAS data on the cross section of the associatedW-boson and the
charm jet production [11] with a transverse momentum of the lepton fromW-decayPl

T > 20 GeV as a
function of the lepton pseudo-rapidityηl (left panel:W+c-jet, right panel:W−c̄-jet). The dashed line gives
the central value of the present analysis with the CHORUS [4], CMS [10], and ATLAS [11] data used to
constrain the strange sea. The theoretical uncertainties related to the modeling of the initial- and final-state
radiation are included into the ABM12 error band.
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FIG. IV.8: Same as Fig. IV.7 for the ATLAS data on the cross section of the associatedW-boson and the
D-meson production [11] (left panel:W+D−, right panel:W−D̄+).
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ATLAS (7 TeV, 4.6 1/fb)
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FIG. IV.9: Same as Fig. IV.7 for the ATLAS data on the cross section of the associatedW-boson and the
D∗-meson production [11] (left panel:W+D∗−, right panel:W−D̄∗+).
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µ2=1.9 GeV2, nf=3
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FIG. V.1: The 1σ band for the strange sea suppression factorrs = (s+ s̄)/2/d̄ as a function of the Bjorken
x obtained in the variants of present analysis based on the combination of the data by NuTeV/CCFR [2],
CHORUS [4], and NOMAD [3] (shaded area) and CHORUS [4], CMS [10], and ATLAS [11] (dashed lines),
in comparison with the results obtained by the CMS analysis [10] (hatched area) and by the ATLASepWZ-
fit [9, 11] at different values ofx (full circles). All quantities refer to the factorization scaleµ2 = 1.9 GeV2.
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FIG. V.2: The 1σ band for the iso-spin asymmetry of the seax(d̄− ū) at the scale ofµ2 = 54 GeV2 as a func-
tion of the Bjorkenx obtained in the ABM12 fit (right-tilted hatch), in comparison with the corresponding
ones obtained by the ATLAS [9] (left-tilted hatch) and the NNPDF [15] (dashed lines) analyses using only
the LHC and HERA collider data. The values ofx(d̄− ū) extracted from the FNAL-E-866 data [50] within
the Born approximation are also shown as full circles with error bars.
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