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ABSTRACT

To understand the formation of the Milky Way’s prominent bar it is important to

know whether stars in the bar differ in the chemical element composition of their birth

material as compared to disk stars. This requires stellar abundance measurements for

large samples across the Milky Way’s body. Such samples, e.g. luminous red giant

stars observed by SDSS’s APOGEE survey, will inevitably span a range of stellar

parameters; as a consequence, both modelling imperfections and stellar evolution may

preclude consistent and precise estimates of their chemical composition at a level of

purported bar signatures, which has left current analyses of a chemically distinct

bar inconclusive. Here, we develop a new self-calibration approach to eliminate both

modelling and astrophysical abundance systematics among red giant branch (RGB)

stars of different luminosities (and hence surface gravity log g). We apply our method

to 48, 853 luminous APOGEE DR16 RGB stars to construct spatial abundance maps

of 20 chemical elements near the Milky Way’s mid-plane, covering Galactocentric radii

of 0 kpc < RGC < 20 kpc. Our results indicate that there are no abundance variations

whose geometry matches that of the bar, and that the mean abundance gradients
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vary smoothly and monotonically with Galactocentric radius. We confirm that the

high-α disk is chemically homogeneous, without spatial gradients. Furthermore, we

present the most precise [Fe/H] vs. RGC gradient to date with a slope of −0.057 ±
0.001 dex kpc−1 out to approximately 15 kpc.

Keywords: Galaxy: abundances, disk, center, structure, formation – stars: abundances,

distances – methods: data analysis, statistical

1. INTRODUCTION

Stellar spectra preserve signatures of the chemical element composition of the

interstellar medium from which they formed, enabling us to trace back the Galac-

tic enrichment history (e.g. Rix & Bovy 2013). This chemical footprint provides an

archaeological record of the Milky Way’s composition in its past. Quantitative com-

parisons between observed stellar properties in orbit and chemical abundance space

compared to chemo-dynamical model predictions enable us to study the Milky Way’s

star formation and enrichment history, since the present-day structure of our Galaxy

reflects the initial conditions of the chemical composition and dynamical state of the

Milky Way during its early phases of formation (e.g. Fragkoudi et al. 2018; Ness et al.

2019; Frankel et al. 2018, 2020).

Large-scale Galactic spectroscopic surveys such as APOGEE (Majewski et al.

2017; Holtzman et al. 2018; Wilson et al. 2019; Ahumada et al. 2020) as part of

the Sloan Digital Sky Survey (SDSS; Gunn et al. 2006; Blanton et al. 2017) enable

detailed studies of the chemical composition of stellar populations over vast parts of

our Galaxy. Combined with the astrometric information by ESA’s Gaia satellite (Gaia

Collaboration et al. 2021) providing precise phase-space information we have now the

tools available to study the formation, enrichment, and evolution of our Galaxy in

unprecedented detail.

In order to derive precise chemical abundances of stars from their spectra, the

APOGEE Stellar Parameters and Chemical Abundances Pipeline (ASPCAP; Holtz-

man et al. 2015; Nidever et al. 2015; Garćıa Pérez et al. 2016) makes use of a multi-

dimensional synthetic spectral grid that covers a wide range of fundamental stellar

parameters (log g, Teff , microturbulent velocity, and the abundances [M/H], [α/M],

[C/M], and [N/M]) and comprises several million individual synthetic spectra. Note

that the [α/M] abundance reported by ASPCAP denotes the average over the mea-

sured α-elements, namely O, Mg, Si, S, Ca and Ti. However, decisions in the analysis

pipeline may lead to model-dependent trends. Much effort has gone into calibrating

and correcting for these effects by comparing for instance the derived abundances to

cluster stars, which are assumed to be homogeneous (e.g. Bovy 2016), by applying

different calibration relations to subsamples of stars, or by applying zero-point shifts
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to match the mean abundances to measurements in the solar neighborhood (see e.g.

Holtzman et al. 2015, 2018; Nidever et al. 2015; Jönsson et al. 2018, for details).

Nevertheless, small residuals and systematic trends in the derived stellar abundances

from ASPCAP with respect to parameters such as the stellar surface gravity log g

and effective temperature Teff , remain. These trends are a combination of expected

dependencies due to stellar evolution (Dotter et al. 2017), as well as remaining sys-

tematic biases in the calibration and data processing (Roederer et al. 2014; Hawkins

et al. 2016; Jofré et al. 2019).

In this work we take a sample of luminous stars on the upper end of the red

giant branch (RGB) and construct a data-driven model in order to self-calibrate the

stellar chemical abundances (Al, C, Ca, Ce, Co, Cr, Cu, Fe, K, Mg, Mn, N, Na,

Ni, O, S, Si, Ti, P, V), aiming to correct for any trends in their abundances that

depend on “nuisance” parameters, for which we take log g. Our method removes both

systematic biases and at the same time any stellar evolutionary effects with log g (we

do not seek to disentangle real effects from systematic artefacts), therefore showing

the photospheric abundances as if all stars were at the same evolutionary state.

This calibration has specific (but far-reaching) utility. While the corrected, self-

calibrated measurements can not be used to investigate chemical abundance changes

with stellar evolution, for Galactic archaeology, which the surveys are largely founded

upon, this calibration is paramount. For example, to examine maps of abundance

gradients across the galaxy – in the context of galaxy formation – requires the imprint

of the stellar evolutionary states to be removed. Additionally, new work that uses

stellar abundances as independent invariants to improve dynamical inferences about

the mass distribution of the Milky Way (Price-Whelan et al. 2021) also depends on

an assumption that the abundances do not change with stellar evolution.

2. METHOD

We aim to correct any systematic effects of the stellar abundances on the “nui-

sance” parameter of surface gravity log g, whether they are introduced by modelling

systematics, e.g. line blending, or by stellar evolution, e.g. dredge-up. Consequently,

the calibration method we apply calibrates the element abundances of all stars to the

same evolutionary state.

The motivation for the structure of the model comes from the idea of causal

inference in statistics: If measured abundances depend on both stellar evolutionary

state and stellar position and velocity (stellar orbit or actions), how do we separate

these dependencies? This question would be easy to answer if all stellar evolutionary

states were observed equally in all parts of the Galaxy. However, they are not. Stars

further up the red-giant branch are more luminous and hence observed over larger

parts of the Galaxy disk. Thus the APOGEE target selection is different in different

parts of the sky, which view different parts of the Galaxy. In particular, there were

different targeting considerations in the fields that cover the Milky Way bulge and
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bar, relative to other Galaxy-disk fields (e.g. Zasowski et al. 2017; Ahumada et al.

2020).

Our model assumes that the chemical abundances of stars in the Milky Way

disk depend on their birth place and epoch (Sanders & Binney 2015; Frankel et al.

2018), which in turn is reflected statistically in their current orbits, quantified by the

three orbital actions JR, Jz, and Lz. The measured abundances may also depend on

the nuisance parameter log g. Thus, we presume that the stellar abundances can be

modeled as a function of orbital actions and log g. If we adopt a linear model, we

can then separate the physically expected dependencies on the orbital actions from

the unexpected dependencies of the stellar parameters on log g, which we can simply

subtract off. Thus we aim to fit for all dependencies of the stellar abundances, and

afterwards subtract the dependencies on nuisance parameters.

The structure of the model—fit for dependencies on both log g and on orbital

actions—when we only care about removing or calibrating out the log g dependencies,

flows from ideas in causal inference: If we were to just fit for dependence of element

abundances on log g, we would find strong dependencies for all elements, since element

abundances depend on Galactocentric position, and hence on their distance from us,

thereby on luminosity (in a flux-limited sample) and thus on log g. This effect is

further compounded by variations in the APOGEE selection function as a function of

Galactic latitude and longitude, which further exacerbates the spatial variations in

the log g distribution. If we simultaneously fit for dependence of abundances on both

log g and orbital actions (as a physically better motivated proxy than mere Galactic

location), the regression can separate the effects coming from log g and from Galactic

orbit. Then the log g dependencies we find have effectively accounted properly for the

confounding effect of Galactic orbit. When we calibrate or adjust the abundances, we

adjust them using only the log g part of the model.

To this end, for each star in our data set (see § 3) we construct a feature vector ~y

containing linear and quadratic terms of the orbital actions JR, Jz, and Lz, which are

the parameters on which the “true” stellar abundances are expected to depend, and

the nuisance parameter log g. Note that in practice we subtract an arbitrarily chosen

offset of 2.2 from all log g values, i.e. we take log g̃ = log g−2.2. This implies that our

model calibrates all stellar abundances to the same evolutionary state at log g ≈ 2.2,

i.e. just above the red clump.

We chose the D-dimensional feature vector ~y to be a second order polynomial,

i.e.

~y = [1, JR, Jz, Lz, J
2
R, JRJz, JRLz, J

2
z , JzLz, L

2
z, log g̃, log2 g̃], (1)

where D = 12 in this case. The matrix Y contains the feature vectors for each of

the N stars in our sample, i.e. it has a shape D × N . For each element abundance

[X/Fe]DR16 reported in APOGEE DR16 we now find a D-dimensional coefficient vector
~ϑ containing the coefficients for each feature, which minimizes the Euclidean 2-norm,
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i.e.

~̂ϑ←− argmin
~ϑ




(
[X/Fe]DR16 −Y · ~ϑ

)2

σ2
[X/Fe]


 , (2)

where σ[X/Fe] denotes the reported uncertainty on the abundance measurements.

The subset of ~y that contains the nuisance parameter log g̃ that we aim to elimi-

nate is:

~ynuis = [log g̃, log2 g̃] (3)

In order to obtain the self-calibrated stellar abundances [X/Fe]new we simply subtract

any dependencies on these nuisance parameters, i.e.

[X/Fe]new = [X/Fe]DR16 −Ynuis · ~̂ϑnuis. (4)

Note, that this method does not deliver an absolute abundance calibration, but only

a relative calibration providing us with the stellar abundance gradients across the

Milky Way disk.

It is also worth noting that the only nuisance parameters that our model explic-

itly accounts for are log g̃ and log2 g̃ (Eqn. 3). Hence the corrected, self-calibrated

abundances depend on their stellar orbits, but no longer on their surface gravity at

any given orbit. The abundances can also vary with respect to other quantities that

correlate with their orbit, such as for instance the stellar age, i.e. τage = f(JR, Jz, Lz)

(e.g. Beane et al. 2018; Frankel et al. 2018, 2020). Therefore, our model controls not

just for actions but for any stellar properties that physically correlate with actions.

3. DATA

Our analysis is based on stars on the upper red giant branch (RGB), which are

ideally suited to map the Milky Way disk over large Galactocentric radii due to

their high luminosities. However, due to the limited precision of Gaia’s astrometric

parallaxes beyond a few kpc distance from the Sun, we first need an alternate way

to estimate precise parallaxes for these RGB stars, in order to calculate the orbital

actions required in Eqn. 1.

To this end, we previously developed a data-driven model assuming that the RGB

stars are dust-correctable, standardizable candles (Hogg et al. 2019). This implies

that we can infer their distance modulus – and thus their parallax – from their

spectroscopic and photometric features. This model is in detail described in Hogg

et al. (2019) and will be summarized in § 3.1 briefly. In § 3.2 we will calculate the

orbital actions for the RGB stars within the Milky Way disk making use of the

spectro-photometric parallax estimates.

3.1. Spectro-photometric parallax estimates
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Following Hogg et al. (2019) we chose a model for the stellar parallax that employs

a purely linear function of spectral pixel intensities from APOGEE DR16 (Majewski

et al. 2017; Ahumada et al. 2020), as well as multi-band photometry from Gaia eDR3

(Gaia Collaboration et al. 2021), 2MASS (Skrutskie et al. 2006), and WISE (Wright

et al. 2010). Due to the limited flexibility of this linear model we restrict ourselves to

a confined region of the stellar parameter space and analyze only stars with very low

surface-gravity, i.e. log g ≤ 2.2, which selects stars that are more luminous than the

red clump. We will now briefly recap the main points of this data-driven model and

note where updates to the original model presented in Hogg et al. (2019) have been

made. For more details, however, we refer the reader to the original paper.

We require complete photometric and spectroscopic information for all RGB stars,

which results in a parent sample containing 79, 529 stars with log g ≤ 2.2. The model

for the parallax is expressed by

$(a)
n = exp

(
~θ · ~xn

)
+ noise, (5)

where $
(a)
n is Gaia’s astrometric parallax measurement of star n. In practice we add

a constant offset to all astrometric parallax measurements of ∆$(a) = 17 µas, corre-

sponding to the reported median parallax bias in eDR3 (Lindegren et al. 2021). Our

model thus postulates that the logarithm of the true parallax can be expressed as a

linear combination of the components of a D-dimensional feature vector ~xn and the D-

dimensional coefficient vector ~θ. The feature vector ~xn here contains the spectroscopic

as well as photometric features for each star n, and thus consists of approximately

D ≈ 7400 features. Note that since parallaxes cannot be negative by definition, we

model the logarithm of the parallax.

The log-likelihood function can then be expressed as

lnL = −1

2
χ2(~θ) = −

N∑

n=1

[
$

(a)
n − exp(~θ · ~xn)

]2

2σ
(a)2
n

, (6)

where σ
(a)
n denotes the uncertainty on Gaia’s astrometric parallax measurement.

Furthermore, we assume that many entries in the coefficient vector ~θ will be

zero, which is known as the sparsity assumption. Thus we apply a regularization and

optimize the regularized objective function, i.e.

~̂θ ←− argmin
~θ

[
1

2
χ2(~θ) + λ‖P · ~θ‖1

1

]
, (7)

where λ is the regularization parameter, and P is a projection operator that selects

only those components that belong to the APOGEE spectral pixels.

For the optimization we split our parent sample randomly in two distinct sub-

samples A and B, which are used as a training and validation set (and vice versa),
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respectively. The value of λ is set to λ = 160 via cross-validation of the A/B-split

sample.

Making use of the optimized coefficient vector ~̂θ we can now infer the spectro-

photometric parallax estimates $
(sp)
m for each star m in the validation set via

$(sp)
m ←− exp(~̂θ · ~xm). (8)

We have made two improvements compared to the model presented previously in

Hogg et al. (2019), namely

1. The Gaia parallaxes and photometry have been updated with the new data

release eDR3.

2. We make use of the updated and enlarged APOGEE DR16 catalog (Ahumada

et al. 2020), which includes spectra not only from the Northern hemisphere

observed with the Apache Point Observatory in New Mexico (APO), but also

from the South taken at the Las Campanas Observatory in Chile (LCO). While

both telescopes have similar technical properties (e.g. mirror size, spectral res-

olution, wavelength coverage), there remain differences in the density of the

applied fibers (i.e. 300 fibers per 7 deg2 plate for APO or 3.5 deg2 at LCO),

which could cause mild discrepancies in the extracted spectra. Hence, we add

the first five moments of the line-spread function (LSF) to our model, which in

practice simply adds five additional terms to the feature vector ~xn in Eqn. 5.

This data-driven model provides spectro-photometric parallax estimates with approx-

imately 9% uncertainties (Hogg et al. 2019), which results in distance estimates that

are more than twice as precise as Gaia’s predictions at heliocentric distances of & 3 kpc

(& 1 kpc) for stars with G ∼ 12 mag (G ∼ 14 mag). These precise distance estimates

enable us to create global maps of the Milky Way out to large Galactocentric distances

of up to 25 kpc (Hogg et al. 2019; Eilers et al. 2020).

In this paper we present an analysis of the stellar abundances within the Milky

Way disk which makes use of a subset of this data set, i.e. 48, 853 RGB stars confined

to the Galactic disk. Thus we chose stars with a height above the Galactic plane of

|zGC| ≤ 1 kpc or within a 6◦ wedge starting from the Galactic center to account for

disk flaring. Furthermore, we require vz < 100 km s−1 in order to exclude halo stars.

Additionally, we exclude all stars that belong to the globular cluster ωCen, which

removes another 77 stars from our sample. Our data sample of Milky Way disk stars

is presented in Fig. 1.

By inverting the spectro-photometric parallax estimates to infer the stellar dis-

tances we can now create large scale maps of the Milky Way disk. We transform all

stars to the Galactocentric cylindrical coordinate frame making use of the barycen-

tric radial velocities from APOGEE DR16 and proper motions delivered from Gaia

eDR3. The Galactocentric azimuth angle ϕ is measured from the centre–anticentre
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Figure 1. Sample of 48, 853 RGB stars (log g ≤ 2.2) within the Milky Way disk used for
this analysis. Left: Distribution of surface gravity log g v. effective temperature Teff , colored
by the metallicity [Fe/H] from APOGEE DR16. Right: Galactic map colored by the number
of stars in each bin of ∆x = ∆y = 0.75 kpc. The Galactic center and position of the Sun
are indicated at their location of (x, y) = (0, 0), and (x, y) = (−8.178 kpc, 0), respectively.

line with ϕ increasing counter–clockwise, i.e. in the opposite direction of Galactic ro-

tation. We assume a distance from the Sun to the Galactic center of R� ≈ 8.178 kpc

(Gravity Collaboration et al. 2019), a height of the Sun above the Galactic plane of

z� ≈ 0.025 kpc (Jurić et al. 2008), and the Galactocentric velocity components of

the Sun v�, x ≈ −11.1 km s−1, v�, y ≈ 245.8 km s−1, and v�, z ≈ 7.8 km s−1, which have

been derived from the proper motions of Sgr A∗ (Reid & Brunthaler 2004).

3.2. Orbital Actions

The chemical composition of stars is expected to depend on a star’s orbit, or

consequently position within the Galactic disk, which is the fundamental assumption

of our self-calibration model described in § 2. The orbital actions (JR, Lz, Jz) are a

powerful tool to characterize the orbits of stars in the Galactic gravitational potential.

In an axisymmetric gravitational potential the actions are independent integrals of

motion and quantify the amount of oscillation of a star around its orbit (e.g. Binney &

Tremaine 2008; Trick et al. 2019). Assuming an axisymmetric gravitational potential

derived in Eilers et al. (2019) we can calculate the orbital actions for all stars in our

data set, i.e. the angular momentum Lz, the radial action JR, as well as the vertical

action Jz, using the gala package (Price-Whelan 2017).

We restrict the training set, which is used to optimize the coefficient vector ~̂ϑ in

Eqn. 2 to those stars that have reliably estimated actions. To this end we remove

all stars from the training set of the model, for which the calculation of the actions
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Figure 2. Stellar abundance gradients for [Fe/H] before (upper panels) and after (lower
panels) applying the self-calibration. We bin all stars in the sample into four bins of log g,
each containing an equal number of stars. The stellar abundances are shown as a function
of the three actions JR, Jz, and Lz that are also fit parameters (three leftmost panels),
as well as the Galactocentric radius RGC and height zGC above the plane (fourth and fifth
panels). While we see clear systematic trends with log g in the APOGEE DR16 abundances,
these dependencies are mostly resolved after the self-calibration, although some small effects
remain, in particular at small Galactic radii.

failed, or that represent strong outliers in the action distribution. Hence our training

set consists of a subset of the Milky Way disk stars, i.e. 43, 196 RGB stars with

0 kpc km s−1 < JR < 400 kpc km s−1, −5000 kpc km s−1 < Lz < 1000 kpc km s−1, and

0 kpc km s−1 < Jz < 100 kpc km s−1. We furthermore remove stars at x > 0, i.e. stars

behind the Galactic bulge, from the training set, since their distance estimates might

be biased due to crowding.

Note that in the presence of a strong Galactic bar the orbital actions for stars in

the inner part of our Galaxy are no longer well-defined, since actions are only defined

in an axisymmetric gravitational potential. We have thus confirmed that the applied

self-calibration model delivers nearly identical results if stars at Galactocentric radii

R < 5 kpc are completely excluded from the training process of the model, i.e. the

optimization of the coefficient vector ~̂ϑ in Eqn. 2.

4. RESULTS

In this section we show that our model eliminates (spurious) dependencies on

log g and present the self-calibrated stellar abundance gradients (§ 4.1), as well as

abundance maps of the Galactic disk (§ 4.2).

4.1. Stellar abundance gradients

The stellar abundances depend on the integrals of motions of their orbit, i.e.

JR, Jz, and Lz, and thus also on the Galactocentric radius RGC and height above

the Galactic plane zGC. In Fig. 2 we show the abundance gradients for the metallicity

[Fe/H] for the labels from the APOGEE DR16 catalog before calibration (top panels),



10 Eilers et al.

100 200
0.00

0.05

0.10

0.15

0.20

0.25

[M
g
/F

e]
(A

P
O

G
E

E
D

R
16

) before 0.0 < log g < 1.18

1.18 < log g < 1.58

1.58 < log g < 1.89

1.89 < log g < 2.2

−3000−2000−1000 20 40 10 20 −0.5 0.0 0.5

100 200
JR [kpc km s−1]

0.00

0.05

0.10

0.15

0.20

0.25

[M
g
/F

e]
(s

el
f-

ca
lib

ra
ti

on
)

after

−3000−2000−1000
Lz [kpc km s−1]

20 40
Jz [kpc km s−1]

10 20
RGC [kpc]

−0.5 0.0 0.5
zGC [kpc]

Figure 3. Same as Fig. 2 for [Mg/Fe].
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Figure 4. Same as Fig. 2 for [Al/Fe]. For this element, obvious systematic trends with log g
remain visible even after applying the self-calibration model.

as well as for the newly determined abundances after applying the self-calibration

(bottom panels).

It is evident that the systematic dependencies on the nuisance parameter log g

that are easily visible in the APOGEE DR16 abundances significantly decrease or are

eliminated completely after applying the self-calibration model. Note that while our

model uses the orbital actions to calibrate the abundances (Eqn. 1), the dependencies

on RGC and zGC are not explicitly part of the calibration procedure and enter only

implicitly as the positions of the stars are used in the calculation of the orbital actions.

Nevertheless the systematic trends of the abundances with log g as a function of

RGC and zGC decrease (see panels in the fourth and fifth column of Fig. 2). This

also becomes evident in Fig. 3, which is analogous to Fig. 2 but for the magnesium

abundance [Mg/Fe].

However, some systematic dependencies on log g nevertheless persist even after

the calibration, as shown in Fig. 4 for the aluminium abundance [Al/Fe], but also
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Figure 5. Face-on map of the Galactic disk within |z| < 1 kpc showing the rotation of
stars around the Galactic center located at (x, y) = (0, 0). Stars are binned in spatial bins
of ∆x = ∆y = 0.5 kpc and colored by the mean self-calibrated metallicity [Fe/H] of stars
within that bin, while arrows point in the mean direction of motion within the plane. The
Sun’s position at (x, y) = (−8.178 kpc, 0) is indicated by �, and the Galactic center is
located at (x, y) = (0, 0). Thin grey lines show Galactocentric rings in steps of ∆R = 5 kpc,
as well as the outline of the Galactic bar with a half-length of the major axis of 5 kpc and
an axis ratio of 0.4, angled at 25◦ from our line of sigh to the Galactic Center.

visible in Fig. 2 and 3 at very small Galactocentric radii for instance. This is likely due

to the limited flexibility of the applied quadratic model (see Eqn. 1) used to perform

the self-calibration, as well as due to possible further systematic dependencies on

nuisance parameters other than log g.

Our final catalog of self-calibrated abundance estimates as well as updated

spectro-photometric parallaxes is publicly available1.

4.2. Galactic maps of stellar abundances

1 The catalog can be downloaded here: https://doi.org/10.5281/zenodo.5963324. It contains all
entries from the Apogee DR16 catalog (Ahumada et al. 2020), as well as new entries for the self-
calibrated abundances (columns are called X FE NEW and refer to element [X/Fe]) and spectro-
photometric parallax estimates (the column name is spec parallax with the corresponding un-
certainty spec parallax err).

https://doi.org/10.5281/zenodo.5963324
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Figure 6. Maps of the Galactic disk (within |z| < 1 kpc or a 6◦ wedge) colored by four
different chemical abundances after applying the self-calibration for low-α stars, i.e. [α/M] <
0.12 (top panels), as well as high-α stars, i.e. [α/M] > 0.12 (bottom panels). We show the
median abundances of all stars in spatial bins of ∆x = ∆y = 0.75 kpc, whenever a bin
contains more than 3 stars. The colorbar ranges between the 7th to 93rd percentile of
median abundances in each panel. The Galactic center is located at (x, y) = (0, 0). The
position of the Sun is marked by �. The number of stars in each map is noted in the lower
right corner of each plot. Maps for all other stellar abundances are shown in Fig. 14 and 15
in Appendix A.

After removing systematic and evolutionary effects on the stellar abundances by

means of the self-calibration we can now map the Galactic disk colored by different

element abundances to study their evolution across the disk. As an example we show

in Fig. 5 a face-on map of the Galactic disk colored by the mean self-calibrated stellar

metallicity [Fe/H] in spatial bins of ∆x = ∆y = 0.5 kpc. The arrows indicate the

mean motion of the stars around the Galactic center.

In Fig. 6 we show maps of the Galactic disk for four abundances ([Fe/H], [Mg/Fe],

[O/Fe], [Ni/Fe]) split between low- and high-α stars. We use the self-calibrated metal-

licity [α/M] to split the sample, i.e. [α/M] < 0.12 and [α/M] > 0.12, respectively.

Maps of all remaining abundances measured by APOGEE DR16 for which we applied

our self-calibration approach are shown in Fig. 14 and 15 in Appendix A, while the

differences between the self-calibrated and the reported APOGEE DR16 abundances

are shown in Fig. 16 and 17 in Appendix B. We find that all abundances evolve

smoothly with Galactocentric radius, as also shown in Fig. 7. The abundance gradi-

ents are tabulated in Table 1 to 3 in Appendix A. We do not see any evidence for
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Figure 7. Median abundance gradients for the low-alpha (i.e. [α/M] < 0.12) population as

a function of Galactocentric radius RGC with uncertainties on the median, i.e. 1.253σ/
√
N .

The abundances are sorted by the slope of their gradients – ranging from overall positive
slopes (purple, left panel) to predominantly negative slopes (green, right panel). An arbitrary
offset is added to all gradients for better visibility. The magnitude of the gradients can be
read off by the grey lines which are spaced by ∆ = 0.1 dex. All abundances gradients can
also be found in Table 1.

chemically distinct features, nor do stars in the Galactic bulge and bar region appear

to have a distinct abundance pattern.

The median [Fe/H] abundance gradient shown in detail in Fig. 8 evolves most

strongly by ∆[Fe/H] = 0.82 dex between the inner and the outer part of the Galactic

disk. When fitted with a broken power-law (e.g. Donor et al. 2020; Spina et al. 2022),

i.e.

[Fe/H] =




m1 ·RGC + b if RGC ≤ k

(m1 · k + b) +m2 · (RGC − k) if RGC > k
(9)

using the Monte Carlo Markov Chain implementation emcee (Foreman-Mackey et al.

2013) to fit for the inner and outer slopes m1 and m2, the maximum metallicity at

the Galactic center b, as well as the break (“knee”) in the power-law k, we find an

inner slope of m1 = −0.057± 0.001 dex kpc−1 and an outer slope of m2 = −0.019±
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RGB stars (Eilers et al. 2022; this work)
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Figure 8. The observed median [Fe/H] gradient with respect to Galactocentric radius (red)
is well fitted by a broken power-law (blue) with an inner slope m1 and an outer slope m2.
Thin blue lines indicate a 100 random draws from the posterior probability distribution
of the fit parameters. The vertical dotted line indicates the break in the power-law at
14.5±0.3 kpc. The metallicity gradient derived from open clusters is shown in grey showing
a steeper inner slope of −0.064 ± 0.007 dex kpc−1 (Spina et al. 2022). If the open clusters
are on average younger than the RGB stars we would expect qualitatively a flattening of
the gradients with age due to radial migration (e.g. Frankel et al. 2019, 2020).

0.003 dex kpc−1. The break in the power-law appears at k = 14.5± 0.3 kpc, and the

y-intercept is b = 0.41± 0.01 dex.

While we see strong abundance gradients in the low-α disk, the high-α disk stars

are more chemically mixed and uniformly distributed across the disk, confirming that

they are predominantly older than the low-α stars (e.g. Bovy et al. 2016; Mackereth

et al. 2019; Gandhi & Ness 2019; Buck 2020; Yuxi et al. 2021).

While most abundance trends are radially symmetric with respect to the Galactic

center, we do find some abundances that do not show radial symmetry. For instance

there seems to be an anomalously high [Co/Fe] feature in the Southern part of the

disk, and parts of the outer disk seem to have a lower [Na/Fe] abundance (see Fig. 14).

We do currently not know whether these are real physical effects or simply additional,

non-accounted for systematic issues with the data.

4.3. Metallicity Bimodality

Making use of the newly self-calibrated abundances we can now review the metal-

licity distribution of stars within the Milky Way disk. The distribution of stars in the

[α/M] vs. [Fe/H] plane has long been an important diagnostics of chemical evolution,

since [α/M] provides a rough chemical “clock” due to the different timescales of core
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collapse supernovae and supernovae Ia enrichment (e.g. Tinsley 1979; Matteucci &

Greggio 1986; McWilliam 1997).

The observed bimodality of the low- and high-α sequence is clearly visible both

within the Galactic disk as well as inside the bulge at R < 5 kpc. In the outskirts

of the disk, i.e. at R & 13 kpc, most stars lie within the low-α sequence, which is

consistent with previous results (e.g. Bensby et al. 2011; Nidever et al. 2014; Hayden

et al. 2015; Schultheis et al. 2017; Griffith et al. 2021; Queiroz et al. 2020a).

This bimodality is even more prominent when dividing the stars in bins of orbital

actions rather than by position. Fig. 10 shows the same metallicity distribution of

Milky Way disk stars split by the stars’ angular momentum Lz, and their vertical

and radial action
√
J2
R + J2

z , indicating how circular and co-planar the stellar orbits

are. In most panels the two peaks of the metallicity distribution are stronger peaked

and more compact compared to Fig. 9.

5. COMPARISON TO PREVIOUS STUDIES

5.1. Distance estimates and abundance maps

In Fig. 11 we compare our spectrophotometric estimates to previous work, such

as the StarHorse catalog by Queiroz et al. (2020a), who determined distances to

stars using an isochrone-fitting approach, as well as the AstroNN catalog by Leung &

Bovy (2019a), who apply a neural net to derive parallaxes as well as chemical abun-

dances from the stellar spectro-photometric features. We find reasonable agreement

with both other studies, although we generally predict larger distances compared

to previous work. This effect could potentially be explained, if (implicit) cuts on

parallaxes are performed when constructing the training sets, since the removal of

negative parallax estimates biases the training set to more nearby stars thus leading

to an underestimation of the distances (Hogg et al. 2019).

In Fig. 12 we compare our self-calibrated metallicity [Fe/H] to metallicities derived

by the AstroNN algorithm (Leung & Bovy 2019b). The authors had seen complex

abundance patterns in the Milky Way disk, which we do not observe (see Fig. 14 or

15). The comparison in Fig. 12 shows the discrepancies between the results of the two

approaches, which are particularly prominent towards the Galactic center.

These trends could potentially be explained due to differences in the observed pop-

ulation of stars towards the Galactic bulge compared to the disk due to the APOGEE

selection function. The selection function is shallower in the Galactic center, and

therefore only the most luminous red giant stars are observed in the bulge (e.g. Za-

sowski et al. 2017; Ahumada et al. 2020). Hence, the log g distribution of the targeted

stars differs between the Galactic bulge and disk, resulting in an average log g that

is significantly higher towards the Galactic center. Thus it is possible that selection

effects could explain the differences observed in Fig. 12, which would also provide
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Figure 11. Comparison of our spectrophotometric distances to StarHorse stellar distances
(left) and AstroNN distance estimates (right). Both catalogs differ from our estimated dis-
tances at small parallaxes and large distances. We discuss these biases and differences in
the text.
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[Fe/H] of our model and the AstroNN model introduced by Leung & Bovy (2019a). Discrep-
ancies are visible between the two studies within the Galactic bulge region at R < 5 kpc.
Note, however, that the interpretation of this figure is difficult, since our method provides
only a gradient in the abundances and no absolute calibration. The number in the lower
right corner denotes the number of stars in the plot.

an explanation for the chemically distinct stellar population in the bulge reported in

Bovy et al. (2019) and Leung & Bovy (2019a).
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Figure 13. Comparison between on- and off-bar stars within the bulge, i.e. |z| < 0.5 kpc.
Left panels: Spatial distribution between on- and off-bar stars. Galactocentric rings at 2, 3
and 5 kpc are shown as grey thin lines, as well as the outline of the Galactic bar. Right
panel: The [Mg/Fe] vs. [Fe/H] distributions of the two stellar samples do not show any
significant differences.

5.2. On-bar vs. off-bar stellar abundances

Inspired by the results reported in Lian et al. (2021) we also study the [Mg/Fe] vs.

[Fe/H] distribution of stars on the bar compared to stars outside the bar within the

Milky Way bulge at R < 3 kpc. Since the number and spatial distribution of on- and

off-bar stars varies significantly, we follow the method described in Lian et al. (2021)

and split the parameter space into bins of ∆R = 0.5 kpc and ∆z = 0.25 kpc. We

then select a random subset of on-bar stars corresponding to the number of off-bar

stars in each spatial bin. This procedure ensures the same number and approximate

spatial distribution of stars in both the on- and off-bar samples. In practice this

selects stars within a very narrow annulus, i.e. 2 kpc < RGC < 3 kpc (see left panels

of Fig. 13). In contrast to Lian et al. (2021), we do not find any significant difference

in the chemical properties between on- and off-bar stars, as shown in the right panel

of Fig. 13. These results, however, seem to be independent from our self-calibration;

that is, they are not produced by abundance systematics or evolution. Thus the main

difference between the two analyses is different estimates in the stellar parallaxes,

which might be causing the observed discrepancies. Additionally, the measurement

is very noisy due to the very small number of stars (i.e. 188) considered for this

comparison. Hence, if there is indeed a chemical abundance difference between stars

on the bar and off the bar, the effect is very small.

6. SUMMARY & DISCUSSION

In this paper we construct a data-driven model to self-calibrate all 20 stellar

abundances of RGB stars within the Milky Way disk and bulge reported in APOGEE

DR16, in order to remove any effects on the nuisance parameter surface gravity log g.

The dependency on log g presumably is a combination of both imperfections in the

data reduction, calibration, and modeling, as well as expected effects due to stellar

evolution along the red giant branch. Neither effect, however, tracks changes in the

stars’ birth material composition. By applying our self-calibration model we aim to



20 Eilers et al.

remove all effects and hence calibrate all abundances to the same stellar evolutionary

state, just above the red clump.

The self-calibration approach works well for most elements where the applied

self-calibration completely eliminates or significantly reduces any trends with log g

(e.g. Fig. 2 and 3). However, some effects remain in particular in regions with very

small or Galactocentric radii where the number of stars in the training set decreases,

as well as for some elements (e.g. [Al/Fe], see Fig. 4) our model does not remove all

dependencies on log g. This could be due to the limited flexibility of our model or due

to other parameters that systematically bias the reported abundances. For [Al/Fe] in

particular, Jönsson et al. (2020) reported an unexplained observed bimodality in the

distribution of abundances for cool giant stars, i.e. Teff < 4000 K. While an intrinsic

bimodality would not bias our model, a bimodality that is caused by systematic errors

due to calibration or data reduction problems, would cause artificial structure which

could affect our results.

We find that all stellar abundances evolve smoothly with Galactocentric radius

RGC, as well as with the height above the Galactic plane zGC. The abundances vary

similarly smoothly with respect to the orbital actions JR, Jz, and Lz. Thus, we find

no evidence that stars in the bulge and bar are chemically distinct from disk stars and

thus likely originate from the same stellar population. This implies that likely similar

nucleosynthetic processes enriched both bar and disk stars despite the different star

formation histories and physical conditions of these regions (e.g. Griffith et al. 2021;

Ness et al. 2021).

We observe the strongest abundance gradient in [Fe/H], which varies by more

than 0.8 dex between the inner and the outer parts of the Galactic disk. When fitted

with a broken power-law we find a slope of m1 = −0.057 ± 0.001 dex kpc−1 in the

inner part and a shallower slope of m2 = −0.019± 0.003 dex kpc−1 beyond the break

at 14.5± 0.3 kpc. The break in the power-law that we measure occurs at larger radii

than observed in the metallicity gradient of open clusters, which indicate a break

around 12 − 14 kpc (e.g. Donor et al. 2020; Spina et al. 2022). Our measured inner

slope of the metallicity gradient of −0.057 ± 0.001 dex kpc−1 is shallower than the

slope derived for open clusters, i.e. −0.064 ± 0.007 dex kpc−1 (Spina et al. 2022),

and also shallower than the metallicity gradient measured for red clump stars, i.e.

−0.073 ± 0.002 dex kpc−1 (Frankel et al. 2019). One would expect qualitatively a

flattening of the gradient with age due to radial migration (Frankel et al. 2019, 2020).

The observed smooth gradients across all chemical abundances are maybe un-

surprising, considering that all elemental abundances are closely linked with each

other (e.g. Ness et al. 2019, 2021), possibly even hewing closely to a two- or three-

dimensional surface. However, each element comprises some additional unique infor-

mation (e.g. Weinberg et al. 2021; Ting & Weinberg 2021). Thus it would clearly be

interesting to study any discrepancies in the spatial distribution of stellar abundances

that would deviate from the mean metallicity gradients. However, this is beyond the
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scope of this paper and could be analyzed in detail in future work. The full table of

abundances can be downloaded2.

While we see strong gradients in the stellar abundances for low-α stars, high-

α stars are more chemically mixed and do not exhibit any strong gradients across

the Milky Way disk. The observed smooth evolution of the abundances is in good

agreement with Griffith et al. (2021), who found nearly identical metallicity trends

between bulge and disk stars after accounting for differences in the mean log g between

the different stellar populations (see also Bensby et al. 2017; Weinberg et al. 2019,

2021).

However, our results are in strong contrast to the complex abundance pattern

across the Milky Way disk reported in Leung & Bovy (2019a) and the reported

chemically distinct stellar population in the Galactic bulge and bar (Bovy et al. 2019;

Leung & Bovy 2019b; Queiroz et al. 2020b). Such trends could potentially appear

(but be spurious) if the APOGEE selection function has not been accounted for,

since the selection function is different towards the Galactic bulge compared to the

disk. Thus the log g distribution of the stars targeted by APOGEE differs between

the Galactic bulge and disk resulting in an average log g that is significantly higher

towards the Galactic center (e.g. Zasowski et al. 2017; Ahumada et al. 2020). Hence

systematic errors in the stellar abundances that correlate with log g can cause artificial

differences between the bulge and disk abundances (e.g. Weinberg et al. 2019; Griffith

et al. 2021; Santos-Peral et al. 2020), which will lead to biases if such selection effects

are not accounted for. Our self-calibration method applied here implicitly accounts

for such selection effects by effectively correcting all stars to the same evolutionary

state, i.e. the same value of log g.

Our results also seem to be in tension with the reported chemically distinct prop-

erties in the Galactic bar and disk found by Lian et al. (2021). When following the

method described in Lian et al. (2021) to select on- and off-bar stars we do not find

any significant differences between the bar and the surrounding disk in the [Mg/Fe]

vs. [Fe/H] abundances (Fig. 13). We speculate that differences in the stellar distance

estimates could be causing the observed effect. This supports the evidence that the

stellar populations within the bar are not significantly chemically distinct from the

Milky Way disk.

The pursuit of linking stars to their birth places using their current day abun-

dances (Freeman & Bland-Hawthorn 2002; Ness et al. 2021; Ratcliffe et al. 2021) in

practice asks about birth abundances. Because our sample included only the top of the

red-giant branch (above the red clump), we calibrated the abundances to what might

be thought of as a “reference” evolutionary state at log g = 2.2. Since the abundances

of interest to chemodynamics or chemical tagging are really the birth abundances, it

would be interesting and valuable to calibrate the measured abundances back to birth

2 https://doi.org/10.5281/zenodo.5963324

https://doi.org/10.5281/zenodo.5963324


22 Eilers et al.

abundances or pre-main-sequence abundances. This is not possible with the chosen

sample of RGB stars, but would be possible with a more extended data set including

also main sequence stars. Such a calibration could open up new opportunities for

measuring and understanding the formation and evolution of the Milky Way. We also

expect that new capabilities would arise if we had precise age measurements for the

stars in our sample, since at least some element abundances are expected to vary

monotonically with stellar age (Martig et al. 2016); however at present, age estimates

for these stars are not sufficiently precise (Ness et al. 2016).

A generalization of this self-calibration approach could also enable us in the future

to cross calibrate among different surveys that have different selection functions and

hence different biases—and stars in different evolutionary states—in their reported

stellar abundances.
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Table 1. Radial gradients of stellar abundances.

RGC [α/M] + ∆ [C/Fe] + ∆ [N/Fe] + ∆ [O/Fe] + ∆ [Na/Fe] + ∆ [Mg/Fe] + ∆ [Al/Fe] + ∆

[kpc]

1 −0.015± 0.002 0.047± 0.002 0.240± 0.004 0.023± 0.002 0.156± 0.010 0.019± 0.002 0.048± 0.004

3 −0.003± 0.001 0.041± 0.001 0.235± 0.003 0.032± 0.001 0.090± 0.006 0.022± 0.002 0.044± 0.003

5 0.004± 0.001 0.039± 0.001 0.225± 0.002 0.038± 0.001 0.054± 0.004 0.030± 0.001 0.027± 0.002

7 0.011± 0.001 0.027± 0.001 0.214± 0.002 0.043± 0.001 0.029± 0.003 0.035± 0.001 0.021± 0.001

9 0.013± 0.001 0.008± 0.001 0.209± 0.001 0.044± 0.001 0.011± 0.002 0.032± 0.001 0.012± 0.001

11 0.016± 0.001 −0.022± 0.001 0.209± 0.001 0.048± 0.001 −0.008± 0.002 0.035± 0.001 0.011± 0.001

13 0.021± 0.001 −0.032± 0.001 0.208± 0.001 0.054± 0.001 −0.019± 0.003 0.046± 0.001 0.014± 0.001

15 0.029± 0.001 −0.025± 0.002 0.207± 0.002 0.064± 0.001 −0.030± 0.005 0.057± 0.001 0.024± 0.002

17 0.034± 0.001 −0.026± 0.003 0.207± 0.003 0.068± 0.002 −0.032± 0.011 0.067± 0.002 0.030± 0.004

19 0.035± 0.002 −0.028± 0.005 0.212± 0.005 0.067± 0.003 −0.031± 0.014 0.070± 0.003 0.024± 0.005

21 0.031± 0.003 −0.027± 0.006 0.217± 0.007 0.061± 0.004 −0.011± 0.016 0.064± 0.003 0.017± 0.007

Note—The columns denote the Galactocentric radius and the median self-calibrated abundances with uncer-
tainties on the median, i.e. 1.253σ/

√
N . Note, since we calibrate the abundances to a randomly chosen stellar

evolutionary state of log g = 2.2, we provide no absolute abundances but rather gradients, and hence all values
could be shifted by a small offset ∆.

Software: numpy (Harris et al. 2020), scipy (Jones et al. 2001), matplotlib (Hunter

2007),astropy(AstropyCollaborationetal. 2018),gala (Price-Whelanetal. 2020)

APPENDIX

A. ABUNDANCE MAPS FOR ALL ELEMENTS

Galactic maps of all self-calibrated abundances of RGB stars for abundances

reported by APOGEE DR16 are shown in Fig. 14 and 15 split between low-α and

high-α stars, respectively. We also report all median abundance gradients with respect

to Galactocentric radius in Tab. 1 to 3.

B. COMPARISON OF ABUNDANCE MAPS TO APOGEE

Fig. 16 and 17 show Galactic maps colored by the difference between the self-

calibrated stellar abundances and the abundances reported by APOGEE DR16 for

low- and high-α stars, respectively. The strongest discrepancies can be observed con-

sistently for nearly all elements towards the Galactic bulge.
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Table 2. Radial gradients of stellar abundances.

RGC [Si/Fe] + ∆ [P/Fe] + ∆ [S/Fe] + ∆ [K/Fe] + ∆ [Ca/Fe] + ∆ [Ti/Fe] + ∆ [V/Fe] + ∆

[kpc]

1 0.001± 0.002 −0.011± 0.004 −0.035± 0.004 0.134± 0.012 −0.010± 0.002 0.135± 0.026 −0.007± 0.004

3 0.008± 0.001 0.018± 0.003 −0.015± 0.003 0.116± 0.006 −0.006± 0.001 0.073± 0.008 −0.008± 0.003

5 0.015± 0.001 0.038± 0.003 −0.002± 0.002 0.078± 0.003 −0.005± 0.001 0.068± 0.003 −0.007± 0.002

7 0.022± 0.001 0.047± 0.002 0.015± 0.001 0.049± 0.002 0.001± 0.001 0.035± 0.002 −0.018± 0.002

9 0.026± 0.001 0.047± 0.001 0.030± 0.001 0.048± 0.002 0.010± 0.001 0.017± 0.001 −0.036± 0.002

11 0.034± 0.001 0.047± 0.002 0.057± 0.001 0.043± 0.001 0.022± 0.001 −0.002± 0.001 −0.054± 0.002

13 0.040± 0.001 0.049± 0.002 0.074± 0.001 0.047± 0.002 0.029± 0.001 −0.010± 0.001 −0.057± 0.002

15 0.050± 0.001 0.061± 0.005 0.091± 0.003 0.055± 0.003 0.031± 0.001 −0.012± 0.002 −0.053± 0.004

17 0.055± 0.002 0.068± 0.009 0.102± 0.005 0.058± 0.005 0.034± 0.001 −0.007± 0.005 −0.050± 0.008

19 0.055± 0.003 0.059± 0.014 0.092± 0.008 0.048± 0.008 0.030± 0.002 −0.019± 0.008 −0.039± 0.013

21 0.049± 0.003 0.058± 0.019 0.103± 0.012 0.041± 0.012 0.028± 0.004 −0.006± 0.017 −0.050± 0.015

Note—Continuation of Table 1.

Table 3. Radial gradients of stellar abundances.

RGC [Cr/Fe] + ∆ [Mn/Fe] + ∆ [Fe/H] + ∆ [Co/Fe] + ∆ [Ni/Fe] + ∆ [Cu/Fe] + ∆ [Ce/Fe] + ∆

[kpc]

1 −0.014± 0.004 0.134± 0.013 0.317± 0.009 0.000± 0.004 0.045± 0.002 0.129± 0.012 −0.132± 0.022

3 −0.053± 0.003 0.081± 0.006 0.215± 0.006 0.005± 0.003 0.038± 0.001 0.109± 0.005 −0.113± 0.012

5 −0.043± 0.002 0.071± 0.003 0.130± 0.005 0.021± 0.002 0.035± 0.001 0.091± 0.003 −0.072± 0.005

7 −0.025± 0.001 0.039± 0.002 0.021± 0.004 0.022± 0.001 0.023± 0.001 0.073± 0.002 −0.027± 0.004

9 −0.021± 0.001 0.006± 0.001 −0.093± 0.003 0.013± 0.001 0.016± 0.001 0.066± 0.001 0.022± 0.003

11 −0.022± 0.001 −0.024± 0.001 −0.234± 0.002 0.003± 0.001 0.014± 0.001 0.075± 0.001 0.094± 0.003

13 −0.024± 0.001 −0.040± 0.001 −0.335± 0.002 0.002± 0.001 0.023± 0.001 0.093± 0.002 0.114± 0.004

15 −0.027± 0.002 −0.051± 0.002 −0.425± 0.004 0.010± 0.003 0.037± 0.001 0.115± 0.003 0.093± 0.007

17 −0.034± 0.005 −0.068± 0.003 −0.481± 0.006 0.014± 0.006 0.050± 0.002 0.145± 0.008 0.062± 0.016

19 −0.030± 0.007 −0.069± 0.004 −0.513± 0.008 0.020± 0.011 0.056± 0.002 0.156± 0.012 0.053± 0.021

21 −0.026± 0.009 −0.065± 0.010 −0.507± 0.012 0.022± 0.017 0.063± 0.003 0.158± 0.013 0.022± 0.033

Note—Continuation of Table 1.
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et al. 2016, A&A, 594, A43,
doi: 10.1051/0004-6361/201628812

Hayden, M. R., Bovy, J., Holtzman, J. A.,
et al. 2015, ApJ, 808, 132,
doi: 10.1088/0004-637X/808/2/132

Hogg, D. W., Eilers, A.-C., & Rix, H.-W.
2019, AJ, 158, 147,
doi: 10.3847/1538-3881/ab398c

Holtzman, J. A., Shetrone, M., Johnson,
J. A., et al. 2015, AJ, 150, 148,
doi: 10.1088/0004-6256/150/5/148

Holtzman, J. A., Hasselquist, S.,
Shetrone, M., et al. 2018, AJ, 156, 125,
doi: 10.3847/1538-3881/aad4f9

Hunter, J. D. 2007, Computing In Science
& Engineering, 9, 90,
doi: 10.1109/MCSE.2007.55
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