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Abstract. We study some properties of graphs (or, rather, graph sequences) defined by demanding that the number of subgraphs of a given type, with vertices in subsets of given sizes, approximatively equals the number expected in a random graph. It has been shown by several authors that several such conditions are quasi-random, but that there are exceptions. In order to understand this better, we investigate some new properties of this type. We show that these properties too are quasi-random, at least in some cases; however, there are also cases that are left as open problems, and we discuss why the proofs fail in these cases.

The proofs are based on the theory of graph limits; and on the method and results developed by Janson (2011), this translates the combinatorial problem to an analytic problem, which then is translated to an algebraic problem.

1. Introduction

Consider a sequence of graphs \((G_n)\), with \(|G_n| \to \infty\) as \(n \to \infty\). Thomason \cite{17,18} and Chung, Graham and Wilson \cite{14} showed that a number of different 'random-like' properties of the sequence \((G_n)\) are equivalent, and we say that \((G_n)\) is quasi-random, or more precisely \(p\)-quasi-random, if it satisfies these properties. (Here \(p \in [0, 1]\) is a parameter.) Many other equivalent properties of different types have later been added by various authors. We say that a property of sequences \((G_n)\) of graphs (with \(|G_n| \to \infty\)) is a quasi-random property (or more specifically a \(p\)-quasi-random property) if it characterizes quasi-random (or \(p\)-quasi-random) sequences of graphs.

One of the quasi-random properties considered by Chung, Graham and Wilson \cite{14} is based on subgraph counts, see \((2.2)\) below. Further quasi-random properties based on restricted subgraph count properties have been found by Chung and Graham \cite{3}, Simonovits and Sós \cite{15,16}, Shapira \cite{11}, Shapira and Yuster \cite{12,13}, Yuster \cite{19}, Janson \cite{6}, Huang and Lee \cite{5}, see Section 2.

The purpose of the present paper is to continue the study of such properties by considering some further cases not treated earlier; in particular...
(Theorems 2.11 and 2.12), we prove that some further properties of this type are quasi-random. Our main purpose is not to just add to the already long list of quasi-random properties; we hope that this study will contribute to the understanding of this type of quasi-random properties, and in particular explain why the case in Theorem 2.12 is more difficult than the one in Theorem 2.11. (See also Section 9 for a discussion of further similar properties.)

We use the method of Janson [6] based on graph limits. We assume that the reader is familiar with the basics of the theory of graph limits and graphons developed in e.g. Lovász and Szegedy [8] and Borgs, Chayes, Lovász, Sós and Vesztergombi [1]; otherwise, see Janson [6] (for the present context) or the comprehensive book by Lovász [7]. As is well-known, there is a simple characterization of quasi-random sequences in terms of graph limits: a sequence \((G_n)\) with \(|G_n| \to \infty\) is \(p\)-quasi-random if and only if \(G_n \to W_p\), where \(W_p\) is the graphon that is constant with \(W_p = p \cdot [1; 2; 8]\), see also [7, Section 1.4.2 and Example 11.37]. (Indeed, quasi-random graphs form one of the roots of graph limit theory.)

The idea of the method is to use this characterization to translate the property of graph sequences to a property of graphons, and then show that only constant graphons satisfy this property. It turns out that this leads to both analytic (Section 4) and algebraic (Section 6) problems, which we find interesting in themselves. We have only partly succeeded to solve these problems, so we leave several open problems.

Remark 1.1. Many of the references above use Szemerédi’s regularity lemma as their main tool to study quasi-random properties; it has been known since [14] that quasi-randomness can be characterized using Szemerédi partitions. It is also well-known that there are strong connections between Szemerédi’s regularity lemma and graph limits, see [1, 9, 7], so on a deeper level the methods are related although they superficially look very different. (It thus might be possible to translate arguments of one type to the other, although it is far from clear how this might be done.) Both methods lead also to the same (sometimes difficult) algebraic problems. As discussed in [6], the method used here eliminates the many small error terms in the regularity lemma approach; on the other hand, it leads to analytic problems with no direct counterpart in the other approach. It is partly a matter of taste what type of arguments one prefers.

Acknowledgement. This research was begun during the workshop Graph limits, homomorphisms and structures II at Hraníční Zámeček, Czech Republic, 2012; parts were also done during the workshop Combinatorics and Probability at Mathematisches Forschungsinstitut Oberwolfach, 2013. We thank the organisers for providing us with these opportunities.
2. Notation, background and main results

All graphs in this paper are finite, undirected and simple. The vertex and edge sets of a graph $G$ are denoted by $V(G)$ and $E(G)$. We write $|G| := |V(G)|$ for the number of vertices of $G$, and $e(G) := |E(G)|$ for the number of edges. As usual, $[n] := \{1, \ldots, n\}$.

All unspecified limits in this paper are as $n \to \infty$, and $o(1)$ denotes a quantity that tends to 0 as $n \to \infty$. We will often use $o(1)$ for quantities that depend on some subset(s) of a vertex set $V(G)$; we then always implicitly assume that the convergence is uniform for all choices of the subsets. We interpret $o(a_n)$ for a given sequence $a_n$ similarly.

Let $F$ and $G$ be labelled graphs. For convenience, we assume throughout the paper (when it matters) that $V(F) = |F| = \{1, \ldots, |F|\}$. We generally let $m = |F|$.

**Definition 2.1.** (i) $N(F, G)$ is the number of labelled copies of $F$ in $G$ (not necessarily induced); equivalently, $N(F, G)$ is the number of injective maps $\varphi : V(F) \to V(G)$ that are graph homomorphisms (i.e., if $i$ and $j$ are adjacent in $F$, then $\varphi(i)$ and $\varphi(j)$ are adjacent in $G$).

(ii) If $U_1, \ldots, U_{|F|}$ are subsets of $V(G)$, let $N(F, G; U_1, \ldots, U_{|F|})$ be the number of labelled copies of $F$ in $G$ with the $i$th vertex in $U_i$; equivalently, $N(F, G; U_1, \ldots, U_{|F|})$ is the number of injective graph homomorphisms $\varphi : F \to G$ such that $\varphi(i) \in U_i$ for every $i \in V(F)$. (Note that we consider a fixed labelling of the vertices of $F$ and count the number of copies where vertex $i$ is in $U_i$, so the labelling and the ordering of $U_1, \ldots, U_{|F|}$ are important.)

(iii) We also define a symmetrized version $\tilde{N}(F, G; U_1, \ldots, U_{|F|})$ by taking the average over all labellings of $F$; equivalently,

\[
\tilde{N}(F, G; U_1, \ldots, U_{|F|}) := \frac{1}{|F|!} \sum_{\sigma} N(F, G; U_{\sigma(1)}, \ldots, U_{\sigma(|F|)}),
\]

summing over all permutations $\sigma$ of $\{1, \ldots, |F|\}$.

In (ii) and (iii), we are often interested in the case when $U_1, \ldots, U_{|F|}$ are pairwise disjoint, and then $\tilde{N}(F, G; U_1, \ldots, U_{|F|})$ is the number of labelled copies of $F$ in $G$ with one vertex in each set $U_i$ (in any order), divided by $1/|F|!$.

**Remark 2.2.** If either $U_1 = \cdots = U_{|F|}$ or $F = K_m$ for some $m$, then $\tilde{N}(F, G; U_1, \ldots, U_{|F|}) := N(F, G; U_1, \ldots, U_{|F|})$, and the symmetrized version $\tilde{N}$ is equal to $N$.

One of the several equivalent definitions of quasi-random graphs by Chung, Graham and Wilson \cite{ChungGrahamWilson1989} is the following using the subgraph counts $N(F, G)$:

**Theorem 2.3** (Chung, Graham and Wilson \cite{ChungGrahamWilson1989}). A sequence of graphs $(G_n)$ with $|G_n| \to \infty$ is $p$-quasi-random if and only if, for every graph $F$,

\[
N(F, G_n) = (p^{e(F)} + o(1))|G_n||F|.
\]

(2.2)
It is not necessary to require (2.2) for all graphs \( F \); in particular, it suffices to use the graphs \( K_2 \) and \( C_4 \). However, it is not enough to require (2.2) for just one graph \( F \). As a substitute, Simonovits and Sós [15] considered the hereditary version of (2.2), i.e. the condition \( N(F,G;U,...,U) \) for subsets \( U \).

We note first that for quasi-random graphs, it is shown in [15] and [11] that the restricted subgraph count \( N(F,G;U_1,...,U_{|F|}) \) is asymptotically the same as it is for random graphs, for any subsets \( U_1,...,U_{|F|} \). (For a proof using graph limits, see Janson [6, Lemma 4.2].)

**Lemma 2.4** ([15] and [11]). Suppose that \( (G_n) \) is a \( p \)-quasi-random sequence of graphs, where \( 0 \leq p \leq 1 \), and let \( F \) be any fixed graph with \( e(F) > 0 \). Then, for all subsets \( U_1,...,U_{|F|} \) of \( V(G_n) \),

\[
N(F,G_n;U_1,...,U_{|F|}) = p^{e(F)}\prod_{i=1}^{|F|} |U_i| + o(|G_n|^{|F|}).
\]

and

\[
\tilde{N}(F,G_n;U_1,...,U_{|F|}) = p^{e(F)}\prod_{i=1}^{|F|} |U_i| + o(|G_n|^{|F|}).
\]

Note that (2.4) is an immediate consequence of (2.3) by the definition (2.1).

Conversely, Simonovits and Sós [15] showed that (2.3) implies that \( (G_n) \) is \( p \)-quasi-random. Actually, they considered only the symmetric case \( U_1 = \cdots = U_{|F|} \) and proved the following stronger result. (In this case, (2.4) is obviously equivalent to (2.3), see Remark 2.2.)

**Theorem 2.5** (Simonovits and Sós [15]). Suppose that \( (G_n) \) is a sequence of graphs with \( |G_n| \to \infty \). Let \( F \) be any fixed graph with \( e(F) > 0 \) and let \( 0 < p \leq 1 \). Then \( (G_n) \) is \( p \)-quasi-random if and only if, for all subsets \( U \) of \( V(G_n) \), (2.3) holds with \( U_1 = \cdots = U_{|F|} = U \).

**Remark 2.6.** The case \( F = K_2 \), when \( N(K_2,G_n;U) \) is twice the number of edges with both endpoints in \( U \), is one of the original quasi-random properties in Chung, Graham and Wilson [4].

**Remark 2.7.** Theorem 2.5 obviously fails when \( e(F) = 0 \), since then (2.3) holds trivially for any \( G_n \). It fails also if \( p = 0 \); for example, if \( F = K_3 \) and \( G_n \) is the complete bipartite graph \( K_{n,n} \).

In other words, Theorem 2.5 says that, if \( e(F) > 0 \) and \( 0 < p \leq 1 \), then (2.3) and (2.4) (for arbitrary \( U_1,...,U_{|F|} \)) are both \( p \)-quasi-random properties, and this holds also if we restrict \( U_1,...,U_{|F|} \) to \( U_1 = \cdots = U_{|F|} \).
Several authors have considered other restrictions on \( U_1, \ldots, U_{|F|} \) and shown that (2.3) or (2.4) still is a quasi-random property.

Shapira [11] and Yuster [19] continued to consider \( U_1 = \cdots = U_{|F|} \), and assumed further that \( |U_1| = \lfloor \alpha |G_n| \rfloor \) for some fixed \( \alpha \) with \( 0 < \alpha < 1 \); they showed (11) for \( \alpha = 1/(|F| + 1) \) and (19) in general) that (2.3) for such \( U_1, \ldots, U_{|F|} \) is a quasi-random property. (The case \( F = K_2 \) and \( \alpha = 1/2 \) is in Chung, Graham and Wilson [4].) Note that for such \( U_1, \ldots, U_{|F|} \), (2.3) is equivalent to (2.3) by Remark 2.2.

The case when \( U_1, \ldots, U_{|F|} \) are disjoint and furthermore have the same size is considered by Shapira [11] and Shapira and Yuster [12]; they show that (2.4) with this restriction also is a quasi-random property. (As a consequence, (2.3) with this restriction is a quasi-random property.) Moreover, by combining Shapira [11, Lemma 2.2] and the result of Yuster [19] just mentioned, it follows that it suffices to consider disjoint \( U_1, \ldots, U_{|F|} \) with the same size \( \lfloor \alpha |G_n| \rfloor \), for any fixed \( \alpha < 1/|F| \).

We introduce some more notation.

**Definition 2.8.** Let \( F \) be a graph, \( m := |F| \) and \((\alpha_1, \ldots, \alpha_m)\) a vector of positive numbers with \( \sum_{i=1}^{m} \alpha_i \leq 1 \); let further \( p \in [0,1] \). We define the following properties of graph sequences \((G_n)\). (For convenience, we omit \( p \) from the notations.)

(i) Let \( F \) be labelled. Then \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \) is the property that (2.3) holds for all disjoint subsets \( U_1, \ldots, U_m \) of \( V(G_n) \) with \( |U_i| = \lfloor \alpha_i |G_n| \rfloor \), \( i = 1, \ldots, m \).

(ii) Let \( F \) be unlabelled. Then \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \) is the property that \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \) holds for every labelling of \( F \).

(iii) Let \( F \) be unlabelled. Then \( \overline{\mathcal{P}}(F; \alpha_1, \ldots, \alpha_m) \) is the property that (2.4) holds for all \( U_1, \ldots, U_m \) as in (i).

Of course, we can use \( \mathcal{P}' \) and \( \overline{\mathcal{P}} \) also for a labelled \( F \) by ignoring the labelling.

**Remark 2.9.** If \( F = K_m \), then all labellings of \( F \) are equivalent, and the three properties \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \), \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \) and \( \overline{\mathcal{P}}(F; \alpha_1, \ldots, \alpha_m) \) are equivalent. In general, \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \Rightarrow \overline{\mathcal{P}}(F; \alpha_1, \ldots, \alpha_m) \) by the definition of \( \overline{N} \) as an average of \( N \) over all labellings of \( F \), but we do not know whether the converse implication always holds.

Furthermore, for a fixed labelling of \( F \), \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \) is equivalent to the conjunction of \( \mathcal{P}(F; \alpha_{\sigma(1)}, \ldots, \alpha_{\sigma(m)}) \) for all permutations \((\alpha_{\sigma(1)}, \ldots, \alpha_{\sigma(m)}) \) of \((\alpha_1, \ldots, \alpha_m) \). In particular, if \( \alpha_1 = \cdots = \alpha_m \), then \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \) equals \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \), for any labelling.

In general, trivially \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \Rightarrow \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \) for a labelled graph \( F \), but we do not know whether the converse holds. Nor do we know any general implications between \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \) and \( \overline{\mathcal{P}}(F; \alpha_1, \ldots, \alpha_m) \).

See further Remark 2.13.
Using this notation, it thus follows from Shapira [11] and Yuster [19] that, for any graph \( F \) with \( e(F) > 0 \) and \( 0 < p < 1 \), \( \bar{P}(F; \alpha, \ldots, \alpha) \) is a quasi-random property for every \( \alpha < 1/|F| \). This can also be proved by the methods of Janson [6], where the somewhat weaker statement that \( \mathcal{P}(F; \alpha, \ldots, \alpha) \) is a quasi-random property for every \( \alpha < 1/|F| \) is shown [6, Theorem 3.6]. We show here a more general statement in Theorem 2.11 below.

**Example 2.10.** For \( F = K_2 \), \( \bar{P}(K_2, \alpha_1, \alpha_2) = \mathcal{P}(K_2, \alpha_1, \alpha_2) \) says that (asymptotically) the number of edges \( e(U_1, U_2) \) is as expected in \( G(n, p) \) for any two disjoint sets \( U_1, U_2 \) with \( U_i = \lfloor \alpha_i |G_n| \rfloor \). Chung and Graham [3] showed that the cut property \( \mathcal{P}(K_2; \alpha, 1 - \alpha) \) is a quasi-random property for every fixed \( \alpha \in (0, 1) \) except \( \alpha = 1/2 \), when it is not; see further Janson [6, Section 9]. Simonovits and Sós [15] showed that \( \mathcal{P}(K_2, 1/3, 1/3) \) is a quasi-random property.

Shapira and Yuster [13, Proposition 14] showed (as a consequence of related results for cuts in hypergraphs) that \( \mathcal{P}(K_m, \alpha_1, \ldots, \alpha_m) \) is a quasi-random property, for every \( m \geq 2 \) and \( (\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m) \) with \( \sum_{i=1}^m \alpha_i = 1 \). This can easily be extended to subgraph counts for arbitrary graphs \( F \) with \( e(F) > 0 \); we give a proof using our methods in Section 6.

**Theorem 2.11.** Let \( F \) be a graph with \( e(F) > 0 \), and let \( 0 < p < 1 \). Further, let \( (\alpha_1, \ldots, \alpha_m) \) be a vector of positive numbers of length \( m = |F| \) with \( \sum_{i=1}^m \alpha_i < 1 \).

(i) If \( (\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m) \), then \( \bar{P}(F; \alpha_1, \ldots, \alpha_m) \) and the stronger \( \mathcal{P}'(F; \alpha_1, \ldots, \alpha_m) \) are quasi-random properties.

(ii) If \( \sum_{i=1}^m \alpha_i < 1 \), then \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \) is a quasi-random property.

The exceptional case \( \alpha_1 = \cdots = \alpha_m = 1/m \) is more complicated; Shapira and Yuster [13] showed that the related hypergraph cut property used by them to prove Theorem 2.11 fails in this case; nevertheless, Huang and Lee [5] showed that also \( \mathcal{P}(K_m, 1/m, \ldots, 1/m) \) is a quasi-random property for any \( m \geq 3 \). (For \( m = 2 \) it is not, see Example 2.10.)

We give a new proof of their theorem in Section 7 and extend the result to counts of several other subgraphs. With our methods using graph limits, the crucial fact is that while the central analytic Lemma 4.1 does not generalize to the case \( (\alpha_1, \ldots, \alpha_m) = (1/m, \ldots, 1/m) \), there is a weaker version Lemma 4.3 that holds in this case, and this is sufficient to draw the conclusion with some extra algebraic work. We have so far not succeeded to extend the final, algebraic, part to all graphs \( F \), but we can prove the following, see Section 7 (Section 7 contains also some further examples of small graphs \( F \) for which the conclusion holds.)

**Theorem 2.12.** Let \( F \) be a graph with \( e(F) > 1 \) and \( m = |F| \). Let also \( 0 < p < 1 \). If \( F \) is either a regular graph or a star, or disconnected, then \( \mathcal{P}(F; 1/m, \ldots, 1/m) \) and the weaker \( \bar{P}(F; 1/m, \ldots, 1/m) \) are quasi-random properties.
One indication that this theorem is more complicated than Theorem 2.11 is that the conclusion is false for $F = K_2$ by Example 2.10, and slightly more generally when $e(F) \leq 1$. We conjecture that this is the only counterexample.

**Conjecture 2.13.** Theorem 2.12 holds for any graph $F$ with $e(F) > 1$.

**Remark 2.14.** When $F \neq K_m$, the relation between the properties $\mathcal{P}$ (non-averaged) and $\mathcal{P}$ (averaged) is not completely clear. (For $F = K_m$, these properties coincide, see Remark 2.9)

Consider first $\alpha_1 = \cdots = \alpha_m = 1/m$ as in Theorem 2.12. Then $\mathcal{P} = \mathcal{P}' \implies \mathcal{P}$. (See Remark 2.9 again.) For a graph $F$ such that Theorem 2.12 applies, the theorem implies that the properties are equivalent, but as said above, we do not know whether that holds in general. In principle, it should be easier to show that the property $\mathcal{P}(F; 1/m, \ldots, 1/m)$ is $p$-quasi-random than to show that the weaker (averaged) property $\mathcal{P}(F; 1/m, \ldots, 1/m)$ is; it is even conceivable that there exists a counterexample to Conjecture 2.13 such that nevertheless $\mathcal{P}(F; 1/m, \ldots, 1/m)$ is $p$-quasi-random. However, our method of proof uses Lemma 4.3 below which assumes that the function $f$ there is symmetric, and hence our proofs use the symmetric $\mathcal{P}(F; 1/m, \ldots, 1/m)$ and we are not able to use the extra power of $\mathcal{P}(F; 1/m, \ldots, 1/m)$. For example, we cannot answer the following question. (Cf. Section 5 for $\mathcal{P}(F; 1/m, \ldots, 1/m).$) A 2-type graphon is a graphon that is constant on the sets $S_i \times S_j$, $i, j \in \{1, 2\}$, for some partition $[0, 1] = S_1 \cup S_2$ into two disjoint sets; we can without loss of generality assume that the sets $S_i$ are intervals. (Equivalently, we may regard $W$ as a graphon defined on a two-point probability space.)

**Problem 2.15.** If $F$ is such that $\mathcal{P}(F; 1/m, \ldots, 1/m)$ is not $p$-quasi-random, is there always a 2-type graphon witnessing this?

For other sequences $\alpha_1, \ldots, \alpha_m$, we note first that if $\sum_{i=1}^{m} \alpha_i < 1$, then Theorem 2.11 shows that both $\mathcal{P}$ and $\mathcal{P}$ are quasi-random properties, and thus equivalent. Similarly, if $\sum_{i=1}^{m} \alpha_i = 1$ but $(\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m)$, then $\mathcal{P}$ is quasi-random by Theorem 2.11 and thus $\mathcal{P} \implies \mathcal{P}$. However, we do not know whether the converse holds:

**Problem 2.16.** Suppose that $F$ is a labelled graph with $e(F) > 0$, that $0 < p \leq 1$ and that $\sum_{i=1}^{m} \alpha_i = 1$ but $(\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m)$. Is then $\mathcal{P}(F; \alpha_1, \ldots, \alpha_m)$ a quasi-random property?

If there is any case such that the answer to this problem is negative, we can ask the same question as in Problem 2.15.

**Problem 2.17.** If $F$ and $(\alpha_1, \ldots, \alpha_m)$ are such that $\mathcal{P}(F; \alpha_1, \ldots, \alpha_m)$ is not $p$-quasi-random, is there always a 2-type graphon witnessing this?

**Example 2.18.** Let $F = P_3 = K_{1,2}$, for definiteness labelled with edges 12 and 13, and consider the property $\mathcal{P}(F; \alpha_1, \alpha_2, \alpha_3)$. If $\alpha_1 + \alpha_2 + \alpha_3 < 1$, then
then the property is quasi-random by Theorem 2.11; thus assume \( \alpha_1 + \alpha_2 + \alpha_3 = 1 \). In the case \( \alpha_1 = \alpha_2 = \alpha_3 = 1/3 \), the property is quasi-random by Theorem 2.12. We can show this also in the case \( \alpha_2 \neq \alpha_3 \), using the symmetry of \( P_3 \), see Remark 6.1. However, we do not know if this extends to \( \alpha_2 = \alpha_3 \), for example in the following case:

**Problem 2.19.** Is (with the labelling above) \( \mathcal{P}(P_3, \frac{1}{2}, \frac{1}{4}, \frac{1}{4}) \) a quasi-random property?

**Remark 2.20.** We have considered the subgraph counts \( N(F, G_n; U_1, \ldots, U_m) \) and \( \tilde{N}(F, G_n; U_1, \ldots, U_m) \) in two cases: either \( U_1 = \cdots = U_m \) (as in [15]) or \( U_1, \ldots, U_m \) are disjoint. It also seems interesting to consider other, intermediate, cases of restrictions. This is discussed in Section 9, where we in particular consider, as a typical example, the case \( U_1 = U_2 \) and \( U_1 \cap U_3 = \emptyset \).

**Remark 2.21.** We consider in this paper not necessarily induced copies of a fixed graph \( F \). There are also similar results for counts of induced copies of \( F \), but these are more complicated and less complete, see Simonovits and Sós [16], Shapira and Yuster [12] and Janson [6]. We hope to return to the induced case, but leave it for now as an open problem:

**Problem 2.22.** Are there analogues of Theorems 2.11 and 2.12 for the induced case?

### 3. Transfer to Graph Limits

We introduce some further notation:

- The support of a function \( \psi \) is the set \( \text{supp}(\psi) := \{x : \psi(x) \neq 0\} \).
- \( \lambda \) denotes Lebesgue measure.
- All functions are supposed to be (Lebesgue) measurable.
- If \( F \) is a labelled graph and \( W \) a graphon, we define
  \[
  \Psi_{F,W}(x_1, \ldots, x_{|F|}) := \prod_{ij \in E(F)} W(x_i, x_j). \tag{3.1}
  \]

If \( f \) is a function on \([0,1]^m \) for some \( m \), we let \( \tilde{f} \) denote its symmetrization defined by

\[
\tilde{f}(x_1, \ldots, x_m) := \frac{1}{m!} \sum_{\sigma \in \mathfrak{S}_m} f(x_{\sigma(1)}, \ldots, x_{\sigma(m)}), \tag{3.2}
\]

where \( \mathfrak{S}_m \) is the symmetric group of all \( m! \) permutations of \( \{1, \ldots, m\} \).

The connection between the subgraph count properties and properties of graph limits is given by the following lemma.

**Lemma 3.1.** Suppose that \( G_n \to W \) for some graphon \( W \). Let \( F \) be a fixed graph, let \( m := |F| \) and let \( \gamma \geq 0 \) and \( \alpha_1, \ldots, \alpha_m \in (0,1) \) be fixed numbers with \( \sum_{i=1}^{m} \alpha_i \leq 1 \). Then the following are equivalent:
For all disjoint subsets $U_1, \ldots, U_{|F|}$ of $V(G_n)$ with $|U_i| = \lfloor \alpha_i |G_n| \rfloor$, 

$$N(F, G_n; U_1, \ldots, U_{|F|}) = \gamma \prod_{i=1}^{|F|} |U_i| + o(|G_n|^{|F|}).$$

(3.3)

For all disjoint subsets $A_1, \ldots, A_{|F|}$ of $[0, 1]$ with $\lambda(A_i) = \alpha_i$, 

$$\int_{A_1 \times \cdots \times A_{|F|}} \Psi_{F, W}(x_1, \ldots, x_{|F|}) = \gamma \prod_{i=1}^{|F|} \lambda(A_i).$$

(3.4)

The same holds if we replace $N$ in (i) and $\Psi_{F, W}$ in (ii) by the symmetrized versions $\tilde{N}$ and $\tilde{\Psi}_{F, W}$.

Proof. The case with $N$ and $\Psi_{F, W}$ and with $\alpha_1 = \cdots = \alpha_m < 1/|F|$ is part of Janson [6, Lemma 7.2]. The case of general $\alpha_1, \ldots, \alpha_m$, and the symmetrized version with $\tilde{N}$ and $\tilde{\Psi}_{F, W}$ are proved in exactly the same way. □

With this lemma in mind, we make the following definitions corresponding to Definition 2.8.

Definition 3.2. Let, as in Definition 2.8, $F$ be a graph, $m := |F|$, $(\alpha_1, \ldots, \alpha_m)$ a vector of positive numbers with $\sum_{i=1}^m \alpha_i \leq 1$, and $p \in [0, 1]$. We define the following properties of graphons $W$.

(i) $P_\ast(F; \alpha_1, \ldots, \alpha_m)$ is the property that 

$$\int_{A_1 \times \cdots \times A_{|F|}} \Psi_{F, W}(x_1, \ldots, x_{|F|}) = \gamma \prod_{i=1}^{|F|} \lambda(A_i),$$

(3.5)

for all disjoint subsets $A_1, \ldots, A_m$ of $[0, 1]$ with $\lambda(A_i) = \alpha_i$, $i = 1, \ldots, m$.

(ii) $P'_\ast(F; \alpha_1, \ldots, \alpha_m)$ is the property that $P_\ast(F; \alpha_1, \ldots, \alpha_m)$ holds for every labelling of $F$.

(iii) $\tilde{P}_\ast(F; \alpha_1, \ldots, \alpha_m)$ is the property that 

$$\int_{A_1 \times \cdots \times A_{|F|}} \tilde{\Psi}_{F, W}(x_1, \ldots, x_{|F|}) = \gamma \prod_{i=1}^{|F|} \lambda(A_i)$$

(3.6)

for all $A_1, \ldots, A_m$ as in (i).

Definition 3.3. A property of graphons $W$ is quasi-random if every graphon $W$ that satisfies it is a.e. equal to a constant. Furthermore, the property is $p$-quasi-random if it is satisfied only by graphons $W$ that are a.e. equal to $p$.

We can now use standard arguments to translate our problem from graph sequences to graphons. Recall that $m := |F|$.

Lemma 3.4. For any given graph $F$, $p \in [0, 1]$ and $\alpha_1, \ldots, \alpha_m \in (0, 1)$ with $\sum_{i=1}^m \alpha_i \leq 1$, the property $P(F; \alpha_1, \ldots, \alpha_m)$ (of graph sequences) is
p-quasi-random if and only if the property \( P_s(F; \alpha_1, \ldots, \alpha_m) \) (of graphons) is.

Similarly, the property \( P'(F; \alpha_1, \ldots, \alpha_m) \) is p-quasi-random if and only if the property \( P'_s(F; \alpha_1, \ldots, \alpha_m) \) is, and \( \bar{P}(F; \alpha_1, \ldots, \alpha_m) \) is p-quasi-random if and only if \( \bar{P}_s(F; \alpha_1, \ldots, \alpha_m) \) is.

Proof. Suppose that \( P(F; \alpha_1, \ldots, \alpha_m) \) is p-quasi-random, and let \( W \) be a graphon satisfying \( P_s(F; \alpha_1, \ldots, \alpha_m) \). Let \( (G_n) \) be any sequence of graphs converging to \( W \). By assumption, Lemma 6.3(ii) holds with \( \gamma = p^e(F) \), and thus Lemma 3.1 shows that (3.3) holds for all disjoint \( U_1, \ldots, U_m \) with \( |U_i| = |\alpha_i|G_n| \). In other words, \( (G_n) \) satisfies the property \( P(F; \alpha_1, \ldots, \alpha_m) \), and since this property was assumed to be p-quasi-random, the sequence \( (G_n) \) is p-quasi-random, and thus \( G_n \to W_p \), where \( W_p = p \) everywhere. Since \( G_n \to W \), this implies \( W = W_p = p \) a.e.

Conversely, suppose that \( P_s(F; \alpha_1, \ldots, \alpha_m) \) is p-quasi-random, and let \( (G_n) \) be a graph sequence satisfying \( P_s(F; \alpha_1, \ldots, \alpha_m) \). This means that Lemma 3.1(ii) holds with \( \gamma = p^e(F) \). Consider a subsequence of \( (G_n) \) that converges to some graphon \( W \). Lemma 3.1 then shows that (3.4) holds for all disjoint \( A_1, \ldots, A_m \) with \( \lambda(A_i) = \alpha_i \). In other words, \( W \) satisfies the property \( P_s(F; \alpha_1, \ldots, \alpha_m) \), and since this property was assumed to be p-quasi-random, \( W = p \) a.e. Consequently, every convergent subsequence of \( (G_n) \) converges to the constant graphon \( W_p = p \). Since every subsequence has convergent subsubsequences, it follows that the full sequence \( (G_n) \) converges to \( W_p \), i.e., \( (G_n) \) is p-quasi-random.

The same proof works for \( \bar{P}(F; \alpha_1, \ldots, \alpha_m) \) and \( \bar{P}_s(F; \alpha_1, \ldots, \alpha_m) \). \( \square \)

In the rest of the paper we analyze the graphon properties \( P_s(F; \alpha_1, \ldots, \alpha_m) \) and \( \bar{P}_s(F; \alpha_1, \ldots, \alpha_m) \).

4. The analytic part

Janson [6] proved the following lemma:

Lemma 4.1 ([6, Lemma 7.3]). Let \( m \geq 1 \) and \( \alpha \in (0, 1) \). Suppose that \( f \) is an integrable function on \( [0, 1]^m \) such that \( \int_{A_1 \times \cdots \times A_m} f = 0 \) for all sequences \( A_1, \ldots, A_m \) of measurable subsets of \( [0, 1] \) such that \( \lambda(A_1) = \cdots = \lambda(A_m) = \alpha \). Then \( f = 0 \) a.e.

Moreover, if \( \alpha < m^{-1} \), it is enough to consider disjoint \( A_1, \ldots, A_m \).

It was remarked in [6, Remark 7.4] that the second part (disjoint subsets) of this lemma fails when \( \alpha = 1/m \), i.e., when we consider partitions of \([0, 1]\) into \( m \) disjoint sets of equal measure \( 1/m \) (we call these equipartitions); a simple counterexample is provided by the following lemma.

Lemma 4.2. Let \( m \geq 1 \). Suppose that

\[
f(x_1, \ldots, x_m) = g(x_1) + \cdots + g(x_m)
\] (4.1)
for some integrable function $g$ on $[0, 1]$ with $\int_0^1 g = 0$. Then $f$ is a symmetric integrable function on $[0, 1]^m$ and

$$\int_{A_1 \times \cdots \times A_m} f = 0$$

for all partitions $\{A_1, \ldots, A_m\}$ of $[0, 1]$ into $m$ disjoint measurable subsets such that $\lambda(A_1) = \cdots = \lambda(A_m) = 1/m$. □

Proof. If $\{A_1, \ldots, A_m\}$ is an equipartition of $[0, 1]$, then

$$\int_{A_1 \times \cdots \times A_m} f(x_1, \ldots, x_m) = \sum_{i=1}^m \left( \frac{1}{m} \right)^{m-1} \int_{A_i} g(x_i) \, dx_i$$

$$= m^{1-m} \sum_{i=1}^m \int_{A_i} g(x) \, dx = m^{1-m} \int_0^1 g(x) \, dx = 0. \quad (4.3)$$

Moreover, it was shown in [6, Proof of Lemma 9.4 and the comments after it], see also [6, Lemma 10.3], that if $m = 2$ and $f$ is symmetric with $\int_{A_1 \times A_2} f = 0$ for every equipartition $\{A_1, A_2\}$, then $f$ has to be of the form $\text{(4.1)}$ a.e. We shall here extend this to any $m$, thus showing that the converse to Lemma 4.2 holds.

**Lemma 4.3.** Let $m \geq 1$. Suppose that $f : [0, 1]^m \to \mathbb{C}$ is a symmetric integrable function such that

$$\int_{A_1 \times \cdots \times A_m} f = 0$$

for all partitions $\{A_1, \ldots, A_m\}$ of $[0, 1]$ into $m$ disjoint measurable subsets such that $\lambda(A_1) = \cdots = \lambda(A_m) = 1/m$. Then

$$f(x_1, \ldots, x_m) = g(x_1) + \cdots + g(x_m) \quad \text{a.e.} \quad (4.5)$$

for some integrable function $g$ on $[0, 1]$ with $\int_0^1 g = 0$.

Proof. The lemma is trivial when $m = 1$. The case $m = 2$ is, as said above, proved in [6], but for completeness, we repeat the argument:

Let $f_1(x) := \int_0^1 f(x, y) \, dy$. Then, for every subset $A \subset [0, 1]$ with $\lambda(A) = 1/2$, $\text{(4.3)}$ with $A_1 := A$ and $A_2 := [0, 1] \setminus A$ yields

$$0 = \int_{A_1 \times A_2} f(x, y) \, dx \, dy = \int_{A \times [0, 1]} f(x, y) \, dx \, dy - \int_{A \times A} f(x, y) \, dx \, dy$$

$$= \int_{A} f_1(x) \, dx - \int_{A \times A} f(x, y) \, dx \, dy$$

$$= \int_{A \times A} (f_1(x) + f_1(y) - f(x, y)) \, dx \, dy. \quad (4.6)$$
The integrand in the last integral is symmetric, and it follows by [6, Lemma 7.6] that it vanishes a.e., which proves (4.5) with \( g = f_1 \); moreover, arguing as in (4.3), for any equipartition \( \{ A_1, A_2 \} \) of \([0,1]\),

\[
0 = \int_{A_1 \times A_2} f(x,y) \, dx \, dy = \frac{1}{2} \int_0^1 g(x) \, dx,
\]

and thus \( \int_0^1 g = 0 \), completing the proof when \( m = 2 \).

Thus suppose in the remainder of the proof that \( m \geq 3 \).

**Step 1:** Fix a subset \( B \subset [0,1] \) with measure \( \lambda(B) = 2/m \), and fix an equipartition of the complement \([0,1] \setminus B\) into \( m - 2 \) sets \( A_3, \ldots, A_m \) of equal measure \( 1/m \). Let

\[
f_2(x_1, x_2) := \int_{A_3 \times \cdots \times A_m} f(x_1, x_2, \ldots, x_m) \, dx_3 \cdots dx_m.
\]

Then the assumption (4.4) says that for any equipartition \( B = A_1 \cup A_2 \) of \( B \) into two disjoint subsets of equal measure,

\[
\int_{A_1 \times A_2} f_2(x_1, x_2) \, dx_1 \, dx_2 = 0.
\]

The set \( B \) is, as a measure space, isomorphic to \([0,2/m]\), and by a trivial rescaling, the case \( m = 2 \) shows that there exists an integrable function \( h \) on \( B \) with \( \int_B h = 0 \) such that

\[
f_2(x_1, x_2) = h(x_1) + h(x_2), \quad \text{a.e. } x_1, x_2 \in B.
\]

This means that if \( \psi_1 \) and \( \psi_2 \) are bounded functions on \([0,1]\) such that \( \int_0^1 \psi_1 = \int_0^1 \psi_2 = 0 \) and \( \text{supp}(\psi_1) \cup \text{supp}(\psi_2) \subseteq B \), then

\[
\int_{[0,1]^m} f(x_1, \ldots, x_m) \psi_1(x_1) \psi_2(x_2) 1_{A_3}(x_3) \cdots 1_{A_m}(x_m) \, dx_1 \cdots dx_m
\]

\[
= \int_{B \times B} f_2(x_1, x_2) \psi_1(x_1) \psi_2(x_2) \, dx_1 \, dx_2
\]

\[
= \int_B h(x_1) \psi_1(x_1) \, dx_1 \int_B \psi_2(x_2) \, dx_2 + \int_B \psi_1(x_1) \, dx_1 \int_B h(x_2) \psi_2(x_2) \, dx_2
\]

\[
= 0.
\]

**Step 2:** Let us instead start with two bounded functions \( \psi_1 \) and \( \psi_2 \) on \([0,1]\) such that \( \int_0^1 \psi_1 = \int_0^1 \psi_2 = 0 \), and assume that \( \lambda(\text{supp}(\psi_1)) + \lambda(\text{supp}(\psi_2)) < 2/m \). Let \( B_0 := \text{supp}(\psi_1) \cup \text{supp}(\psi_2) \) and \( B_0^c := [0,1] \setminus B_0 \). Then \( \lambda(B_0) < 2/m \) and \( \lambda(B_0^c) = 1 - \lambda(B_0) > (m - 2)/m \).

Define

\[
f_3(x_3, \ldots, x_m) := \int_{[0,1]^2} f(x_1, x_2, \ldots, x_m) \psi_1(x_1) \psi_2(x_2) \, dx_1 \, dx_2.
\]
For any disjoint sets $A_3, \ldots, A_m \subset B_0^c$ with $\lambda(A_3) = \cdots = \lambda(A_m) = 1/m$, we can use Step 1 with $B := [0, 1] \setminus \bigcup_{i=3}^{m} A_i \supset B_0$ and conclude by (4.11) that

$$\int_{A_3 \times \cdots \times A_m} f_3(x_3, \ldots, x_m) = 0.$$  

(4.13)

The set $B_0^c$ is, as a measure space up to a trivial rescaling of the measure, isomorphic to $[0, 1]$. Since $\lambda(B_0^c) > (m-2)/m$, it follows by the second part of Lemma 4.1 that (4.13) (for arbitrary $A_3, \ldots, A_m$ as above) implies

$$f_3(x_3, \ldots, x_m) = 0, \quad \text{a.e. } x_3, \ldots, x_m \in B_0^c.$$  

(4.14)

Step 3: Fix bounded functions $\varphi_3, \ldots, \varphi_m$ on $[0, 1]$. For $B \subseteq [0, 1]$, define

$$f_B(x_1, x_2) := \int_{(B^c)^{m-2}} f(x_1, \ldots, x_m)\varphi_3(x_3) \cdots \varphi_m(x_m).$$  

(4.15)

If $\lambda(B) > 0$ and $\psi_1$ and $\psi_2$ are bounded functions with $\text{supp}(\psi_1) \subseteq B$, $\lambda(\text{supp}(\psi_2)) < 1/m$ and $\int_0^1 \psi_2 = 0$, $\nu = 1, 2$, then Step 2 shows, using (4.15), (4.12) and (4.14), since $B_0 \subseteq B$ and thus $B^c \subseteq B_0^c$,

$$\int_{[0,1]^2} f_B(x_1, x_2)\psi_1(x_1)\psi_2(x_2) = \int_{(B^c)^{m-2}} f_3(x_1, \ldots, x_m)\varphi_3(x_3) \cdots \varphi_m(x_m) = 0.$$  

(4.16)

Now suppose that $B$ is open, and $x_1, x_1', x_2, x_2' \in B$. For small enough $\varepsilon > 0$, the functions

$$\psi_\nu(x) := \frac{1}{2\varepsilon} \left(1_{(x_\nu - \varepsilon, x_\nu + \varepsilon)}(x) - 1_{(x_\nu' - \varepsilon, x_\nu' + \varepsilon)}(x)\right), \quad \nu = 1, 2,$$  

(4.17)

satisfy the conditions above and thus (4.16) holds. Letting $\varepsilon \to 0$, it follows that if $(x_1, x_2), (x_1, x_2'), (x_1', x_2), (x_1', x_2')$ are Lebesgue points of $f_B$, then

$$f_B(x_1, x_2) - f_B(x_1, x_2') - f_B(x_1', x_2) + f_B(x_1', x_2') = 0.$$  

(4.18)

Thus, (4.18) holds for a.e. $x_1, x_1', x_2, x_2' \in B$.

Consider now the countable collection $B$ of sets $B \subseteq (0, 1)$ that are unions of four open intervals with rational endpoints. It follows that for a.e. $x_1, x_1', x_2, x_2' \in [0, 1]$, (4.18) holds for every set $B \in B$ such that $x_1, x_1', x_2, x_2' \in B$.

Consider such a 4-tuple $x_1, x_1', x_2, x_2' \in [0, 1]$. There exists a decreasing sequence $B_n$ of sets in $B$ with $\bigcup_{n=0}^{\infty} B_n = \{x_1, x_1', x_2, x_2'\}$. Then (4.18) holds for each $B_n$, and by (4.15) and dominated convergence, $f_{B_n}(x, y) \to f_0(x, y)$ for all $x, y \in [0, 1]$; hence,

$$f_0(x_1, x_2) - f_0(x_1, x_2') - f_0(x_1', x_2) + f_0(x_1', x_2') = 0.$$  

(4.19)

Step 4: Let $\varphi_1, \ldots, \varphi_m$ be bounded functions on $[0, 1]$ such that $\int_0^1 \varphi_1 = \int_0^1 \varphi_2 = 0$. Step 3 shows that (4.19) holds for a.e. $x_1, x_1', x_2, x_2' \in [0, 1]$. We may thus fix $x_1, x_2' \in [0, 1]$ such that (4.19) holds for a.e. $x_1, x_2$. Then multiply (4.19) by $\varphi_1(x_1)\varphi_2(x_2)$ and integrate over $x_1, x_2 \in [0, 1]$. Since
\[
\int_0^1 \varphi_1 = \int_0^1 \varphi_2 = 0,
\]
the integrals with the last three terms on the left-hand side of (4.19) vanish, and the result is
\[
\int_{[0,1]^2} f_0(x_1, x_2) \varphi_1(x_1) \varphi_2(x_2) \, dx_1 \, dx_2 = 0. \tag{4.20}
\]
By the definition (4.15), this says
\[
\int_{[0,1]^m} f(x_1, \ldots, x_m) \varphi_1(x_1) \varphi_2(x_2) \varphi_3(x_3) \cdots \varphi_m(x_m) = 0. \tag{4.21}
\]

**Step 5:** We may conclude in several ways. The perhaps simplest is to take \( \varphi_j(x) = e^{2\pi i n_j x_j}, \ j = 1, \ldots, m \) with \( n_j \in \mathbb{Z} \) and \( n_1, n_2 \neq 0 \). Step 4 then applies and (4.21) says that the Fourier coefficient
\[
\hat{f}(n_1, \ldots, n_m) = 0 \tag{4.22}
\]
when \( n_1, n_2 \neq 0 \). Since \( f \) is symmetric, it follows that \( \hat{f}(n_1, \ldots, n_m) = 0 \) as soon as at least two of the indices \( n_1, \ldots, n_m \) are non-zero.

Furthermore, let
\[
g(x_1) := \int_{[0,1]^{m-1}} f(x_1, \ldots, x_m) \, dx_2 \cdots \, dx_m - \int_{[0,1]^m} f,
\]
and note that \( g \) is a function on \([0,1]\) with \( \int_0^1 g = 0 \), and let
\[
h(x_1, \ldots, x_m) := \sum_{i=1}^m g(x_i) + \int_{[0,1]^m} f. \tag{4.24}
\]
Then \( \hat{h}(n_1, \ldots, n_m) = 0 = \hat{f}(n_1, \ldots, n_m) \) as soon as at least two of the indices \( n_1, \ldots, n_m \) are non-zero. Moreover, when \( n_1 \neq 0 \),
\[
\hat{h}(n_1, 0, \ldots, 0) = \int_{[0,1]^m} h(x_1, \ldots, x_m) e^{2\pi i n_1 x_1} = \hat{g}(n_1) = \hat{f}(n_1, 0, \ldots, 0)
\]
and thus by symmetry \( \hat{h}(n_1, \ldots, n_m) = \hat{f}(n_1, \ldots, n_m) \) also when exactly one index \( n_1, \ldots, n_m \) is non-zero. Finally, since \( \int_0^1 g(x) \, dx = 0 \),
\[
\hat{h}(0, \ldots, 0) = \int_{[0,1]^m} h = \int_{[0,1]^m} f = \hat{f}(0, \ldots, 0). \tag{4.26}
\]
Consequently, \( \hat{h}(n_1, \ldots, n_m) = \hat{f}(n_1, \ldots, n_m) \) for all \( n_1, \ldots, n_m \) and thus \( h = f \) a.e.

**Step 6:** We have shown that a.e. \( f = h \), given by (4.24). Let \( a := \int f \); it remains to show that \( a = 0 \). This is easy; using (4.24) and Lemma 4.2,
\[
\int_{A_1 \times \cdots \times A_m} f = \int_{A_1 \times \cdots \times A_m} h = \int_{A_1 \times \cdots \times A_m} a = a \lambda(A_1) \cdots \lambda(A_m), \tag{4.27}
\]
and thus the assumption (4.4) yields \( a = 0 \). \[\square\]
Remark 4.4. As remarked in Janson [6, Remark 9.5], it is essential that $f$ is symmetric in Lemma 4.3 (unlike Lemma 4.1). For example, it is easily seen that the condition (4.4) is also satisfied by every anti-symmetric $f$ such that the margin
\[
\int_0^1 f(x_1, \ldots, x_m) \, dx_m = 0
\]
for a.e. $x_1, \ldots, x_{m-1}$; in fact, (4.28) implies, for any partition $\{A_1, \ldots, A_m\}$,
\[
\int_{A_1 \times \cdots \times A_m} f \, dx_1 \cdots dx_m = - \sum_{k=1}^{m-1} \int_{A_1 \times \cdots \times A_{m-1} \times A_k} f \, dx_1 \cdots dx_m = 0,
\]
since each integral in the sum vanishes by the anti-symmetry. As a concrete example, for any $m \geq 2$, we may take the modified discriminant
\[
f(x_1, \ldots, x_m) = e^{2\pi i(x_1 + \cdots + x_m)} \prod_{j<k} (e^{2\pi i x_j} - e^{2\pi i x_k})
\]
(or its real part).

For $m = 2$, it is easy to see that every $f$ satisfying (4.4) for all equipartitions $\{A_1, \ldots, A_m\}$ is the sum of a symmetric function satisfying (4.5) and an anti-symmetric function satisfying (4.28), see [6, Remark 9.5]. For $m \geq 3$, we do not know any characterization of general $f$ satisfying (4.4), and we leave that as an open problem:

Problem 4.5. Find all integrable functions $f$ on $[0,1]^m$ (not necessarily symmetric) that satisfy (4.4) for all partitions $\{A_1, \ldots, A_m\}$ of $[0,1]$ into $m$ disjoint measurable subsets such that $\lambda(A_1) = \cdots = \lambda(A_m) = 1/m$.

We end this section with another, much simpler, extension of Lemma 4.1 to $\alpha_1, \ldots, \alpha_m$ that may be different and possibly with $\sum_{i=1}^m \alpha_i < 1$, with exception only of the exceptional case treated in Lemma 4.3 when all $\alpha_i$ are equal to $1/m$.

Lemma 4.6. Let $m \geq 1$ and let $\alpha_1, \ldots, \alpha_m \in (0,1)$ with $\sum_{i=1}^m \alpha_i \leq 1$. Suppose that $f$ is an integrable function on $[0,1]^m$ such that
\[
\int_{A_1 \times \cdots \times A_m} f = 0
\]
for all sequences $A_1, \ldots, A_m$ of disjoint measurable subsets of $[0,1]$ such that $\lambda(A_i) = \alpha_i$, $i = 1, \ldots, m$. Suppose further that either
(i) $\sum_{i=1}^m \alpha_i < 1$, or
(ii) $\sum_{i=1}^m \alpha_i = 1$ but $(\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m)$, and $f$ is symmetric.

Then $f = 0$ a.e.

Proof. The case $m = 1$ is included in Lemma 4.1. (For $m = 1$, (ii) cannot occur.) The case (ii) with $m = 2$ is [6, Lemma 9.4]. The remaining cases are proved by induction (on $m$) in the same way as the special case in [6, Lemma 7.3]; we sketch the proof and refer to [6] for omitted details.
We thus assume $m \geq 2$, and in the case $m = 2$ that (i) holds. Furthermore, if (ii) holds, we may assume $\alpha_m \neq \alpha_{m-1}$ by permuting the coordinates.

We fix a set $A_1$ with $\lambda(A_1) = \alpha_1$ and consider the function

$$f_{A_1}(x_2, \ldots, x_m) := \int_{A_1} f(x_1, \ldots, x_m) \, dx_1$$

on $B^{m-1}$ where $B := [0, 1] \setminus A_1$. $B$ is as a measure space isomorphic to $[0, 1]$, after rescaling the measure, and the hypothesis implies that $f_{A_1}$ satisfies a corresponding hypothesis on $B^{m-1}$; hence $f_{A_1} = 0$ a.e. on $B^{m-1}$ by induction. It follows that (4.30) holds for all disjoint sets $A_1, \ldots, A_m$ with $\lambda(A_1) = \alpha_1$ and $\lambda(A_2), \ldots, \lambda(A_m)$ arbitrary.

Now instead fix any disjoint $A_2, \ldots, A_m$ with $\sum_{i=2}^{m} \lambda(A_i) < 1 - \alpha_1$, and let $B' := [0, 1] \setminus \bigcup_{i=2}^{m} A_i$. Then (4.30) thus holds for any $A_1 \subset B'$ with $\lambda(A_1) = \alpha_1$, and it follows from the case $m = 1$ applied to $f^{A_2,\ldots,A_m}(x) := \int_{A_2 \times \ldots \times A_m} f(x, x_2, \ldots, x_m) \, dx_2 \cdots dx_m$ that $f^{A_2,\ldots,A_m}(x) = 0$ a.e.; hence (4.30) holds for all disjoint $A_1, \ldots, A_m$ with $\sum_{i=2}^{m} \lambda(A_i) < 1 - \alpha_1$. It follows that $f(x_1, \ldots, x_m) = 0$ for every Lebesgue point $(x_1, \ldots, x_m)$ of $f$ with $x_1, \ldots, x_m$ distinct. \hfill $\Box$

**Remark 4.7.** In Lemma 4.6(ii), the assumption that $f$ is symmetric is essential, as is seen by the counterexample in Remark 4.4.

**Remark 4.8.** The proof shows that in the case $\sum_{i=1}^{m} \alpha_i = 1$, it suffices to assume that $f$ is symmetric in the last two variables, provided $\alpha_{m-1} \neq \alpha_m$.

We apply the results above to the property $\tilde{P}_e(F; \alpha_1, \ldots, \alpha_m)$. By (3.6), this property says that (4.30) holds for $f := \Psi_{F,W} - p^{e(F)}$ and all disjoint subsets $A_1, \ldots, A_m$ of $[0, 1]$ with $\lambda(A_i) = \alpha_i$, $i = 1, \ldots, m$.

**Lemma 4.9.** Let $m \geq 1$ and let $\alpha_1, \ldots, \alpha_m \in (0, 1)$ with $\sum_{i=1}^{m} \alpha_i \leq 1$. Suppose that $W$ is a graphon and $p \in [0, 1]$.

(a) If $(\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m)$, then $\tilde{P}_e(F; \alpha_1, \ldots, \alpha_m)$ holds if and only if

$$\tilde{\Psi}_{F,W}(x_1, \ldots, x_m) = p^{e(F)} \text{ a.e.} \quad (4.31)$$

(b) If $(\alpha_1, \ldots, \alpha_m) = (1/m, \ldots, 1/m)$, then $\tilde{P}_e(F; \alpha_1, \ldots, \alpha_m)$ holds if and only if there exists an integrable function $h$ with $\int_0^1 h = p^{e(F)}/m$ such that

$$\tilde{\Psi}_{F,W}(x_1, \ldots, x_m) = \sum_{i=1}^{m} h(x_i) \text{ a.e.} \quad (4.32)$$

**Proof.** Part (a) follows directly from (3.6) and Lemma 4.6 while (b) follows from Lemmas 4.2 and 4.3 with $h(x) = g(x) + p^{e(F)}/m$. \hfill $\Box$

We thus see that the exceptional case $\alpha_1 = \cdots = \alpha_m = 1/m$ in Theorem 2.12 is more intricate than the cases covered by Theorem 2.11.

We note also a similar result for $P_\epsilon$. 

---

A graphon is a measurable function $W: [0, 1]^2 \to [0, 1]$ which is symmetric in the first two variables, provided $\alpha_{m-1} \neq \alpha_m$.
Lemma 4.10. If $\sum_{i=1}^{m} \alpha_i < 1$, then $\mathcal{P}_*(F; \alpha_1, \ldots, \alpha_m)$ holds if and only if
$$
\Psi_{F,W}(x_1, \ldots, x_m) = p^e(F) \text{ a.e.} \quad (4.33)
$$

Proof. This too follows from (3.6) and Lemma 4.6. □

In this case we have to assume $\sum_{i=1}^{m} \alpha_i < 1$ for the proof, because $\Psi_{F,W}$ is (in general) not symmetric, cf. Remarks 4.7 and 4.4.

Problem 4.11. Does Lemma 4.10 hold also if $\sum_{i=1}^{m} \alpha_i = 1$ with $(\alpha_1, \ldots, \alpha_m) \neq (1/m, \ldots, 1/m)$?

5. Reduction to a two-type graphon

We next reduce the problem by showing that, as for the similar problem considered by Simonovits and Sós [16], if the property $\mathcal{P}_*(F; \alpha_1, \ldots, \alpha_m)$ is not quasi-random, then there exists a counterexample with a 2-type graphon. This reduction reduces our problem to an algebraic one, which we consider in the next section.

We state the reduction in a somewhat general form, to be used together with Lemma 4.9, and we give two versions (Theorems 5.2 and 5.3), to handle the two cases in parts (a) and (b) in Lemma 4.9. The proofs are given later in this section.

Remark 5.1. Theorem 5.2 is an extension of Janson [6, Theorem 5.5], where $\Phi$ is a multiaffine polynomial, which would be sufficient for our application here. We nevertheless state Theorem 5.2 in order to show the similarities between Theorems 5.2 and 5.3, and because we now can give a more elegant proof of a more general statement than in [6], see Remark 5.9.

If $\Phi((w_{ij})_{i<j})$ is a function of the $\binom{m}{2}$ variables $w_{ij}$, $1 \leq i < j \leq m$, for some $m \geq 2$, and $W$ is a graphon, we define, for $x_1, \ldots, x_m \in [0,1]$,
$$
\Phi_W(x_1, \ldots, x_m) := \Phi((W(x_i,x_j))_{i<j}). \quad (5.1)
$$

Theorem 5.2. Suppose that $\Phi((w_{ij})_{i<j})$ is a continuous function of the $\binom{m}{2}$ variables $w_{ij}$, $1 \leq i < j \leq m$, for some $m \geq 2$, and let $a \in \mathbb{R}$. Then the following are equivalent.

(i) There exists a graphon $W$ such that
$$
\Phi_W(x_1, \ldots, x_m) = a \quad (5.2)
$$
for a.e. $x_1, \ldots, x_m \in [0,1]$, but $W$ is not a.e. constant.

(ii) There exists a 2-type graphon $W$ such that (5.2) holds for all $x_1, \ldots, x_m$, but $W$ is not constant.

(iii) There exist numbers $u, v, s \in [0,1]$, not all equal, such that for every subset $A \subseteq [m]$, if we choose
$$
w_{ij} := \begin{cases} 
  u, & i, j \in A, \\
  v, & i, j \notin A, \\
  s, & i \in A, j \notin A \text{ or conversely,}
\end{cases} \quad (5.3)
$$

for a.e. $x_1, \ldots, x_m \in [0,1]$, but $W$ is not a.e. constant.

(iii) There exists a graphon $W$ such that
$$
\Phi_W(x_1, \ldots, x_m) = a \quad (5.2)
$$
for a.e. $x_1, \ldots, x_m \in [0,1]$, but $W$ is not a.e. constant.

(ii) There exists a 2-type graphon $W$ such that (5.2) holds for all $x_1, \ldots, x_m$, but $W$ is not constant.

(iii) There exist numbers $u, v, s \in [0,1]$, not all equal, such that for every subset $A \subseteq [m]$, if we choose
$$
w_{ij} := \begin{cases} 
  u, & i, j \in A, \\
  v, & i, j \notin A, \\
  s, & i \in A, j \notin A \text{ or conversely,}
\end{cases} \quad (5.3)
$$

for a.e. $x_1, \ldots, x_m \in [0,1]$, but $W$ is not a.e. constant.
then
\[ \Phi((w_{ij})_{i<j}) = a. \quad (5.4) \]

**Theorem 5.3.** Suppose that \( \Phi((w_{ij})_{i<j}) \) is a continuous function of the \( \binom{m}{2} \) variables \( w_{ij}, 1 \leq i < j \leq m \), for some \( m \geq 2 \). Then the following are equivalent.

(i) There exists a graphon \( W \) and a function \( h \) on \( [0,1] \), with \( h \) not a.e. 0, such that
\[ \Phi_W(x_1,\ldots,x_m) = \sum_{i=1}^{m} h(x_i) \quad (5.5) \]
for a.e. \( x_1,\ldots,x_m \in [0,1] \), but \( W \) is not a.e. constant.

(ii) There exists a 2-type graphon \( W \) and a function \( h \) on \( [0,1] \), with \( h \) not a.e. 0, such that (5.5) holds for all \( x_1,\ldots,x_m \), but \( W \) is not constant.

(iii) There exist numbers \( u,v,s \in [0,1] \), not all equal, and \( a,b \in \mathbb{R} \), not both 0, such that for every subset \( A \subseteq [m] \), if we choose
\[ w_{ij} := \begin{cases} u, & i,j \in A, \\ v, & i,j \notin A, \\ s, & i \in A, j \notin A \text{ or conversely}, \end{cases} \quad (5.6) \]
then
\[ \Phi((w_{ij})_{i<j}) = a + b|A|. \quad (5.7) \]

**Remark 5.4.** In part (ii) of Theorems 5.2–5.3, we may further require that the two parts of \([0,1]\) are the intervals \([0,\frac{1}{2}]\) and \((\frac{1}{2},1]\). Equivalently, we may regard \( W \) as a graphon defined on the two-point probability space \((\{0,1\},\mu)\), with \( \mu\{0\} = \mu\{1\} = \frac{1}{2} \).

**Remark 5.5.** Theorem 5.3 holds also without the restrictions that \( h \) is not a.e. 0, and \( a,b \) are not both 0; this follows by the same proof (with some simplifications). Note that the excluded case, when \( h = 0 \) a.e. and \( a = b = 0 \), is equivalent to Theorem 5.2. For our purposes, it is essential that the case \( a = b = 0 \) is excluded, since there are such examples that have to be excluded from our arguments, for example the bipartite example in Remark 2.7, which corresponds to the case \( u = v = 0, s = 1 \) and \( \Phi((w_{ij})_{i<j}) = 0 \) for any \( A \).

The proofs follow the proof of Janson [6, Theorem 5.5], with some modifications. We prove the more complicated Theorem 5.3 in detail first, and then sketch the similar but simpler proof of Theorem 5.2.

**Proof of Theorem 5.3.**

(i) \( \Rightarrow \) (ii): Trivial.

(ii) \( \Rightarrow \) (iii): Define a 2-type graphon \( W \) by
\[ W(x,y) := \begin{cases} u, & x,y > \frac{1}{2}, \\ v, & x,y \leq \frac{1}{2}, \\ s, & x \leq \frac{1}{2} < y \text{ or conversely}, \end{cases} \quad (5.8) \]
and let the function $h$ be

$$h(x) := \begin{cases} 
  a/m, & x \leq \frac{1}{2}, \\
  a/m + b, & x > \frac{1}{2}.
\end{cases} \quad (5.9)$$

Then

$$\Phi_W(x_1, \ldots, x_m) = \Phi((w_{ij})_{i<j}) \quad (5.10)$$

where $w_{ij}$ is given by (5.6) with $A := \{i : x_i > \frac{1}{2}\}$, and (5.5) follows from (5.7).

$(i) \implies (iii)$: Suppose that $W$ is a graphon as in $(i)$, but that $(iii)$ does not hold; we will show that this leads to a contradiction. We first use Lemma 5.8 below, which (by replacing $W$ by $\overline{W}$ and $h$ by $\overline{h}$) shows that we may assume that (5.5) holds for all $x_1, \ldots, x_m \in [0,1]$.

Suppose that $x, y \in [0,1]$. Given $A \subseteq [m]$, let $x_i := x$ for $i \in A$ and $x_i := y$ for $i \not\in A$. Then $W(x_i, x_j) = w_{ij}$ as given by (5.6) with $u = W(x,x)$, $v = W(y,y)$, $s = W(x,y)$. Furthermore, (5.5) holds by our assumption, and thus

$$\Phi((w_{ij})_{i<j}) = \Phi_W(x_1, \ldots, x_m) = \sum_{i=1}^m h(x_i) = |A|h(x) + (m - |A|)h(y)$$

$$= a + b|A| \quad (5.11)$$

with $a = mh(y)$ and $b = h(x) - h(y)$. Hence, (5.7) holds. Since (iii) does not hold, we must have either $u = v = s$ or $a = b = 0$. Note that $a = b = 0$ if and only if $h(x) = h(y) = 0$. Consequently, we have shown the following property:

If $x, y \in [0,1]$, then $W(x,x) = W(y,y) = W(x,y)$ or $h(x) = h(y) = 0$. \quad (5.12)

Furthermore, if $W(x,x) = W(y,y)$ then (5.11), with $A = \emptyset$ and $A = [m]$, implies that

$$a = \Phi_W(y, \ldots, y) = \Phi_W(x, \ldots, x) = a + mb \quad (5.13)$$

and thus $b = 0$ so $h(x) = h(y)$. Consequently, (5.12) implies that

$$x, y \in [0,1] \implies h(x) = h(y). \quad (5.14)$$

In other words, $h(x) = \gamma$ for some constant $\gamma \in \mathbb{R}$.

Note that $\gamma \neq 0$, since otherwise $h(x)$ would be 0 for all $x$, contrary to the assumption $(i)$. Hence, $h(x) \neq 0$ for all $x$ and (5.12) implies

$$x, y \in [0,1] \implies W(x,x) = W(y,y) = W(x,y). \quad (5.15)$$

Thus $W$ is constant, contradicting the assumption.

This contradiction shows that $(iii)$ holds. \qed

**Proof of Theorem 5.2.** We argue as in the proof of Theorem 5.3, with $b = 0$ and $h(x) = a/m$; in the proof of $(i) \implies (iii)$ we use Lemma 5.7 instead of Lemma 5.8 and note directly that (5.11) with $b = 0$, which is (5.4), implies $u = v = s$ since $(iii)$ is assumed not to hold. \qed
Remark 5.6. In both proofs, the proof of $(iii) \implies (ii)$ also works in the opposite direction and thus shows $(iii) \iff (ii)$ directly; $(iii)$ is just an explicit version of what $(ii)$ means.

The proofs used the following technical lemmas, which both are consequences of a recent powerful general removal lemma by Petrov [10]. Recall that a graphon $W$ is a version of $\hat{W}$ if $W = \hat{W}$ a.e.

Lemma 5.7. Suppose that $\Phi((w_{ij})_{i<j})$ is a continuous function of the $\binom{m}{2}$ variables $w_{ij} \in [0,1]$, $1 \leq i < j \leq m$, for some $m \geq 2$. Suppose further that $W : [0,1]^2 \to [0,1]$ is a graphon, i.e., a symmetric measurable function, and suppose that

$$\Phi_W(x_1,\ldots,x_m) = a$$

for some $a \in \mathbb{R}$ and a.e. $x_1,\ldots,x_m \in [0,1]$. Then there is a version $\hat{W}$ of $W$ such that

$$\Phi_{\hat{W}}(x_1,\ldots,x_m) = a$$

for all $x_1,\ldots,x_m \in [0,1]$.

Proof. This is a direct application of [10, Theorem 1(2)], see [10, Example 1]. We let $M := \Phi^{-1}(a) \subseteq [0,1]^{\binom{m}{2}}$ and note that (5.16) can be written $(W(x_i,x_j))_{i<j} \in M$ for a.e. $x_1,\ldots,x_m$. By [10, Theorem 1(2)], there exists a version $\hat{W}$ of $W$ such that $(\hat{W}(x_i,x_j))_{i<j} \in M$ for all $x_1,\ldots,x_m$, which is (5.17). (Petrov’s theorem is stated for an infinite sequence $x_1,x_2,\ldots$, for maximal generality, but we can always ignore all but any given finite number of the variables.)

Lemma 5.8. Suppose that $\Phi((w_{ij})_{i<j})$ is a continuous function of the $\binom{m}{2}$ variables $w_{ij} \in [0,1]$, $1 \leq i < j \leq m$, for some $m \geq 2$. Suppose further that $W : [0,1]^2 \to [0,1]$ is a graphon, i.e., a symmetric measurable function, and suppose that

$$\Phi_W(x_1,\ldots,x_m) = \sum_{i=1}^m h(x_i)$$

for some $h : [0,1] \to \mathbb{R}$ and a.e. $x_1,\ldots,x_m \in [0,1]$. Then there is a version $\hat{W}$ of $W$ and a measurable function $\tilde{h} : [0,1] \to \mathbb{R}$ such that

$$\Phi_{\hat{W}}(x_1,\ldots,x_m) = \sum_{i=1}^m \tilde{h}(x_i)$$

for all $x_1,\ldots,x_m \in [0,1]$.

Proof. We translate (5.18) into the setting of [10] as follows.

By (5.18), for a.e. $x_1,\ldots,x_m, y_1,\ldots, y_m \in [0,1],$

$$\Phi_W(x_1,\ldots,x_m) - \Phi_W(y_1,\ldots,y_m) = \sum_{\ell=1}^m (\Phi_W(x_\ell, y_1,\ldots, y_\ell,\ldots, y_m) - \Phi_W(y_1,\ldots, y_m)),$$
where \( \hat{y}_i \) means that this variable is omitted. Let 
\[
x_{m+i} := y_i \quad (1 \leq i \leq m)
\]
and 
\[
w_{ij} := W(x_i, x_j) \quad (1 \leq i, j \leq 2m).
\]
Then \( (5.20) \) can be written as
\[
\hat{\Phi}\left((w_{ij})_{i \neq j}\right) = 0 \quad (5.21)
\]
for some continuous function \( \hat{\Phi} : [0, 1]^{2m(2m-1)} \to \mathbb{R} \). Let
\[
M := \hat{\Phi}^{-1}(0) \subseteq [0, 1]^{2m(2m-1)}.
\]
Since \( \hat{\Phi} \) is continuous, \( M \) is a closed subset, and by \( (5.21) \),
\[
(W(x_i, x_j))_{i \neq j} \in M \quad (5.22)
\]
for a.e. \( x_1, \ldots, x_{2m} \). By \[10, \text{Theorem 1(2)}\], there exists a version \( W \) of \( W \) such that
\[
(W(x_i, x_j))_{i \neq j} \in M \quad (5.23)
\]
for all \( x_1, \ldots, x_{2m} \). This means that \( \hat{\Phi}(W(x_i, x_j))_{i \neq j} = 0 \) for all \( x_1, \ldots, x_{2m} \),
and thus the analogue of \( (5.20) \) for \( W \) holds for all \( x_1, \ldots, x_{2m}, y_1, \ldots, y_m \).
Now choose \( y_1 = \cdots = y_m = 0 \). Then this analogue of \( (5.20) \) yields \( (5.19) \)
with \( \hat{h}(x) = \hat{\Phi}_W(x, 0, \ldots, 0) - \frac{m-1}{m} \hat{\Phi}_W(0, \ldots, 0) \).

Remark 5.9. Lemma 5.7, which follows from Petrov’s removal lemma \[10\],
is a simpler, stronger and more general version of Janson \[6, \text{Lemma 5.3}\].
Similarly, a modification of the proof of \[6, \text{Lemma 5.3}\] can be used to prove
a weaker version of Lemma 5.8; however, Petrov’s removal lemma enables
us to a simpler and stronger statement with a simpler proof.

6. AN ALGEBRAIC CONDITION

It is now easy to prove Theorem 2.11.

Proof of Theorem 2.11 (i) Suppose, in order to get a contradiction, that
the property \( \tilde{P}(F; \alpha_1, \ldots, \alpha_m) \) is not \( p \)-quasi-random. By Lemma 3.4 also
\( \tilde{P}_s(F; \alpha_1, \ldots, \alpha_m) \) is not \( p \)-quasi-random. That means that there exists a
graphon \( W \) that is not a.e. equal to \( p \) such that \( \tilde{P}_s(F; \alpha_1, \ldots, \alpha_m) \) holds,
and thus by Lemma 4.9(a),
\[
\Psi_{F,W}(x_1, \ldots, x_m) = p^e(F) \quad \text{a.e.} \quad (6.1)
\]
If \( W \) a.e. equals a constant, \( w \) say, then \( \Psi_{F,W} = w^e(F) \) a.e., and thus \( w^e(F) = p^e(F) \)
and \( w = p \), so \( W = p \) a.e. which we have excluded. Hence, \( W \) is not
a.e. constant.

Note that \( \Psi_{F,W}(x_1, \ldots, x_m) \) by \( (3.1) - (3.2) \) is a polynomial in \( W(x_i, x_j), \)
\( 1 \leq i < j \leq m \), and thus by \( (5.1) \) can be written as \( \Phi_W(x_1, \ldots, x_m) \) for
a suitable polynomial \( \Phi \). We apply Theorem 5.2 with \( a = p^e(F) \). By \( (6.1) \),
Theorem 5.2(i) holds, and thus Theorem 5.2(iii) holds. Let \( u, v, s \) be as there,
and define \( w_{ij} \) by \( (5.3) \).

Choosing \( A = [m] \), we have \( w_{ij} = u \) for all \( i \) and \( j \), and it is easily seen
that \( \Phi((w_{ij})_{i < j}) = u^e(F) \) (see also Lemma 6.2 below); hence \( (5.4) \) yields
u = p. Similarly, the case A = ∅ yields v = p. Finally, take A = \{1\}, and regard \( \Phi(u_{ij}) \) as a polynomial in s. Since u, v > 0 and \( e(F) > 0 \), this polynomial has non-negative coefficients and at least one non-zero term with a positive power of s; hence the polynomial is strictly increasing in s > 0, so (5.4) has at most one root s. However, when u = v = p, (5.4) is satisfied by s = p, and thus this is the only root. Consequently, u = v = s = p, a contradiction, which completes the proof.

(iii) Similar, using Lemmas 3.4 and 4.10 and Theorem 5.2.

\( \Box \)

Remark 6.1. Suppose that the graph F contains two vertices that are twins, i.e., such that the map interchanging these vertices and fixing all others is an automorphism. Label F such that the twins are vertices \( m - 1 \) and \( m \). The argument in the proof of Theorem 2.11 shows, using Remark 4.8, that \( \mathcal{P}(F; \alpha_1, \ldots, \alpha_m) \) is quasi-random provided \( \alpha_{m-1} \neq \alpha_m \). (We do not know whether this extends to \( \alpha_m = \alpha_{m-1} \). Cf. Problem 4.11.) In particular, this applies to \( F = P_3 \), see Example 2.18 and Problem 2.19.

For Theorem 2.12, the algebra is more complicated, and we analyse the condition (5.7) as follows.

For a subset A of V(F), let \( e_F(A) \) be the number of edges in F with both endpoints in A; similarly, if A and B are disjoint subsets of V(F), let \( e_F(A, B) \) be the number of edges with one endpoint in A and the other in B. Further, let \( A^c := V(F) \setminus A \) be the complement of A.

Lemma 6.2. Suppose that F is a graph with \( |F| = m \) and let W be the 2-type graphon given by (5.8) for some \( u, v, s \in [0, 1] \). Let \( x_1, \ldots, x_m \in [0, 1] \) and let \( k := |\{i \leq m : x_i > 1/2\}|. \) Then

\[
\Psi_{F,W}(x_1, \ldots, x_m) = \binom{m}{k}^{-1} \sum_{A \subseteq V(F) : |A| = k} u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A, A^c)}. \tag{6.2}
\]

Proof. Let \( A := \{i \leq m : x_i > 1/2\} \). Then by (3.1) and (5.8),

\[
\Psi_{F,W}(x_1, \ldots, x_m) = u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A, A^c)}. \tag{6.3}
\]

By (3.2), \( \Psi_{F,W}(x_1, \ldots, x_m) \) is the average of this over all permutations of \( x_1, \ldots, x_m \), which means taking the average over the \( \binom{m}{k} \) sets \( A \subseteq [m] \) with \( |A| = k \).

\( \Box \)

Lemma 6.3. Suppose that F is a graph with \( |F| = m \). Then the following are equivalent.

(i) For some \( p \in (0, 1] \), \( \widetilde{\mathcal{P}}(F; 1/m, \ldots, 1/m) \) is not \( p \)-quasi-random.
(ii) For some \( p \in (0, 1] \), \( \mathcal{P}_*(F; 1/m, \ldots, 1/m) \) is not \( p \)-quasi-random.
(iii) There exist numbers \( u, v, s \geq 0 \), not all equal, and some real \( a \) and \( b \), not both 0, such that

\[
\sum_{A \subseteq V(F) : |A| = k} u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A, A^c)} = \binom{m}{k} (a + bk), \quad k = 0, \ldots, m. \tag{6.4}
\]
(iv) There exist numbers \( u, v, s \geq 0 \), not all equal, such that the polynomial (in \( q \))
\[
\Lambda_{F,u,v,s}(q) := \sum_{A \subseteq V(F)} u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A,A^c)} q^{|A|}(1 - q)^{|A| - |A|} \quad (6.5)
\]
has degree at most 1, but does not vanish identically.

(v) There exist numbers \( u, v, s \geq 0 \), not all equal, such that the polynomial (in \( x \))
\[
\hat{\Lambda}_{F,u,v,s}(x) := \sum_{A \subseteq V(F)} u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A,A^c)} (x - 1)^{|A|} \quad (6.6)
\]
is divisible by \( x^{m-1} \), but does not vanish identically.

Note that (for \( q \in [0, 1] \)) \( \Lambda_{F,u,v,s}(q) \) is the expectation of \( u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A,A^c)} \) if \( A \) is the random subset \([m]\) of \([m]\) obtain by including each element with probability \( q \), independently of each other.

Proof. [i] \iff [ii] This is contained in Lemma 3.4.

[ii] \implies [iii] If (ii) holds, then there exists a graphon \( W \) that is not a.e. constant for which \( \mathcal{P}_s(F; 1/m, \ldots, 1/m) \) holds. Then, by Lemma 4.9[b], there exists an integrable function \( h \) with \( \int_0^1 h \neq 0 \) such that (4.32) holds.

As in the proof of Theorem 2.11, \( \tilde{\Psi}_{F,W}(x_1, \ldots, x_m) \) can be written as \( \Phi_W(x_1, \ldots, x_m) \) for a polynomial \( \Phi \). Then (4.32) is the same as (5.5) and Theorem 5.3(i) holds. By Theorem 5.3 (and its proof) we may assume that \( W \) is a 2-type graphon given by (5.8) for some \( u, v, s \in [0, 1] \), and then Lemma 6.2 and (5.10) show that (5.7) is equivalent to (6.4), and thus (iii) follows.

[iii] \implies [ii] This is similar but simpler. We may assume that \( u, v, s \in [0, 1] \), by multiplying them by a small positive number if necessary. Let \( W \) be the graphon defined by (5.8). Then Lemma 6.2 and (6.1) yield
\[
\tilde{\Psi}_{F,W}(x_1, \ldots, x_m) = a + bk \quad \text{where} \quad k = |\{i : x_i > 1/2\}|,
\]
so (4.32) holds with \( h \) given by (5.9).

We have assumed that \( a \) and \( b \) are not both 0, and thus \( h(x) \) is not identically 0. Furthermore, (4.32) implies \( h(x) \geq 0 \) a.e., and thus \( \int_0^1 h > 0 \). Since \( \tilde{\Psi}_{F,W} \leq 1 \), (4.32) also implies \( \int_0^1 h \leq 1/m \). Hence there exists \( p \in (0, 1] \) with \( p^{e(F)} = m \int_0^1 h \). (Also in the trivial case \( e(F) = 0 \), since then \( \tilde{\Psi}_{F,W} = 1 \).) Lemma 4.9 now shows that \( \mathcal{P}_s(F; 1/m, \ldots, 1/m) \) holds, and since \( W \) is not a.e. constant, this yields [ii].

[iii] \iff [iv] By multiplying (6.4) by \( t^k \) and summing over \( k \), we see that (6.3) is equivalent to
\[
\sum_{A \subseteq V(F)} u^{e_F(A)} v^{e_F(A^c)} s^{e_F(A,A^c)} t^{|A|} = \sum_{k=0}^m \binom{m}{k} (a + bk) t^k, \quad t \in \mathbb{R}. \quad (6.7)
\]
Letting \( t = q/(1 - q) \) and multiplying by \((1 - q)^m\), this is equivalent to
\[
\sum_{A \subseteq V(F)} \mathcal{F}(A) \mathcal{F}(A^c) s \mathcal{F}(A,A^c) q^{|A|}(1 - q)^{m - |A|} = \sum_{k=0}^{m} \binom{m}{k} (a + bk)q^k(1 - q)^{m-k}
\]
where the right hand side equals \( a + bmq \) by an elementary calculation (or by the formula for the mean of a binomial distribution). The equivalence follows.

(iv) \( \iff \) (v): Take \( q = 1/x \), replace \( A \) by \( A^c \) and interchange \( u \) and \( v \) to obtain
\[
\hat{\Lambda}_{F;u,v,s}(x) = x^m \Lambda_{F;u,v,s}(1/x).
\]

Remark 6.4. It follows from the proof that the polynomial \( \Lambda_{F;u,v,s}(q) \) has degree 0, i.e., is a (non-zero) constant \( \iff \) (6.4) holds with \( b = 0 \) \( \iff \) \( \tilde{\Psi}_{F,W}(x_1, \ldots, x_m) = a \) for some (non-zero) \( a \). As shown above in the proof of Theorem 2.11 this happens for some \( u, v, s \geq 0 \), not all equal, only in the trivial case \( e(F) = 0 \). (This is an equivalent way of stating the algebraic part of the proof of Theorem 2.11 but we preferred to give a direct proof above without the present machinery.) Hence, if \( e(F) > 0 \) and (iv) holds, then the degree of \( \Lambda_{F;u,v,s} \) is exactly 1.

Remark 6.5. \( \Lambda_{F;u,v,s}(q) \) is not changed if we add some isolated vertices to \( F \). Hence we may assume that \( F \) has no isolated vertices.

We note that the cases \( k = 0 \) and \( k = m \) of (6.4) simply are
\[
\mathcal{F}(F) = a, \quad \mathcal{F}(F) = a + mb.
\]

In particular, the assumption that not \( a = b = 0 \) means that not \( u = v = 0 \). (This case has to be excluded, for any non-bipartite \( F \), cf. Remark 2.7.)

Moreover, if \( F \) has degree sequence \( d_1, \ldots, d_m \), the cases \( k = 1 \) and \( k = m - 1 \) of (6.4) are
\[
\frac{1}{m} \sum_{i=1}^{m} \mathcal{F}(F) - d_i s d_i = a + b, \quad \frac{1}{m} \sum_{i=1}^{m} \mathcal{F}(F) - d_i s d_i = a + (m - 1)b.
\]

Example 6.6. If \( F = K_2 \), then by (6.5),
\[
\Lambda_{F;u,v,s}(q) = uq^2 + 2sq(1 - q) + v(1 - q)^2 = v + 2(s - v)q + (u + v - 2s)q^2,
\]
which has degree 1 if we choose any distinct \( u \) and \( v \) and let \( s = (u + v)/2 \). Hence Lemma 6.3 shows that \( \hat{P}(K_2; 1/2, 1/2) \) is not quasi-random, as we already know, see Example 2.10.
In this case, $\Psi_{K_2,W}(x_1,x_2) = W(x_1,x_2)$, so Lemma 4.9(b) shows that $\widehat{\mathcal{P}}_s(K_2;1/2,1/2)$ holds if and only if $W(x,y) = h(x) + h(y)$ for some measurable $h : [0,1] \to [0,1]$ with $\int_0^1 h = p/2$, see further Janson [6, Section 9].

**Remark 6.7.** We may add some further conditions on $u,v,s$ in Lemma 6.3(iii). In the trivial case $e(F) = 0$ we can take any $u,v,s$, so let us assume $e(F) > 0$. By Remark 6.4, we then must have $b \neq 0$, so by (6.9)–(6.10), $u \neq v$. Furthermore, we may interchange $u$ and $v$ (and replace $q$ by $1 - q$ in (6.5)), so we may assume $u < v$. In this case, (6.9)–(6.10) yield $b > 0$. By (6.11) and (6.9), this implies $s > v$, and by (6.12) and (6.10), it implies $s < u$. Hence we may assume $v < s < u$.

Suppose $v = 0$. Then $a = 0$ by (6.9). By Remark 6.5 we may assume that $F$ has no isolated vertices. If $d_i < e(F)$ for all $i$, then (6.11) yields $0 = a + b = b$, which is impossible. Hence we must have $d_i = e(F)$ for some $i$, which means that $F$ is a star. In the case of a star with $m = |F| \geq 3$, $v = a = 0$ in (6.11) yields $s^{m-1} = mb$, while (6.10) yields $u^{m-1} = mb$ so $u = s$, a contradiction. Hence $v = 0$ is impossible and we may assume $v > 0$.

(If $m = 2$, so $F = K_2$, $v = 0$ is possible, but we may choose any $v > 0$ and $u > v$ by Example 6.6.)

Consequently, it suffices to consider distinct $u,v,s > 0$, and we may assume $0 < v < s < u$ (or, by symmetry, $0 < u < s < v$).

Furthermore, the equations (6.4) are homogeneous in $(u,v,s)$, so we may assume that any given of them equals 1; for example, we may assume $v = 1$, which implies $a = 1$ by (6.9).

7. **Completing the proof of Theorem 2.12**

We say that a graph $F$ is **good** if, for every $p \in (0,1]$, $\widehat{\mathcal{P}}(F;1/m,\ldots,1/m)$ is $p$-quasi-random; otherwise $F$ is **bad**. In this terminology, Lemma 6.3 says (using Remark 6.7) that $F$ is bad if and only if there exist distinct $u,v,s > 0$ such that (6.4) holds, or, equivalently, that $\Lambda_{F;u,v,s}(q)$ in (6.5) has degree at most 1.

An empty graph, i.e., a graph $F$ with $e(F) = 0$, is trivially bad; in this case (6.5) yields $\Lambda_{F;u,v,s}(q) = 1$, so $\Lambda_{F;u,v,s}$ has degree 0. By Remark 6.4, this is the only case when $\deg(\Lambda_{F;u,v,s}) = 0$.

The single edge $K_2$ is also bad, see Examples 2.10 and 6.6. More generally, any graph $F$ with $e(F) = 1$ is bad by Remark 6.5.

**Conjecture 2.13** says that all other graphs are good. We proceed to verify this in the cases given in Theorem 2.12.

**Example 7.1** (regular graphs). Suppose that $F$ is $d$-regular for some $d \geq 1$, and that $m = |F| \geq 3$. (This includes the case $K_m$, $m \geq 3$, considered by [5].) Then $e(F) = dm/2$. 

We use only (6.9)–(6.12); if we further simplify by assuming \( v = a = 1 \), as we may by Remark 6.7, we obtain, from (6.10)–(6.12),
\[
\begin{align*}
u^{dm/2} &= 1 + mb, \\
s^d &= 1 + b, \\
u^{d(m-2)/2}s^d &= 1 + (m-1)b,
\end{align*}
\]
and thus
\[
(1 + (m-1)b)^m = (1 + mb)^{m-2}(1 + b)^m.
\]
However, the function
\[
h(x) := (m - 2)\log(1 + mx) + m\log(1 + x) - m\log(1 + (m - 1)x)
\]
(defined for \( x > -1/m \)) has derivative
\[
h'(x) = \frac{m(m - 1)(m - 2)x^2}{(1 + x)(1 + (m - 1)x)(1 + mx)} > 0
\]
for \( x > -1/m \) with \( x \neq 0 \), and thus \( h(x) \) is strictly increasing on \((-1/m, \infty)\) and \( h(x) \neq h(0) = 0 \) for \( x \neq 0 \), which shows that (7.4) implies \( b = 0 \), and thus \( s = u = 1 = v \) by (7.1)–(7.3), a contradiction. Consequently, there are no \( u, v, s \) satisfying the conditions and thus \( F \) is good.

**Example 7.2** (stars). Suppose that \( F \) is a star \( K_{1,m-1} \). Let \( A \subseteq V(F) \) and let \( k := |A| \). If \( A \) contains the centre of \( F \), then \( e_F(A) = k - 1, e_F(A^c) = 0 \) and \( e_F(A, A^c) = m - k \); otherwise, \( e_F(A) = 0, e_F(A^c) = m - k - 1 \) and \( e_F(A, A^c) = k \). It follows from (6.6) and the binomial theorem that
\[
\hat{\Lambda}_{F;u,v,s}(x) = (x - 1)(u(x - 1) + s)^{m-1} + (s(x - 1) + v)^{m-1}.
\]

Assume \( m \geq 3 \), and that \( F \) is bad. Then, by Lemma 6.3[v] and Remark 6.7, there exist distinct \( u, v, s > 0 \) such that \( \hat{\Lambda}_{F;u,v,s}(x) \) is divisible by \( x^{m-1} \). In particular,
\[
0 = \hat{\Lambda}_{F;u,v,s}(0) = -(s - u)^{m-1} + (v - s)^{m-1}.
\]
Hence \( (s - u)^{m-1} = (v - s)^{m-1} \) and thus \( |s - u| = |v - s| \), and since \( u, v, s \) are real, \( s - u = \pm(v - s) \). However, we assume \( u \neq v \) and thus \( s - u \neq s - v \). Consequently, \( s - u = v - s \).

We may further assume \( s = 1 \), and thus \( u = 1 - y \) and \( v = 1 + y \) for some \( y \neq 0 \). Thus, by (7.7),
\[
\hat{\Lambda}_{F;u,v,s}(x) = (x - 1)((1 - y)x + y)^{m-1} + (x + y)^{m-1}.
\]
Since \( m \geq 3 \), \( \hat{\Lambda}_{F;u,v,s}(x) \) is divisible by \( x^2 \), so the derivative \( \hat{\Lambda}_{F;u,v,s}'(0) = 0 \). Hence,
\[
0 = \hat{\Lambda}_{F;u,v,s}'(0) = y^{m-1} - (m - 1)(1 - y)y^{m-2} + (m - 1)y^{m-2}
= my^{m-1} \neq 0.
\]
This is a contradiction, which shows that \( F = K_{1,m-1} \) is good when \( m \geq 3 \). (For \( m = 2 \), \( K_{1,1} = K_2 \) is bad, as remarked above.)
Example 7.3 (disconnected graphs). Suppose that $F = \bigcup_{i=1}^k F_i$ is disconnected with components $F_1, \ldots, F_k$. It follows easily from (6.5) that then

$$\Lambda_{F;u,v,s}(q) = \prod_{i=1}^k \Lambda_{F_i;u,v,s}(q).$$

(7.11)

A component $F_i$ with $|F_i| = 1$ has $\Lambda_{F_i;u,v,s}(q) = 1$ and can be ignored, as said in Remark 6.5. On the other hand, if $|F_i| \geq 2$, and thus $e(F_i) > 0$, then by Remark 6.4, $\Lambda_{F_i;u,v,s}(q)$ has degree at least 1 whenever $u, v, s \geq 0$ are not all equal. Consequently, if there are at least 2 components with more than one vertex, then $\Lambda_{F;u,v,s}(q)$ has degree at least 2, and thus $F$ is good.

This ends our (short) list of classes of graphs that are known to be good, and completes the proof of Theorem 2.12. We can give further examples of individual small good graphs $F$ as follows.

Example 7.4 (computer algebra). Fix a graph $F$ and consider again the four equations (6.9)–(6.12). If we set $s = 1$ (see Remark 6.7), we can eliminate $a$ and $b$ and obtain the two equations

$$\sum_{i=1}^m u^{e(F)} - d_i = (m - 1)u^{e(F)} + v^{e(F)},$$

(7.12)

$$\sum_{i=1}^m v^{e(F)} - d_i = u^{e(F)} + (m - 1)v^{e(F)}.$$  

(7.13)

Since these are two polynomial equations in two unknowns, there are plenty of complex solutions $(u, v)$. However, if $F$ is bad, then by Lemma 6.3 and Remark 6.7 there exists a solution with $0 < u < 1 < v$, and by symmetry another solution with $0 < v < 1 < u$. Using computer algebra (in our case Maple), we can check this by writing (7.12)–(7.13) as $f_1(u, v) = 0$ and $f_2(u, v) = 0$ and then computing the resultant $R(u)$ of $f_1(u, v)$ and $f_2(u, v)$ as polynomials in $v$. Then the roots of $R(u)$ are exactly the values $u$ such that (7.12)–(7.13) have a solution $(u, v)$ for some $v$. Hence, if $F$ is bad, then $R(u)$ has at least one root in the interval $(0, 1)$ and at least one root in $(1, \infty)$. Consequently, if we compute the number of roots of $R(u)$ in $(0, 1)$ and in $(1, \infty)$ (by Sturm’s theorem, this can be done using exact integer arithmetic), and one of these numbers is 0, then $F$ is good. (Assuming that the computer calculations are done with enough accuracy. It might be possible to find an algorithm using exact arithmetic to test whether (7.12) and (7.13) have a common solution in $(0, 1) \times (1, \infty)$, but we have not investigated that.)

We give some explicit examples where this method succeeds.
Example 7.5 (paths). The path $P_2 = K_2$ is bad, and the path $P_3 = K_{1,2}$ is good by Example 7.2. For $F = P_1$ we have $m = 4$, $e(F) = 3$ and the degree sequence 1, 2, 2, 1. The equations (7.12)–(7.13) are $2u + 2u^2 = 3u^3 + v^3$ and $2v + 2v^2 = u^3 + 3v^3$, and the resultant $R(u) = -512 u^9 + 1152 u^8 + 288 u^7 - 1872 u^6 + 288 u^5 + 976 u^4 - 112 u^3 - 192 u^2 - 16 u$. In this case, $R(u)$ has no roots in $(0, 1)$, so $P_1$ is good.

For $P_3$, the resolvent $R(u)$ (now of degree 16) has a single root in $(0, 1)$, but no root in $(1, \infty)$, so $P_3$ is good. (As an illustration, the root in $(0, 1)$ is $u = 0.23467\ldots$; for this root, (7.12) and (7.13) have a common root $v = -0.65039\ldots$, but no common root in $(1, \infty)$.)

We have investigated $P_m$ for $4 \leq m \leq 20$, and the same pattern holds: For even $m$, the resolvent has no root in $(0, 1)$ (but one root in $(0, \infty)$). For odd $m$, the resolvent has no root in $(1, \infty)$ (but one root in $(0, 1)$). In both cases, $P_m$ is good.

We conjecture that this pattern holds for all $m \geq 4$.

Example 7.6 (Graphs of size $|F| = 4$). Of the 9 graphs with $m = |F| = 4$ and $e(F) > 1$, 3 are disconnected (Example 7.1), 2 more are regular (Example 7.1), 1 is a star (Example 7.2), and 1 is a path (Example 7.5). The two remaining ones have degree sequences $(3, 2, 2, 1)$ and $(3, 3, 2, 2)$. In both cases, the resolvent $R(u)$ has no root in $(0, 1)$. Thus every $F$ with $|F| = 4$ and $e(F) > 1$ is good.

Example 7.7 (complete bipartite graphs). We have used the method in Example 7.4 to verify that the complete bipartite graphs $K_{2,n}$ ($n \leq 8$), $K_{3,n}$ ($n \leq 7$), $K_{4,n}$ ($n \leq 5$) are good. In all cases, the resolvent $R(u)$ lacks roots in either $(0, 1)$ or $(1, \infty)$, and sometimes in both. (For example, for $K_{2,n}$, there is no root in $(1, \infty)$ for any $n \leq 8$, and a root in $(0, 1)$ only for $n = 4$ and $n = 8$. It is not clear whether this extends to larger $n$.)

Remark 7.8. We have so far not found any example with $e(F) > 1$ where the method in Example 7.4 fails. We thus guess that if $e(F) > 1$, then (7.12)–(7.13) have no common root with $0 < u < 1$ and $1 < v < \infty$. (Equivalently, (6.9)–(6.11) have no common root with $0 < u < s < v$.) However, note that even if there is a graph $F$ for which this fails, $F$ still may be good since, if $m > 3$, there are $m - 3$ more equations (6.4) that have to be satisfied, which seems very unlikely. In Examples 7.4, 7.7 we consider only the equations that only depend on the degree sequence.

8. More parts than vertices

Shapira and Yuster [13] and Huang and Lee [5] considered also (for $F = K_m$) the case of a partition $U_1, \ldots, U_r$ of $V(G_n)$ with $r > m$, where they count the number of copies of $K_m$ with at most one vertex in each part $U_i$.

We can extend this to arbitrary graphs $F$ (as in [5, Question 5.1]). In our notation this is the same as considering (counting labelled copies and
and we define the property \( \tilde{P}(F; \alpha_1, \ldots, \alpha_r) \) for a sequence \( (G_n) \) to mean
\[
\sum_{i_1 < \cdots < i_m \leq r} \tilde{N}(F, G_n; U_{i_1}, \ldots, U_{i_m}) = p^{e(F)} \sum_{i_1 < \cdots < i_m \leq r} \prod_{j=1}^m |U_{i_j}| + o(|G_n|^m)
\]
for all disjoint subsets \( U_1, \ldots, U_r \) of \( V(G_n) \) with \( |U_{i_j}| = |\alpha_j| |G_n| \), \( 1 \leq i \leq r \).

(For \( r = m \), this yields the same property as before.)

In the case \( 0 < p < 1 \), \( r \geq m \geq 3 \), \( F = K_m \) and \( \sum_{i=1}^r \alpha_i = 1 \). Shapira and Yuster \[13\] \((\alpha_1, \ldots, \alpha_r) \neq (1/r, \ldots, 1/r)\) and Huang and Lee \[8\] \((\alpha_1, \ldots, \alpha_r) = (1/r, \ldots, 1/r)\) showed that this property is \( p \)-quasi-random. We can extend this as follows.

**Theorem 8.1.** Let \( F \) be a graph with \( e(F) > 0 \), and let \( 0 < p \leq 1 \). Further, let \((\alpha_1, \ldots, \alpha_r)\) be a vector of positive numbers of length \( r \geq m = |F| \) with \( \sum_{i=1}^r \alpha_i \leq 1 \). If either \((\alpha_1, \ldots, \alpha_r) \neq (1/r, \ldots, 1/r)\) or \( F \) is as in Theorem \[2.12\] then \( \tilde{P}(F; \alpha_1, \ldots, \alpha_r) \) is a \( p \)-quasi-random property.

**Proof.** The case \((\alpha_1, \ldots, \alpha_r) = (1/r, \ldots, 1/r)\) is simple; in this case (and more generally when all \( \alpha_i \) are equal), it is easy to see that \( \tilde{P}(F; \alpha_1, \ldots, \alpha_r) \) is the same as \( \tilde{P}(F_1; \alpha_1, \ldots, \alpha_r) \), where \( F_1 \) is the graph with \( r \) vertices obtained by adjoining \( r - m \) isolated vertices to \( F \); by Lemma \[6.3\] and Remark \[5.3\] this property is \( p \)-quasi-random if and only if \( \tilde{P}(F; 1/m, \ldots, 1/m) \) is, so the result in this case is equivalent to Theorem \[2.12\].

In general, we note first that Lemmas \[3.1\] and \[3.3\] extend (with the same proofs) and show that it is equivalent to consider the property of graphons
\[
\sum_{i_1 < \cdots < i_m} \int_{A_1 \times \cdots \times A_m} \tilde{\Psi}_{F,W}(x_{i_1}, \ldots, x_{i_m}) = p^{e(F)} \sum_{i_1 < \cdots < i_m} \prod_{j=1}^m \lambda(A_{i_j})
\]
for all disjoint subsets \( A_1, \ldots, A_r \) of \([0, 1]\) with \( \lambda(A_{i_j}) = \alpha_{i_j} \).

Assume this and define
\[
\tilde{\Psi}_{F,W}(x_1, \ldots, x_r) := \sum_{i_1 < \cdots < i_m \leq r} \tilde{\Psi}_{F,W}(x_{i_1}, \ldots, x_{i_m}) \prod_{j \notin \{i_1, \ldots, i_m\}} \alpha_k^{-1}.
\]

Then \(8.3\) can be written
\[
\int_{A_1 \times \cdots \times A_r} \tilde{\Psi}_{F,W}(x_1, \ldots, x_r) = p^{e(F)} \sum_{i_1 < \cdots < i_m} \prod_{j=1}^m \alpha_{i_j}
\]
for all such subsets \( A_1, \ldots, A_r \). Suppose now \((\alpha_1, \ldots, \alpha_r) \neq (1/r, \ldots, 1/r)\). Then Lemma \[4.6\] applies (to \( \tilde{\Psi}_{F,W} - \gamma \) for a suitable constant \( \gamma \)) and shows that \( \tilde{\Psi}_{F,W}(x_1, \ldots, x_r) \) is a.e. constant. Hence, if \( n_1, \ldots, n_m \) are integers, not
all 0, then thus the Fourier coefficient $(\tilde{\Psi}_{F,W}^r)^{(n_1,\ldots,n_m,0,\ldots,0)} = 0$. However, it follows easily from (8.4) and symmetry that this Fourier coefficient is a positive multiple of the Fourier coefficient $(\tilde{\Psi}_{F,W})^{(n_1,\ldots,n_m)}$. Hence $(\tilde{\Psi}_{F,W})(n_1,\ldots,n_m) = 0$ when $(n_1,\ldots,n_m) \neq (0,\ldots,0)$, and thus $\tilde{\Psi}_{F,W}$ is a.e. constant; it follows from (8.3) that the constant must be $p^r(F)$. By the proof of Theorem 2.11 (or by Lemma 4.9 and Theorem 2.11), this implies $W = p$ a.e. Consequently, (8.3) for disjoint $A_1,\ldots,A_r$ with $\lambda(A_i) = \alpha_i$ is a $p$-quasi-random property, and thus so is $\tilde{\mathcal{P}}(F;\alpha_1,\ldots,\alpha_r)$.

**Example 8.2** (multicuts). Consider the case $F = K_2$. Then the sum (8.1) is the number of edges with endpoints in two different sets $U_i$ and $U_j$; we can call this a multicut. By Theorem 8.1, as proved already by Shapira and Yuster [13] (see also Huang and Lee [5]), the corresponding multicut property $\tilde{\mathcal{P}}(K_2;\alpha_1,\ldots,\alpha_r)$ is a $p$-quasi-random property for any $(\alpha_1,\ldots,\alpha_r) \neq (1/r,\ldots,1/r)$. However, $\tilde{\mathcal{P}}(K_2;1/r,\ldots,1/r)$ is not $p$-quasi-random, which is shown by the same counterexamples as for the case $r = 2$ in Example 6.6.

If Conjecture 2.13 holds, then $\tilde{\mathcal{P}}(K_2;1/r,\ldots,1/r)$ is essentially the only case when $\tilde{\mathcal{P}}(F;\alpha_1,\ldots,\alpha_r)$ is not $p$-quasi-random.

9. Less parts than vertices

As said in Remark 2.20, it is interesting to study the subgraph counts $N(F,G;U_1,\ldots,U_m)$ and $\tilde{N}(F,G;U_1,\ldots,U_m)$ also in situations with other restrictions on the subsets $U_1,\ldots,U_m$ than the ones considered above. In particular, we may consider the case when the sets $U_i$ may be repeated, but otherwise are disjoint. (We may also consider even more general situations when sets $U_i$ may overlap partly in some prescribed ways, but that will not be treated here.) This suggests the following general formulation:

Let $r \geq 1$ and let $m_1,\ldots,m_r$ be given non-negative integers with $m_1 + \cdots + m_r = m = |F|$, and consider for a sequence of disjoint subsets $U_1,\ldots,U_r$ of $V(G)$, the following three subgraph counts:

(i) $N(F,G;U_1^{m_1},\ldots,U_r^{m_r})$, defined as $N(F,G;U_1,\ldots,U_r)$ where the subset $U_i$ is repeated $m_i$ times. (For a given labelling of $F$,)

(ii) $\tilde{N}(F,G;U_1^{m_1},\ldots,U_r^{m_r})$, defined as the average of $N(F,G;U_1^{m_1},\ldots,U_r^{m_r})$ over all labellings of $F$. This equals, up to the constant symmetry factor $|\text{aut}(F)|\prod_i m_i!$ the number of copies of $F$ in $G$ that have exactly $m_i$ vertices in $U_i$. (For each such copy of $F$, there are $\prod_i m_i!$ labellings of $F$ for which it is counted, and the total number of labellings of $F$ is $m!/|\text{aut}(F)|$.)

(iii) $\tilde{N}(F,G;U_1,\ldots,U_r;m_1,\ldots,m_r)$ defined as the further average of $\tilde{N}(F,G;U_1^{m_1},\ldots,U_r^{m_r})$ over all permutations of $m_1,\ldots,m_r$.

We then define properties $\mathcal{P}_{m_1,\ldots,m_r}(F;\alpha_1,\ldots,\alpha_r)$, $\tilde{\mathcal{P}}_{m_1,\ldots,m_r}(F;\alpha_1,\ldots,\alpha_r)$ and $\tilde{\mathcal{P}}_{m_1,\ldots,m_r}(F;\alpha_1,\ldots,\alpha_r)$ in analogy with Definition 2.8 considering all
families of disjoint \( U_1, \ldots, U_r \) with \(|U_i| = |\alpha_i|G_n|\). If \( F = K_m \), then \( \tilde{N} = N \) and thus \( \mathcal{P}_{m_1, \ldots, m_r} = \tilde{\mathcal{P}}_{m_1, \ldots, m_r} \), but in general we do not know any implication, cf. Remark 2.14.

**Example 9.1.** Note first that this formulation includes the problems studied earlier in the paper:

(a) For \( r = m \) and \( m_1 = \cdots = m_r = 1 \), we recover the main subject of the paper, see Section 2 (In this case, \( \tilde{N} = N \)).

(b) For \( r > m \) and \( m_i = 1 \) for \( 1 \leq i \leq m \), \( m_i = 0 \) for \( m + 1 \leq i \leq r \), \( \tilde{N} \) equals, up to an unimportant constant factor, the sum (8.1) studied in Section 8. Thus \( \tilde{P}_{m_1, \ldots, m_r}(F; \alpha_1, \ldots, \alpha_r) = \tilde{\mathcal{P}}(F; \alpha_1, \ldots, \alpha_r) \).

(c) For \( r = 1 \) (and thus \( m_1 = m \)), we consider \( N(F; G; U, \ldots, U) \) as in Simonovits and Sós [13] (where \(|U| \) is unspecified, see Theorem 2.5), Shelah [11] and Yuster [19].

The new case of main interest in the formulation above is thus \( 1 < r < m \), with \( 2 \leq m_i < m \) for some \( i \); thus some set \( U_i \) is repeated, but all are not equal. In the remainder of this section, we consider a simple, but hopefully typical, example of this, viz. \( m = 3 \), \( r = 2 \) and \( (m_1, m_2) = (2, 1) \).

Thus, assume that \( m = |F| = 3 \). For \( \alpha, \beta > 0 \) with \( \alpha + \beta \leq 1 \), the properties \( \mathcal{P}_{3,1}(F; \alpha, \beta) \) and \( \tilde{\mathcal{P}}_{3,1}(F; \alpha, \beta) \) mean that (2.3) and (2.4), respectively, hold for all \( U_1, U_2, U_3 \) with \( U_1 = U_2 \) but disjoint from \( U_3 \), and \(|U_1| = |\alpha|G_n|\), \(|U_3| = |\beta|G_n|\). In the case \( \alpha + \beta = 1 \), we can equivalently assume that \( U_1 = U_2 = U \) and \( U_3 = V(G_n) \setminus U \) with \(|U| = |\alpha|G_n|\). (For \( F = K_3 \), this means that we count triangles crossing the the cut \((U, V(G_n) \setminus U)\), with exactly two vertices in \( U \)). Are these properties \( p \)-quasi-random?

The analogue of Lemma 3.1 holds, and thus we can as in Lemma 3.4 transfer the problem to graphons and the properties defined by (3.5) or (3.6) for all \( A_1, A_2, A_3 \) with \( A_1 = A_2 \) and disjoint from \( A_3 \), and \( \lambda(A_1) = \alpha \), \( \lambda(A_3) = \beta \).

Consider first \( \tilde{P}_{2,1}(F; \alpha, \beta) \). In the case \( \alpha + \beta < 1 \), we have the following results, similar to the ones above.

**Lemma 9.2.** Let \( \alpha, \beta > 0 \) with \( \alpha + \beta < 1 \). Suppose that \( f : [0, 1]^3 \rightarrow \mathbb{C} \) is a symmetric integrable function such that

\[
\int_{A \times A \times B} f = 0 \tag{9.1}
\]

for all disjoint subsets \( A \) and \( B \) of \([0, 1]\) such that \( \lambda(A) = \alpha \) and \( \lambda(B) = \beta \). Then

\[
f(x_1, \ldots, x_m) = 0 \quad a.e. \tag{9.2}
\]

**Proof.** A minor variation of the proof of Lemma 4.6 using Janson [6, Lemma 7.6]. We omit the details. \( \square \)

**Theorem 9.3.** Let \( F \) be a graph with \(|F| = 3 \) and \( e(F) > 0 \), let \( \alpha, \beta > 0 \) with \( \alpha + \beta < 1 \) and let \( 0 < p \leq 1 \). Then \( \tilde{P}_{2,1}(F; \alpha, \beta) \) is a quasi-random property.
Proof. Using Lemma 9.2 we argue as in the proof of Theorem 2.11 in Section 6.

The case \( \alpha + \beta = 1 \), and thus \( B = A^c \) in (9.1), is more intricate, and therefore more interesting. We note first that the counterexample in Lemma 4.2 shows that Lemma 9.2 does not hold for \( \alpha = 1 - \beta = 2/3 \). In fact, if
\[
\int_{A \times A \times A^c} f(x_1, x_2, x_3) = 2\alpha(1 - \alpha) \int_A g + \alpha^2 \int_{A^c} g
\]
\[
= 2\alpha(1 - \alpha) \int_A g - \alpha^2 \int_A g = \alpha(2 - 3\alpha) \int_A g, \tag{9.3}
\]
which vanishes for every such \( A \) if \( \alpha = 2/3 \).

Moreover, there is another counterexample for \( \alpha = 1 - \beta = 1/3 \): Now consider \( f(x_1, x_2, x_3) = g(x_1, x_2) + g(x_1, x_3) + g(x_2, x_3) \) for a symmetric function \( g \) on \([0, 1]^2\) such that \( \int_0^1 g(x, y) \, dy = 0 \) for every \( x \). Then
\[
\int_{A \times A \times A^c} f(x_1, x_2, x_3) = (1 - \alpha) \int_{A^2} g + 2\alpha \int_{A \times A^c} g
\]
\[
= (1 - \alpha) \int_{A^2} g - 2\alpha \int_{A^2} g = (1 - 3\alpha) \int_{A^2} g, \tag{9.4}
\]
which vanishes if \( \alpha = 1/3 \).

We conjecture that these are the only counterexamples.

**Conjecture 9.4.** Let \( \alpha \in (0, 1) \) and suppose that \( f : [0, 1]^3 \to \mathbb{C} \) is a symmetric integrable function such that \( \int_{A \times A \times A^c} f = 0 \) for every \( A \subset [0, 1] \) with \( \lambda(A) = \alpha \).

(i) If \( \alpha \notin \{1/3, 2/3\} \), then \( f = 0 \) a.e.
(ii) If \( \alpha = 1/3 \), then \( f(x_1, x_2, x_3) = g(x_1, x_2) + g(x_1, x_3) + g(x_2, x_3) \) a.e. for a symmetric function \( g \) on \([0, 1]^2\) such that \( \int_0^1 g(x, y) \, dy = 0 \) for every \( x \).
(iii) If \( \alpha = 2/3 \), then \( f(x_1, x_2, x_3) = g(x_1) + g(x_2) + g(x_3) \) a.e. for a function \( g \) on \([0, 1]\) such that \( \int_0^1 g(x) \, dx = 0 \).

We leave this (and extensions to \( m > 3 \)) as an open problem. Note that if this conjecture holds, then Theorem 9.3 holds also for \( \alpha + \beta = 1 \), provided \( \alpha \neq 1/3, 2/3 \), by the same proof as above. For \( \alpha = 1 - \beta = 2/3 \) we would have the same situation as in Lemmas 4.3 and 6.3 from the discussion in Section 7 follows that Theorem 9.3 would hold if \( e(F) \geq 2 \) (\( P_2 \) or \( K_3 \)), but not for \( e(F) \leq 1 \) (\( K_2 \cup K_1 \) and the trivial empty graph \( K_1 \cup K_1 \cup K_1 \)). (Recall that we only consider \( m = 3 \), as an example.)

For \( \alpha = 1 - \beta = 1/3 \), even if the conjecture holds, it would lead to further open problems: First, is there an analogue of Theorems 5.2 and 5.3 for this case, showing that if the property is not quasi-random, then there is a 2-type graphon counterexample? (This seems likely if Conjecture 9.4 holds, using a suitable analogue of Lemma 5.3 for this case.) Secondly, analysis.
of a possible 2-type graphon counterexample would lead to a different algebraic problem than the one in Section 6; we leave the formulation and investigations of this as another open problem.

**Problem 9.5.** Solve these problems for the case $\beta = 1 - \alpha$, with particular attention to the cases $\alpha = \frac{1}{3}$ and $\frac{2}{3}$, in particular for $F = K_3$ (crossing triangles). Moreover, consider extensions for $m > 3$.

**Remark 9.6.** Note that the set of functions satisfying the condition of Lemma 4.1, 4.3 or 9.2, or Conjecture 9.4, is invariant under all measure preserving bijections of $[0,1]$. This suggest the following approach, where we consider only square integrable functions so that we can use Hilbert space theory. Let, for $0 \leq k \leq m$, $H_{s,k}^{m,k}$ be the subspace of $L^2([0,1]^m)$ consisting of all functions $f$ such that the Fourier coefficient $\hat{f}(n_1, \ldots, n_m)$ vanishes unless exactly $k$ indices $n_1, \ldots, n_m$ are non-zero. (In particular, $H_{s,0}^{m,0}$ is the space of constant functions.) Let further $L^2_s([0,1]^m)$ be the subspace of symmetric functions in $L^2([0,1]^m)$, and let $H_{s,k}^{m,k} := H_{s,k}^{m,k} \cap L^2_s([0,1]^m)$. Then

$$L^2_s([0,1]^m) = \bigoplus_{k=0}^{m} H_{s,k}^{m,k} \quad (9.5)$$

and each subspace $H_{s,k}^{m,k}$ is invariant under measure preserving bijections of $[0,1]$. We conjecture that every closed subspace of $L^2_s([0,1]^m)$ invariant under all measure preserving bijections of $[0,1]$ is of the form $\bigoplus_{k \in A} H_{s,k}^{m,k}$ for some set $A \subseteq \{0, \ldots, m\}$.

If this holds, it is easy to verify Conjecture 9.4.

In support of this conjecture, note that a discrete analogue holds: Let $N \geq m > 0$ and consider the set $X_{N,m}$ of $m$-tuples of distinct elements of $[N]$. If $N \geq 2m$, then the natural representation of the symmetric group $S_N$ in the $\binom{N}{m}$-dimensional space of all symmetric functions on $X_{N,m}$ has $m+1$ irreducible components, which correspond to the sets $H_{s,k}^{m,k}$ above. (This is easily verified by a calculation with the characters of these representations. We omit the details.)

Finally, for the property $P_{2,1}(F; \alpha, \beta)$, for a directed graph $F$ with $|F| = 3$, we have the same problems as before (unless $F = K_3$), see Remark 2.14. Consider for example $F = P_3$. We may note that in Lemma 9.2 it suffices that $f$ is symmetric in the first two variables; this implies by the argument above that if $F = P_3$ with the central vertex labelled 3, then $P_{2,1}(F; \alpha, \beta)$ is quasi-random (since then $\Psi_{F,W}$ is symmetric in the first two variables). However, this argument fails for the other labellings of $P_3$. The case $\alpha + \beta = 1$ seems even more complicated.

**Problem 9.7.** Is $P_{2,1}(P_3; \alpha, \beta)$ a quasi-random property for any $\alpha, \beta > 0$ with $\alpha + \beta < 1$, for any labelling of $P_3$? Does this hold for $\alpha + \beta = 1$?
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