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Abstract. We will investigate the following question: what can be the maximum number of independent functional dependencies in a database of \( n \) attributes, that is the maximum cardinality of a system of dependencies which do not follow from the Armstrong axioms and none of them can be derived from the remaining ones using the Armstrong axioms. An easy and for long time believed to be the best construction is the following: take the maximum possible number of subsets of the attributes such that none of them contains the other one (by the wellknown theorem of Sperner [8] their number is \( \binom{n}{n/2} \)) and let them all determine all the further values. However, we will show by a specific construction that it is possible to give more than \( \binom{n}{n/2} \) independent dependencies (the construction will give \( 1 + \frac{1}{n^2} \binom{n}{n/2} \)) of them) and — on the other hand — the upper bound is \( 2^n - 1 \), which is roughly \( \sqrt{n} \binom{n}{n/2} \).

1 Introduction

Results obtained during database design and development are evaluated on two main criteria: completeness of and unambiguity of specification. Completeness requires that all constraints that must be specified are found. Unambiguity is necessary in order to provide a reasoning system. Both criteria have found their theoretical and pragmatical solution for most of the known classes of constraints. Completeness is, however, restricted by the human ability to survey large constraint sets and to understand all possible interactions among constraints.

* The work was supported by the Hungarian National Foundation for Scientific Research grant numbers T037846 and AT048826.
Many database theory and application problems (e.g., data search optimization, database design) are substantially defined by the complexity of a database, i.e., the size of key, functional dependency, and minimal key systems. Most of the known algorithms, e.g., for normalization, use the set of all minimal keys or non-redundant sets of dependencies. Therefore, they are dependent on the cardinality of these sets. The maintenance complexity of a database depends on how many integrity constraints are under consideration. Therefore, if the cardinality of constraint sets is large, then maintenance becomes infeasible. (Two-tuple constraints such as functional dependencies require $O(m^2)$ two-tuple comparisons for relations with $m$ elements.) Furthermore, they indicate whether algorithms are of interest for practical purposes, since the complexity of most known algorithms is measured by the input length. For instance, algorithms for constructing a minimal key are bound by the maximal number of minimal keys. The problem of deciding whether there is a minimal key with at most $k$ attributes is NP-complete. The problem of deciding whether two sets of functional dependencies are equivalent is polynomial in the size of the two sets.

Therefore, the database design process may only be complete if all integrity constraints that cannot be derived by those that have already been specified have been specified. Such completeness is not harmful as long as constraint sets are small. The number of constraints may however be exponential in the number of attributes [2]. Therefore, specification of the complete set of functional dependencies may be a task that is infeasible. This problem is closely related to another well-known combinatoric problem presented by Janos Demetrovic during MFDBS’87 [9] and that is still only partially solved:

**Problem 1.** How big the number of independent functional dependencies of an $n$-ary relation schema can be?

Let $R$ be a relational database model, and $X$ denote the set of attributes. We say that (for two subsets of attributes $A$ and $B$) $A \rightarrow B$, that is, $B$ functionally depends on $A$, if in the database $R$ the values of the attributes in $A$ uniquely determine the values of the attributes in $B$. In case a some functional dependencies $\mathcal{F}$ given, the closure of $\mathcal{F}$, usually denoted by $\mathcal{F}^+$, is the set of all functional dependencies that may be logically derived from $\mathcal{F}$. E.g., $\mathcal{F}$ may be considered the obvious and important functional dependencies (like mother’s name and address uniquely determine the name of a person) and then the closure, $\mathcal{F}^+$ is the set of all dependencies that can be deduced from $\mathcal{F}$.

The set of rules that are used to derive all functional dependencies implied by $\mathcal{F}$ were determined by Armstrong in 1974 and are called the Armstrong axioms. These rules are easily seen to be necessary and all other natural rules can be derived from them. They are the following:

- **Reflexivity rule** if $A$ is a set of attributes and $B$ a subset of it, then $A \rightarrow B$.
- **Augmentation rule** If $A \rightarrow B$ holds and $C$ is an arbitrary set of attributes, then $A \cup C \rightarrow B \cup C$ holds as well.
- **Transitivity rule** If $A \rightarrow B$ and $B \rightarrow C$ hold, then $A \rightarrow C$ holds as well.
Let us mention here, that though there are further natural rules of the dependencies, the above set is complete, that is \( F^+ \) can always be derived from \( F \) using only the above three axioms. For example, union rule, that is, the natural fact that \( A \rightarrow B \) and \( A \rightarrow C \) imply \( A \rightarrow B \cup C \) can be derived by augmenting \( A \rightarrow C \) by \( A (A \rightarrow A \cup C) \), augmenting \( A \rightarrow B \) by \( C (A \cup C \rightarrow B \cup C) \) and using transitivity for the resulting rules: \( A \rightarrow A \cup C \rightarrow B \cup C \).

In this paper we will investigate the maximum possible number of independent functional dependencies of a database of \( n \) attributes. That is, the maximum of \( F \), where it is a system of independent, non-trivial dependencies (\( A \rightarrow B \) where \( B \subset A \) are not in \( F \)) and no element of \( F \) can be logically derived from the other elements of \( F \). In this case we will call \( F \) independent.

Introduce the following useful notations: \([n] = \{1, 2, \ldots, n\}\). The family of all \( k \)-element subsets of \([n]\) is

\[
\binom{[n]}{k}.
\]

For the sake of simplicity we will denote the \( i^{th} \) attribute by \( i \).

It is clear that \( A \rightarrow C \) and \( B \rightarrow C \) can not be in \( F \) for a pair of subsets \( A \subset B \) since then \( B \rightarrow C \) would be logically obtained by another given dependency \( (A \rightarrow C) \), reflexivity \( (A \subset B \implies B \rightarrow A) \) and transitivity \( (B \rightarrow A \rightarrow C \implies B \rightarrow C) \). On the other hand, it is easy to see if we have a system of independent subsets of the attributes (that is, none of them containing the other one) and assume that all of them imply the whole set of attributes, this system of dependencies will be independent. This leads to the natural construction of a large set of independent dependencies by taking the maximum number of incomparable subsets of attributes, which is by Sperner’s theorem [8] equal to \( \binom{n}{\lfloor n/2 \rfloor} \) and let the whole set of attributes depend on all of them. This would give a set of dependencies of cardinality \( \binom{n}{\lfloor n/2 \rfloor} \). On the other hand, it is easy to see that if \( F \) only consists of dependencies \( A \rightarrow B \) with \( |A| = k \) for a given constant \( k \) and for every such an \( A \subset X \) there is at most one element of \( F \) of the form \( A \rightarrow B \), then \( F \) is independent (a more detailed version of this argument will be given in the proof of Lemma 4). That is, the above construction will give an independent set of dependencies and a lower bound of \( \binom{n}{\lfloor n/2 \rfloor} \).

However, as it will be shown by the construction of the next section, this is not the best possible bound, we can enlarge it. Still the best known lower bound is of the magnitude of \( \binom{n}{\lfloor n/2 \rfloor} \) (smaller than \( c\binom{n}{\lfloor n/2 \rfloor} \) for any constant \( c > 1 \), while the best upper bound proven in the following section is \( 2^n - 1 \), which is roughly \( \sqrt{n}\binom{n}{\lfloor n/2 \rfloor} \). Finally, the last section of the paper will contain concluding remarks, including the answer to the following question:

**Problem 2.** Is the maximum number of functional dependencies the same as the maximum number of minimal keys?

More complexity results are discussed and proven in [5, 7, 10] or in [1, 2, 3, 6].
2 Lower Estimate: A Construction

Theorem 1. If \( n \) is an odd prime number then one can construct

\[
\left(1 + \frac{1}{n^2} + o\left(\frac{1}{n^2}\right)\right) \left(\frac{n}{\lfloor \frac{n}{2} \rfloor}\right)
\]

independent functional dependencies on an \( n \)-element set of attributes.

The proof will consist of a sequence of lemmas. We will also use the following proposition:

Proposition 1. (see [11]) Assign to a functional dependency \( A \to B \) the set of \( 2^n - 2|B| \) Boolean vectors \( \mathbf{a} = (a_1, \ldots, a_n) \) of the form:

\[
a_i = \begin{cases} 1, & \text{if } i \in A \\ 0 \text{ or } 1, & \text{if } i \in (B \setminus A) \text{ but not all entries } = 0 \\ 0 \text{ or } 1, & \text{otherwise.} \end{cases}
\]

Then, a set of functional dependencies implies another functional dependency if and only if the Boolean vectors of the implied functional dependency are contained in the union of the sets of Boolean vectors of the given functional dependencies.

Lemma 2. If \( n \) is an odd prime number, one can find \( \frac{1}{n^2} \left( \frac{n}{\lfloor \frac{n}{2} \rfloor} \right) \) subsets \( V_1, V_2, \ldots \) of size \( \frac{n+3}{2} \) in the set \( [n] = \{1, 2, \ldots, n\} \) in such a way that \( |V_i \cap V_j| < \frac{n-1}{2} \) holds.

Proof. The method of the paper [4] is used. Consider the subsets \( \{x_1, x_2, \ldots, x_{\frac{n+3}{2}}\} \) of integers satisfying \( 1 \leq x_i \neq x_j \leq n \) for \( i \neq j \) and the equations

\[
x_1 + x_2 + \cdots + x_{\frac{n+3}{2}} \equiv a \pmod{n}, \quad (1)
\]

\[
x_1x_2 \cdots x_{\frac{n+3}{2}} \equiv b \pmod{n} \quad (2)
\]

for some fixed integers \( a \) and \( b \).

Suppose that two of them, say \( V_1 \) and \( V_2 \) have an intersection of size \( \frac{n-1}{2} \). We may assume, without loss of generality, that the first two elements are different, that is \( V_1 = \{x_1, x_2, \ldots, x_{\frac{n+3}{2}}\} \) and \( V_2 = \{x'_1, x'_2, \ldots, x'_{\frac{n+3}{2}}\} \). (1) and (2) imply \( x_1 + x_2 \equiv x'_1 + x'_2 \pmod{n} \) and \( x_1x_2 \equiv x'_1x'_2 \pmod{n} \). Since the set \( \{1, 2, \ldots, n\} \) constitutes a field \( \pmod{n} \) if \( n \) is prime, this system of equations has a unique solution, that is \( x_1 = x'_1, x_2 = x'_2 \); the two sets are the same: \( V_1 = V_2 \). This contradiction proves that our sets cannot have \( \frac{n-1}{2} \) common elements.

The total number of subsets of size \( \frac{n+3}{2} \) is

\[
\binom{n}{\frac{n+3}{2}}.
\]
Each of these sets give some $a$ and $b$ in (1) and (2), respectively. That is, the family of all $\frac{n+3}{2}$-element sets can be divided into $n^2$ classes. One of these has a size at least

$$\frac{1}{n^2} \binom{n}{\frac{n+3}{2}}.$$ 

We will need the notion of the *shadow* of a family $\mathcal{A} \subseteq \binom{[n]}{\frac{n+1}{2}}$. It will be denoted by

$$\sigma(\mathcal{A}) = \{ B : |B| = \frac{n-1}{2}, \exists A \in \mathcal{A} : B \subset A \}.$$ 

A pair \{ $U_1, U_2$ $\} \ U_i \in \binom{[n]}{\frac{n+1}{2}}$ is called *good* if $|U_1 \cap U_2| = \frac{n-1}{2}$ holds. The family $\mathcal{P} \subseteq \binom{[n]}{\frac{n+1}{2}}$ is a *chain* if $\mathcal{P} = \mathcal{P}_1 \cup \ldots \cup \mathcal{P}_l$ where the $\mathcal{P}_i$'s are good pairs and $\sigma(\mathcal{P}_i) \cap \sigma(\mathcal{P}_j) = \emptyset$ for $i \neq j$. The weight $w(\mathcal{P})$ of this chain is $l$.

**Lemma 3.** There is a chain $\mathcal{P} \subseteq \binom{[n]}{\frac{n+1}{2}}$ chain with weight at least

$$|\mathcal{P}| = \frac{1}{n^2} \binom{n}{\frac{n+3}{2}}.$$ 

**Proof.** Start with the family $\mathcal{V} = \{ V_1, V_2, \ldots \}$ ensured by Lemma 2. In each $V_i$ choose two different $\frac{n+1}{2}$-element subsets $U_{i1}$ and $U_{i2}$. It is easy to see that this pair of subsets is good. Also, these pairs form a chain. The number of the pairs in the chain can be obtained from Lemma 2. \qed

**Lemma 4.** If $\mathcal{P} \subseteq \binom{[n]}{\frac{n+1}{2}}$ is a chain then the following set of functional dependencies is independent:

$$A \rightarrow B, \text{ where } |A| = \frac{n-1}{2}, \ |B| = \frac{n+1}{2}, \ A \subset B \in \mathcal{P}, (3)$$

$$A \rightarrow A', \text{ where } |A| = \frac{n-1}{2}, \ A \not\in \sigma(\mathcal{P})$$

and $A'$ is arbitrarily chosen so that $A \subset A', \ |A'| = \frac{n+1}{2}. (4)$

(Note that in (3) we have all dependencies $A \rightarrow B$ given by the conditions, while in (4) for every remaining $A$ we choose only one (exactly one) $A'$ satisfying the conditions.)

**Proof.** We will use Proposition 1 for the proof. According to rules (3) and (4), for every $A \subset X$ with $|A| = \frac{n-1}{2}$ there are either one ($B$) or two ($B_1$ and $B_2$) subsets of $X$ of size $\frac{n+1}{2}$ with $A \rightarrow B$ or $A \rightarrow B_i$, always $A \subset B, B_i$. In the first case consider one of the Boolean vector $a$ corresponding to $A \rightarrow B$:

$$a_i = \begin{cases} 1, & \text{if } i \in A \\ 0, & \text{if } i \in (B \setminus A) \\ 0, & \text{otherwise.} \end{cases}$$
This vector has exactly \( \frac{n-1}{2} \) 1 entries, and from the definition in Proposition 1 it is also clear that all Boolean vectors corresponding to all functional dependencies given by (3) and (4) have at least \( \frac{n-1}{2} \) 1 entries. Therefore, the Boolean vector \( \mathbf{a} \) may correspond to any other dependency \( A' \to B' \) only with \( A' = A \), which is not the case now, the dependency \( A \to B \) may not be deduced from the others.

If we have both \( A \to B_1 \) and \( A \to B_2 \), consider one of the Boolean vector \( \mathbf{a} \) corresponding to \( A \to B_2 \):

\[
a_i = \begin{cases} 
1, & \text{if } i \in A \\
0, & \text{if } i \in (B_2 \setminus A) \\
1, & \text{if } i \in (B_1 \setminus A) \\
0, & \text{otherwise}.
\end{cases}
\]

In this case \( \mathbf{a} \) has \( \frac{n+1}{2} \) 1 entries and still all Boolean vectors corresponding to all other given functional dependencies have at least \( \frac{n-1}{2} \) 0 entries. Therefore, if a Boolean vector corresponding to a given functional dependency \( A' \to B' \) is equal \( \mathbf{a} \), the obligatory \( \frac{n-1}{2} \) 1 entries must form a subset of the \( \frac{n+1}{2} \) 0 entries of \( \mathbf{a} \), or, in other words, \( A' \) must be a subset of \( B_1 \), an \( \frac{n+1}{2} \) element set. However, by the construction according to (3), for all subsets \( C \) of \( B_1 \) of size \( \frac{n-1}{2} \) we have \( C \to B_1 \).

Since \( B_1 \) is larger than \( C \) only by one element, all the corresponding Boolean vectors must have entries 1 at the positions corresponding to \( C \) and entry 0 at the only position corresponding to \( B_1 \setminus C \) (this entry could be literally 0 or 1, but not all of them 1, but since it is alone, it means it should be 0). This, by Proposition 1, implies that \( A \to B_2 \) may not be deduced from the set of remaining given Boolean vectors.

\( \square \)

**Alternative proof.** One can prove Lemma 4 without the use of Proposition 1, simply from the Armstrong axioms, as it follows.

Again, we will show that none of the dependencies given in the lemma can be deduced from the other ones.

Now we start with the case when the dependency \( A \to B_1 \) has a pair \( A \to B_2 (B_1 \neq B_2) \) in our system. This can happen only in case of (3): \( A \to B_1 \) where \( \mathcal{P} = \{B_1, B_2\}, B_1 = A \cup \{b_1\}, B_2 = A \cup \{b_2\} \). We want to verify that \( A \to B_1 \) cannot be deduced from the other ones.

Observe that none of the other ones, \( X \to Y \) satisfy both \( X \subseteq B_2 \) and \( Y \not\subseteq B_2 \). In other words

\[ \text{either } X \not\subseteq B_2 \text{ or } Y \subseteq B_2 \]  \( (5) \)

holds for every dependency given by (3) and (4), different from \( A \to B_1 \). Let us see that this property is preserved by the Armstrong axioms.

It is trivial in the case of the reflexivity rule, since it gives \( X \to Y \) only when \( Y \subseteq X \) therefore \( X \subseteq B_2 \) implies \( Y \subseteq B_2 \).

Consider the augmentation rule. Suppose that \( X \to Y \) satisfies (5) and \( U \) is an arbitrary set. If \( X \not\subseteq B_2 \) then the same holds for \( X \cup U \), that is \( X \cup U \not\subseteq B_2 \). On the other hand, if \( X \subseteq B_2 \) then \( Y \subseteq B_2 \). If \( U \subseteq B_2 \) also holds then \( Y \cup U \subseteq B_2 \), if however \( U \not\subseteq B_2 \) then \( X \cup U \not\subseteq B_2 \). The dependency \( X \cup U \to Y \cup U \) obtained by the augmentation rule also satisfies (5) in all of these cases.
Finally, suppose that $X \to Y$ and $Y \to Z$ both satisfy (5). We have to show the same for $X \to Z$. If $X \not\subset B_2$ then we are done. Suppose $X \subset B_2$ and $Y \subset B_2$. Then $Z \subset B_2$, must hold, as desired.

Since $A \to B_1$ does not have property (5), it cannot be deduced from the other dependencies.

Consider now the case when the distinguished dependency $A \to B_1$ has no pair $A \to B_2 (B_1 \neq B_2)$ in our system. This can happen both for (3) and (4). The the proof is similar to the case above. No other dependency $X \to Y$ satisfies $X \subset A, Y \not\subset A$, that is (5) holds for them if $B_2$ is replaced by $A$. \hfill \Box

**Remark.** One may think that a better construction can be made if we allow three sets $B_1, B_2, B_3$ of size $\frac{n+1}{2}$ with pairwise intersections $|B_1 \cap B_2| = |B_2 \cap B_3| = \frac{n-1}{2}$ where no other intersections (of these three and other sets $B_i (3 < i)$ of this size) are that big, and $A \to B_i$ holds for every subset $A$ of $B_i$. Unfortunately we found a counter-example for $n > 5$.

Let $B_1 = \{1, \ldots, \frac{n+1}{2}\}, B_2 = \{2, \ldots, \frac{n+3}{2}\}, B_3 = \{3, \ldots, \frac{n+5}{2}\}, B_4 = \{1, \ldots, \frac{n-3}{2}, \frac{n+3}{2}, \frac{n+5}{2}\}$. It is easy to see that $|B_1 \cap B_2| = |B_2 \cap B_3| = \frac{n-1}{2}$, but $|B_1 \cap B_3|, |B_1 \cap B_4|, |B_2 \cap B_3|, |B_3 \cap B_4|$ are all smaller.

Introduce the notations $A_1 = \{2, \ldots, \frac{n+1}{2}\}, A_2 = \{3, \ldots, \frac{n+3}{2}\}, A_3 = \{2, 3, \ldots, \frac{n-3}{2}, \frac{n+3}{2}, \frac{n+5}{2}\}$. The the following chain of functional dependencies is obvious: $A_1 \to B_2 \to A_2 \to B_3 \to B_2 \cup B_3 \to A_3 \to B_4 \to 1$. Hence we have $A_1 \to B_1$ without using it.

**Proof of Theorem 1.** Use Lemma 4 with the chain found in Lemma 3. It is easy to see that there is at least one $A \to C$ for every $\lfloor \frac{n}{2} \rfloor = \frac{n-1}{2}$-element subset $A$ and the weight of the chain gives the number of those $A$ being the left-hand side of exactly two dependencies. This gives the number of dependencies:

$$\left( \binom{n}{\frac{n}{2}} \right) + \frac{1}{n^2} \left( \binom{n}{\frac{n+3}{2}} \right) = \left( 1 + \frac{1}{n^2} + o\left( \frac{1}{n^2} \right) \right) \left( \binom{n}{\lfloor \frac{n}{2} \rfloor} \right).$$

\hfill \Box

### 3 Upper Estimate

**Theorem 5.** For every $n$ an upper bound for the maximum number of independent functional dependencies on an $n$-element set of attributes is $2^n - 1$.

**Proof.** Let $\mathcal{F}$ be a set of independent functional dependencies on the set of attributes $X$. First, replace each dependency $A \to B$ in $\mathcal{F}$ by $A \to A \cup B$, obtaining $\mathcal{F}'$. We claim that $\mathcal{F}'$ is independent as well. It simply comes from the fact that by the reflexivity and augmentation axioms the two dependencies $A \to B$ and $A \to A \cup B$ are equivalent. Also, $|\mathcal{F}| = |\mathcal{F}'|$, since the images of dependencies in $\mathcal{F}$ will be different in $\mathcal{F}'$. Assume, on the contrary, that $A \to A \cup B$ is equal to $A \to A \cup C$ for $A \to B$ and $A \to C$ in $\mathcal{F}$. But then $A \cup B = A \cup C$, $C \subset A \cup B$ and therefore $A \to B$ implies $A \to A \cup B$ implies $A \to C$, a contradiction.

We may therefore consider only set of independent dependencies where for all $(A \to B) \in \mathcal{F}$ we have $A \subset B$. Take now the following graph $G$: let the vertices
of the graph be all the $2^n$ subsets of the $n$ attributes and for $A, B \subset X$ the edge $(A, B)$ will be present in the $G$ iff $A \rightarrow B$ or $B \rightarrow A$ is in $\mathcal{F}$. We claim that this graph may not contain a cycle, therefore it is a forest, that is it has at most $2^n - 1$ edges, or dependencies.

Assume, on the contrary, that $A_1, A_2, A_3, \ldots, A_n = A_1$ is a cycle in $G$, that is for all $i = 1, \ldots n - 1$ the edge $(A_i, A_{i+1})$ is present in $G$, meaning that either $A_i \rightarrow A_{i+1}$ or $A_{i+1} \rightarrow A_i$ is in $\mathcal{F}$. Note that for every $i = 1, \ldots n - 1$ we have $A_{i+1} \rightarrow A_i$ since either this dependency is in $\mathcal{F}$ or in case of $(A_i \rightarrow A_{i+1}) \in \mathcal{F}$, we have that $A_i \subset A_{i+1}$, yielding $A_{i+1} \rightarrow A_i$ by reflexivity. Take now an $i$ such that $A_i \rightarrow A_{i+1}$ (if we have no such a dependency, take the “reverse” of the cycle, $A_n, A_{n-1}, \ldots, A_1 = A_n$). This can be obtained from the other dependencies present in $\mathcal{F}$ by the transitivity chain $A_i \rightarrow A_{i-1} \rightarrow \cdots A_1 = A_n \rightarrow A_{n-1} \rightarrow \cdots \rightarrow A_{i+2} \rightarrow A_{i+1}$, contradicting the independency of the rules in $\mathcal{F}$. \qed

We have an alternative proof using Proposition 1 as well.

4 Remarks, Conclusions

The main contribution of the paper is the improvement of upper and lower bounds for independent sets of functional dependencies and, thus, contributing to the solution of Problem 1.

1. The lower and upper estimates seem to be very far from each other. However, if the lower estimate is written in the form

$$\frac{2^n}{\sqrt{n}}$$

(using the Stirling formula) then one can see that the “difference” is only a factor $\sqrt{n}$ what is negligible in comparison to $2^n$. The logarithms of the lower and upper estimates are $n - \frac{1}{2} \log n$ and $n$.

However we strongly believe that truth is between

$$(1 + \frac{\alpha}{n} + \frac{1}{n}) \left(\left\lfloor \frac{n}{2}\right\rfloor\right)$$

and

$$(\beta + o(1)) \left(\left\lfloor \frac{n}{2}\right\rfloor\right),$$

where $0 < \alpha$ and $\beta \leq 2$.

2. Theorem 1 is stated only for odd prime numbers. The assumption in Lemma 2 is only technical, we strongly believe that its statement is true for other integers, too. (Perhaps with a constant less than 1 over the $n^2$.) We did not really try to prove this, since the truth in Theorem 1 is more, anyway. What do we obtain from Lemma 2 if it is applied for the largest prime less than $n$? It is known from number theory that there is a prime $p$ satisfying $n - n^{5/8} < p \leq n$. This will lead to an estimate where $\frac{1}{n^2}$ is replaced by

$$\frac{1}{n^2 2^{n^{5/8}}}.$$
This is much weaker than the result for primes, but it is still more than the
number of functional dependencies in the trivial construction.
3. One may have the feeling that keys are the real interesting objects in a
dependency system. That is, the solution of any extremal problem must be a set
of keys. Our theorems show that this is not the case.
More precisely, suppose that only keys are considered in our problem, that
is the maximum number of independent keys is to be determined. If this set of
keys is \{A_i \to X\} (1 \leq i \leq m), then \(A_i \not\subseteq A_j\) must be satisfied, and therefore
by Sperner’s theorem \(m \leq \binom{n}{\lfloor n/2 \rfloor}\). In this case the largest set of dependencies
(keys) is provided by the keys \(A \to X\), where \(A \in \binom{[m]}{\lfloor m/2 \rfloor}\).

Theorem 1 shows that the restriction to consideration of key systems during
database design and development is an essential restriction. Systems of functional
dependencies must be considered in parallel. Therefore, we derived a negative
answer to Problem 2.
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