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Abstract:

Molecular dynamics simulations of the water-C@kerface have been done in two
different ways. In the first simulation the GQdhase has been frozen in an equilibrium
configuration, and only the water molecules havenballowed to move, whilst in the other
one no such artificial freezing has been done. Wayg the effect of the fluid-like structure
and fluid-like dynamics of the Cgphase on the surface properties of the aqueousepha
could be investigated separately. Due to the sepdhermostatting of the two types of
molecules in the simulations all the differencesnsbetween the interfacial properties of
water in the two systems can indeed be attribudeitieé rigid vs. fluid nature of the organic
phase, and not to the thermal contact with a pb&gero temperature. The obtained results
reveal that the rigidity of the opposite phaseadduces an ordering both in the layering
structure and orientation of the surface water md&s. The enhanced orientational ordering
leads to a stronger lateral hydrogen bonding streabdf the molecules within the subsequent
molecular layers beneath the surface, and hencetals slower exchange of the water

molecules between the surface and the bulk aquetase.



1. Introduction

Investigation of the molecular level propertiessafious fluid (i.e., liquid-vapour and
liquid-liquid) interfaces became the focus of irdime scientific research in the past fifteen
years. Although fluid interfaces play a key roleamumber of processes of fundamental
scientific interest, in living systems, and in nume industrial applications, such
investigations were previously largely prevented the lack of suitable experimental
methods that can selectively probe interfacial muales. The recent development and spread
of this kind of methods, such as nonlinear (e.gm sfrequency generation or second
harmonic generation) spectroscopies [1,2] or xaiag neutron reflectivity measurements [3]
enabled scientists to meaningfully address suclbl@nes, and thus resulted in a rapidly
growing number of such studies [4-24].

Experimental investigations can be well complereénby computer simulation
studies, since simulation methods can provide tis avthree dimensional model of atomistic
resolution of the system of interest. Thus simalsi can offer deeper insight into the
appropriately chosen model of the system than autiw@al experiments are likely to reach
[25]. The rapid development of the routinely avalda computing power has led to a
significant increase in the number and quality whudation studies of fluid interfaces
[26-55], which has paralleled the similar developim@ the experimental fields in the past
two decades.

However, when simulating fluid interfaces at atstici resolution one has to face the
problem that finding the exact location of the ifaee in such systems is not a trivial task at
all. The problem originates from the fact that dlunterfaces are corrugated by capillary
waves due to the thermal motion of the moleculdw fask of finding the real, capillary
wave-corrugated intrinsic interface is analogouthwhat of finding the full list of molecules
that are located right at the surface of their ph@g., in contact with the opposite phase) at
every instant along the simulated trajectory. Urgitently, the majority of the interfacial
simulation studies simply neglected this problemd aised the (ideally planar) Gibbs
dividing surface instead of the real, capillary waorrugated intrinsic interface. However, it

is now clear that this neglect leads to systenetior in the calculated structural properties



[47,56] and composition [44,45,50] of the interfagnd even in the thermodynamic
properties of the system studied [51]. Thus, fetance, the critical mixing line of the water-
benzene system was found to appear at 100-200 Krltemperature than its real location
when the interface between the two phases is ttaata non-intrinsic way. [51]. Further,
when comparing simulation results with experimemtata it is essential to calculate the
guantities of interest exactly on the same set @fuoules that are probed in the experiment,
i.e., the molecules that are located at the retainsic surface of their phase.

The first method designed to determine the inicisarface of a fluid phase, proposed
by Chacén and Tarazona [57] was followed in thet phescade by several alternative
approaches, [40,41,56,58-60] some of which do nanerequire the interface to be
macroscopically planar [58,60]. Among these methtits Identification of the Truly
Interfacial Molecules (ITIM) [56] has turned out be an excellent compromise between
computational cost and accuracy [59]. In an ITIMalgeis the molecules located at the
boundary of their phase are detected by movingohgsphere of a given radius along a
large set of test lines from the bulk opposite phasd the molecules of the phase of interest
that are first touched by the probe sphere alongddrthe test lines are marked as being
interfacial [56]. The ITIM method has successflligen applied recently to a set of liquid-
liquid [43,46,47,51] and liquid-vapour [44,45,48;50-55] interfacial systems. The use of an
intrinsic surface analysis method, such as ITIM ties additional advantage that various
surface properties, such as intrinsic density [254,60,61] or free energy profiles [62,63],
roughness of the intrinsic surface [49,53,56] asdrelation with the surface tension [64],
lateral percolation of the surface molecules [5B6h dynamics of exchange of the
molecules between the surface layer and the bukseh43-50,53,65], adsorption of
molecules at the surface and its extent in ternmeaécular layers [44,45,50], or immersion
of large surface molecules (e.g., surfactants) tinobulk phase [65-67] can be meaningfully
addressed this way.

In this paper we address another fundamental ignestamely the role of the fluidity
of one phase in determining the surface propenfethe other one at the liquid-liquid
interface. At a liquid-liquid interface two dynarally fluctuating fluid phases meet. It is
reasonable to assume that some coupling existebatthese fluctuations of the phases. It is

natural to ask then how would one of the two ligpithses behave if the fluctuations of the



other one were stopped. To address this questionpevrmed molecular dynamics
simulations of the water-Cg$ystem in two ways. In the first simulation theleonles of the
organic phase were frozen in an equilibrium conmfgjon of the liquid-liquid system, and
only the water molecules were allowed to move. Tiay, the CCJ phase was turned into a
glass-like phase, and hence it could not adapteédltictuations occurring at the surface of
the agueous phase, neither could the capillary svaveCCl, exhibit any interference with
those of the aqueous surface. In the other sinomatised here for reference, no such
artificial freezing has been done, and hence thkwater-CCJ interface has been simulated.
It should be emphasized that the first simulat®nat intended to, and does not correspond
to any physically relevant system. Computer simotaprovides a unique opportunity to
formally decouple several factors that cannot beedo real systems, making it possible to
analyze their role separately from each other. @pproach takes advantage of this
opportunity, by decoupling the fluid-like structuamd dynamics of the organic phase in
order to analyze their separate roles in deterrgirtire properties of the surface of the
aqueous phase. The properties of the water sudat@ned in the two ways are then
compared in terms of density profiles of the subset| subsurface layers, surface roughness,
dynamics of exchange of the bulk phase and sunrfadecules, as well as orientation and
percolation of the surface molecules.

The paper is organized as follows. In Section titieof the simulations performed
are given. The obtained results are discussedtail de Section 3. Finally, in Section 4 the

main conclusions of this study are summarized.

2. Computational details

Molecular dynamics simulations of the water-€{@juid-liquid interface have been
performed on the isothermal-isobarhd,[§,T) ensemble at 298 K and 1 bar. The rectangular
basic simulation box consisted of 4000 water ar@D2ZDChL molecules. Th& andZ edges of
the basic box, being parallel with the macroscapierface have been set to be 50 A long,
whilst theX axis has been left to fluctuate according to #missotropic pressure coupling

applied.



Water and CGlmolecules have been described by the rigid TIFBE? §nd OPLS
[69] potential models, respectively. According bese models, the total potential energy of
the system has been calculated as the sum of thenperaction energy terms, the latter
being equal to the sum of the Lennard-Jones antb@ucontributions of all the pairs of the
interaction sites of the two molecules. The geoynefrthe water and C&Imolecules have
been kept unchanged by means of the SETTLE [70] BMMICS [71] algorithms,
respectively. All interactions have been truncatedero beyond the cut-off distance of the
molecule centres of 12.5 A; the long range pathefelectrostatic interaction has been taken
into account using the Ewald summation method # sinooth particle mesh (PME)
implementation [72].

Simulations have been performed using the GROMARRulation package [73].
The temperature and pressure of the system have dmarolled by the Nosé-Hoover
[74,75] and Parinello-Rahman [76] algorithms, respely. The equations of motion have
been solved in time steps of 2 fs. Initial confefions have been taken from an earlier
simulation of us, thus, even the starting configores supposed to be in equilibrium [43].
Nevertheless, we further equilibrated the system Jms, during which energetic and
structural properties did not change tendentiouaffer this eauilibration, two simulations
have been performed. In the first of these simoresti referred to here as | or the “frozen”
simulation, the CGlImolecules have been fixed at their initial posiipand only the water
molecules have been moved. Technically this has Here by setting the temperature of the
CCl, phase to zero. However, since the water and, @©lecules have been thermostatted
separately, this treatment has not lead to a cpa@own of the agqueous phase (i.e., slowing
down of the water molecules) at all. In other wortlse separate thermostatting has
introduced a perfect virtual non-interacting thelrimgulator between the two phases. In the
other run, called as Il or the “reference” simwatiCClL molecules have also been moved in
the regular manner, according to the forces actingthem. In both cases a 5ns long
trajectory has been simulated, along which 2500p¢&aiconfigurations per system, separated
by 2 ps long trajectories each, have been saveduither evaluation. The calculated
interfacial properties have been averaged for 8@ Zample configurations, including both

liquid-liquid interfaces present in the basic siatidn box.



The intrinsic surface of the aqueous phase has ideatified by means of the ITIM
method [56]. In the ITIM analyses a probe spheré¢hefradius of 1.25 A has been used,
according to the suggestion of Jorge et al. [S5% Test lines along which the probe was
moved have been arranged in a 100 x 100 grid atinegsterfacial plan&Z This resolution
corresponds to a distance of 0.5 A of two neighimgugrid lines, which is sufficient to get
an accurate mapping of the water surface [59]. [THd procedure has been repeated three
times by disregarding the set of molecules idesdiin the previous steps. This way, the first
three molecular layers beneath the surface of thee@s phase have been identified
separately [56]. An instantaneous equilibrium shapsf the two systems simulated as well
as that of the first three subsurface moleculagriapf the aqueous phase are shown in Figure

1, as taken from the simulations.

3. Results and discussion

3.1. Density profiles

The mass density profiles of water across the dygtems simulated are shown and
compared in Figure 2. In addition, the mass demsifiles of the first three molecular layers
of the aqueous phase are also shown for both syst&mis seen, the rigid opposite phase
introduces a certain ordering of the water molexulext to the interface. This ordering is
already seen in the overall, non-intrinsic dengitgfile. Namely, unlike in the reference
system, the total water mass density profile ismohotonous in system I, when water is in
contact with a rigid disordered phase. Thus, iresys the water mass density profile shows
three separate maxima of decreasing amplitude gparg away from the interface. This
shape of the density profile is typical at liquiolid interfaces [77-82]. However, in such
studies the surface of the solid phase is usuabByraed to be ideally flat. On the other hand,
intrinsic density profiles obtained at liquid-liglinterfaces also show separate maxima and
minima [41,42,57,60,61]. Our present result indisathat the monotonous behaviour of the
global, non-intrinsic density profiles obtained lajuid-liquid interfaces [26-39] is the
consequence of both the non-intrinsic treatmenthim analysis and the fluidity of the
opposite phase. Clearly, if any of these two caoonl#t is not satisfied the density profile
turns out to be structured. It should be emphasikhat while the first of these conditions,



i.e., the non-intrinsic treatment results in arifiarél, erroneous smoothing of the density
profile, the fluid nature of the opposite phase fslly physical constraint.

It is also seen from Fig. 2 that the consecutiwdecular layers of the aqueous phase
become thinner and denser if the opposite phasgids(as the corresponding distributions
are narrower and higher here than in the referesyséeem). The density profiles of the
individual layers can be well fitted by a Gausdiamnction [83], as seen also from Fig. 2. The
position and width parameters of these fitted Gaunss denoted aX. and g, respectively,
are collected in Table 1 and can be used as estnit the position and width of the
corresponding molecular layer. As is seen, thegerdaget 15-25% narrower if the opposite
phase becomes rigid, and this difference graduddlgreases upon going farther from the
interface. Although the positions of the conseautiayers do not differ much in the two
systems, a clear trend is seen in the distance/@fconsecutive layers, namely that in the
case of the rigid opposite phase two consecutivierwayers are roughly 0.1 A, i.e., about

3% closer than in the reference case.

3.2. Surface roughness

The determination of the full list of the interfalc molecules provides a unique
opportunity also to characterize the molecularescalighness of the surface of a fluid phase
[56]. However, it is clear that the information thre roughness of a wavy surface cannot be
condensed into one single parameter. Instead,caurtaughness should be characterized by
at least two independent parameters, i.e., an amdphHike and a frequency-like one.

Recently we proposed the use of the following patampair [49]. The average normal

distanced of two surface points (i.e., their distance aldhg macroscopic surface normal
axis X) exhibits a saturation curve as a function of rthatieral (i.e.,Y2) distance]. (The

positions of the surface points are representee by the positions of the O atoms of the

surface water molecules.) Tlu_ie(l) data follow the Langmuir-like function [64]

1)

wherea and ¢ are the amplitude-like and frequency-like rouglsnesrameters, respectively.



Here we calculated thel(I) data corresponding to the first three consecutive

molecular layers of the agueous phase in both mgsggmulated. The obtained data together
with their fit to Eq. (1) are shown in Figure 3, ehthea and £ parameters are collected in
Table 1. As is seen, the amplitude of the conseeutiolecular layers of the aqueous phase is
decreased by about 25%, whilst their frequencyeased by 5-25% upon freezing the
opposite phase. The observed decrease of the adgltarameter is in a clear accordance

with the thinning of the subsurface layers, asu$sed in the previous sub-section.

3.3. Dynamics of exchange between the surfacetenbuik phase

The dynamics of exchange of the molecules betweersurface layer and the bulk
phase can be characterized by the survival prababil the molecules at the surfads).
The survival probability is simply the probabilithat a molecule which belongs to the
surface layer aty remains uninterruptedly there up ttot+t. Since leaving the surface is a
process of first order kinetics, thét) survival probability is of exponential decay, dmehce
the mean residence time of a molecule in the seirfager, 7, can simply be determined by
fitting the exp(t/7) function to the simulatel(t) data.

TheL(t) survival probability functions are shown in Figu4 as obtained in the two
systems simulated, whereas the correspondimgan residence time values are included in
Table 1. As is clear, the freezing of the oppogitease considerably slows down the
exchange of the water molecules between the sudadehe bulk aqueous phase. Thus, the
mean residence time value of the surface wateragulde increased by about a factor of two
upon freezing the opposite phase. In interprethig tesult it should be emphasized once
more that, due to the separate thermostattingeoivtiter and CGImolecules, the freezing of
the organic phase did not cool down the aqueousephee., it did not slow down, on
average, the water molecules, even if they wereomtact with it. Therefore, the observed
slowdown of the exchange of molecules between thieace and bulk aqueous phase is
indeed a real effect of the rigidity of the oppesithase, as water molecules have the same

average velocity in both cases.



3.4. Orientation of the surface molecules

The full characterization of the orientationaltistics of rigid molecules relative to an
external vector requires the bivariate joint dmition of two independent orientational
variables. As we have demonstrated previouslyatiglar polar coordinate® and g of the
external vector (in our case, the macroscopic sarfaormal vectorX, pointing, by our
convention, towards the apolar phase) in a locateSan frame fixed to the individual
molecules are suitable orientational parameterstisr purpose [84,85]. The local frame
fixed to a surface water molecule is defined heréhe usual way (see, e.g., Fig. 6 of Ref.
43). Its origin is the O atom, axids the molecular normal, axdds the symmetry axis of the
molecule, oriented in such a way that #rewordinates of the H atoms are positive, and yaxis
is perpendicular to the above two. Thi#ds the angle of axig and the macroscopic surface
normal vectorX, while gis the angle between the molecular normal &@ad the projection
of X to the plane perpendicular to the symmetry axithefwater molecule. The molecular
axisx is oriented in such a way that the relati@x @< 90° holds. Since? is an angle of two
general spatial vectors, angdis the angle between two vectors restricted toiag given
plane (i.e., thexy plane of the molecular frame) by definition, urretated orientation of the
molecules with the surface results in uniform bistar distribution only if co# and g are
chosen to be the orientational variables [84,85].

Since the orientation of the surface molecules lzagely depend on the local
curvature of the surface portion they are located43,56,80], we have calculated the
P(cosd, ¢ bivariate orientational distributions not onlytime entire surface layer, but also in
its three separate regions A, B and C. These regiomndefined as follows. Regions A and C
cover theX ranges where the density of the surface layeeds than half of its maximum
value, omax region A being at the organic, whilst region Gret aqueous side of the surface
layer. Thus, regions A and C typically cover thests and troughs, i.e., surface portions of
locally convex and concave curvature, respectivefithe molecularly rough liquid surface.
Finally, region B is located between regions A &drlhe definition of these three separate

regions of the surface layer is illustrated initheet of Fig. 2.
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The P(cosd,¢) bivariate orientational distributions are shownFigure 5 as obtained
in the entire surface layer as well as in its saggaregions A, B and C of both systems
simulated. As is seen, the orientational behaviotirthe surface water molecules is
qualitatively similar in the two systems. Thus, thater molecules in the entire surface layer
prefer to lie parallel to the macroscopic surfatane,YZ as seen from the peak at €6s0
and ¢= (. Further, this peak extends deeply towards laggand smaller ca$ values. A
similar picture is obtained in the most populateshion, B. Different orientational
preferences are seen, however, in regions A andnChoth of these regions a dual
orientational preference is found. Instead of lypayallel with the macroscopic surface
plane,YZ the water molecules prefer a somewhat tiltednatignt in both of these regions.
This tilt is such that the two H atoms prefer tanpaowards the aqueous phase in region A
and towards the apolar phase in region C. Thesatational preferences are reflected in the
peaks of thé>(cos?,¢) maps around cas= +0.3 andp= (. In the other preferred alignment
the water molecule is perpendicular to the macnuisceurface plan€yZ and points by one
of its O-H bonds straight towards the apolar phaseegion A, and towards the aqueous
phase in region C. This preference is evidencethéyeaks at cgs= +0.3 andp= 9. As
it has been discussed several times [43,46,47 h1thése orientational preferences are
dictated by the requirement of maximizing the nundfehydrogen bonds a surface molecule
can form with its neighbours.

Besides the qualitative similarity, however, thé&ea clear difference between the
orientational maps obtained in the two systems.sThbhe maps corresponding to the
“frozen” system show noticeably stronger orientadiloordering (i.e., higher peaks and more
pronounced minima between them) than those of éferance system. In other words, the
preferred orientations are the same in the twoesyst but the strength of these preferences
increases when the opposite phase becomes rigisl fifiding also reveals that, besides the
increase of the layering order (i.e., smoothenrtar and denser layers) at the interface, the
rigidity of the opposite phase increases also tientational order of the surface molecules

of the fluid phase it is in contact with.
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3.5. Surface percolation

The water molecules that form the surface layes okat aqueous phase at a liquid-
vapour or liquid-liquid interface are known to foram infinite lateral, two dimensional
percolation network at room temperature [43,46,4,65,56], and this network breaks down
only about 200 K below the temperature at which boendary between the two phases
disappears [51,55]. It is also known that in thbssuface layers beneath the first molecular
layer no such percolation network exists [43,4&8].,

To investigate the role of the rigidity of the @gie phase on the surface percolation,
we have calculated the size distribution of therbgén bonded water clusters in the first and
second layers of both systems simulated. Two watelecules belonging to the same
subsurface molecular layer are regarded as beidgoggn bonded to each other if the
distance of their O atoms is less than 3.3 A, &edr shortest intermolecular CH distance
is less than 2.45 A. These cut-off distances cpmes to the first minimum positions of the
0O-O and O-H radial distribution functions of theedswater model. Two water molecules
belong to the same hydrogen bonded lateral clifdfeey are connected by an intact chain of
hydrogen bonded water pairs within the subsurfagerl they belong to. The sizeof a
lateral cluster is simply the number of water males that belong to it. In percolating two

dimensional systems th&n) distribution exceeds the critical line of
P(n) ~ n~20° (2)

at large cluster size values, whereas in non-patiogl system®&(n) drops below this critical
line at small or intermediate cluster sizes andaiesbelow that in the entire rangendB6].
TheP(n) distributions of the first and second moleculydrs of systems | and 1l are
shown and compared in Figure 6. Again, the two esgst show qualitatively similar
behaviour, as the molecules form a strongly peticaanetwork in the first layer, but do not
percolate in the second layer in both cases. Howdesides the qualitative similarity there
is again a clear difference between the two systentkis respect. Thus, in system | the
entireP(n) distribution is shifted to larger values in both layers than in system Il. Thus, the

curve corresponding to the first layer of the frozgystem clearly exceeds that of the
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reference system in the region of its peak arobted tvalue of 300, whilst in the case of the
second layer, apart from tmevalue of 1, the curve of system | goes above dhalystem II
in the entiren range.

This finding indicates that, besides the stroriggering and orientational structure
and slower exchange of the molecules between thfacseuand the bulk phase, a rigid
opposite phase leads also to an enhanced hydragehnly structure (i.e., more hydrogen
bonds per water molecule), at least within a gigsehsurface molecular layer, compared to

the situation when a fluid phase is in contact wiih aqueous phase.

4. Summary and conclusions

In this paper we have analysed the subtle diffsrenn the interfacial properties of
neat water being in contact with a fluid and a @émzisordered phase. The frozen O&lase
considered is an artificial construction, as iteiface with room temperature water does not
correspond to any physical system. We have chasestutly this system because of our
purely theoretical approach of separating the eféc¢he fluid-like molecular structure and
fluid-like dynamics of the opposite phase on thaeeaqs phase at the liquid-liquid interface.
This separation of the effects of the structural dpnamical properties of the opposite phase
can be achieved by “switching off” its dynamics @& molecular dynamics computer
simulation. It should be emphasized that althoulis freezing of the CGlphase is
technically achieved by setting its temperaturezéoo, the separate thermostatting of the
water and CGl molecules in the simulation introduces a perfadual thermal insulator
between the two phases. Therefore, the observetyeban the interfacial properties of the
agueous phase are indeed related to the vigidusfluid nature of the organic phase, and
clearly not to a cooling effect because of beingantact with a phase of zero temperature.

The obtained results indicate that the rigid reatofr the opposite phase introduces a
certain ordering at the water surface. This ordgraifects the consecutive subsurface
molecular water layers, which become thinner antsele and get closer to each other, and
also the orientation of the surface water moleculé® enhanced orientational ordering at
the surface is accompanied by enhanced hydrogedirgprstructure, at least within the

surface layer, which results in a considerably dargnean residence time of the water
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molecules at the surface, i.e., a slower exchamdbem between the surface layer and the
bulk agueous phase.

As a consequence of the more ordered layeringtsiel of the water molecules, the
global, non-intrinsic density profile of water hagned out to be structured, exhibiting
several separate maxima and minima, such as a-lgplid interfaces formed with an
ordered phase [77-82]. This finding contradicts ¥iev that the monotonous non-intrinsic
density profiles obtained at the liquid-liquid irfece [26-39] are smoothed solely artificially,
i.e., by the averaging over the capillary wavesinon-intrinsic treatment, while no such
averaging is done (due to the lack of the capillaayes) at the interface with a solid phase
of perfectly flat surface. This view is supporteyl the fact that the real, intrinsic density
profiles are structured even at the liquid-liguikerface when, due to the intrinsic treatment,
the effect of the capillary waves is removed. [2154,60,61] However, such capillary waves
are also present in our “frozen” system, and thiinbd non-intrinsic density profile still
turned out to be structured. This result clearlyesds that, besides the artificial effect of the
non-intrinsic treatment, leading to an erroneousdhing of the density profiles, the fluid
nature of the opposite phase also makes the dgmsitje of the phase of interest smoother

(yet still structured), and, unlike the former otigs effect is fully physical and real.
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Tables

Table 1. Properties of the first three moleculgeta of the aqueous phase in the two systems

simulated.
density profiles surface roughness  dynamics of
system layer exchange
XJA al alA é 7/ps
first 22.00 2.88 1.73 0.98 13.3
' second 19.01 2.94 1.66 0.97
(frozen) )
third 16.12 3.11 1.70 1.06
first 22.07 3.77 2.34 0.93 6.6
I second 18.96 3.71 2.27 0.84
(reference) )
third 15.97 3.71 2.25 0.84
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Figure caption

Fig. 1. Left: instantaneous equilibrium snapshdtdhe “frozen” system | (top) and the
“reference” system II. Water O and H atoms are shbwred and white, whilst the atoms of
the CC} molecules by grey balls, respectively. Right: watelecules constituting the first
three molecular layers of the agueous phase ire thgstems. Molecules of the first, second

and third layer are marked by green, brown andlpwplours, respectively.

Fig. 2. Mass density profile of water in systemg“‘ftfozen”, red dashed line) and I

(“reference”, black solid line) along the macroscomterface normal axiX. The density

profiles corresponding to the first three molecuigrers of water in systems | (orange open
circles) and Il (blue full circles) are also showwsgether with the Gaussian functions fitted to
these data (system |: orange dashed lines, systdatne solid lines). The inset illustrates the
division of the surface molecular layer of watetoithe three separate regions A, B and C
(see the text). All profiles shown are averagedr dlie two interfaces present in the basic

simulation box.

Fig. 3. Roughness curves (i.e., average normadmist of two surface points as a function of
their lateral distance, see the text) of the finsee molecular layers in systems | (red open
symbols) and Il (black full symbols). The curvesresponding to the first, second and third
layers are shown by circles, squares and triangéspectively. The lines correspond to the
functions fitted to these data according to Eq. (1)

Fig. 4. Survival probability of the water moleculeshe surface molecular layer of systems |

(red open symbols) and Il (black full symbols). Téxgonentially decaying functions fitted
to these data are shown by solid lines.
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Fig. 5. Orientational maps of the water molecutethe entire surface layer (top row) as well
as in its separate regions A (second row), B (tfokd) and C (bottom row) of systems | (left

column) and Il (right column). Lighter colours cespond to higher probabilities.

Fig. 6. Size distribution of the lateral hydrogeanted clusters in the first (circles) and
second (squares) molecular layer of the aqueousephasystems | (red open symbols) and Il
(black full symbols). The critical line of percalah corresponding to Eqg. (2) is also shown

by a solid line. For better visibility, the dataahown on a double logarithmic scale.
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Figure 2.
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Figure 5.

Kertész et al.
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Figure 6.
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