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Abstract 

Separating concurrent sounds is fundamental for veridical perception of one’s auditory 

surroundings. Sound components that are harmonically related and start at the same time are 

usually grouped into a common perceptual object, whereas components that are not in harmonic 

relation or have different onset times are more likely to be perceived in terms of separate objects. 

Here we tested whether neonates are able to pick up the cues supporting this sound organization 

principle. We presented newborn infants with series of complex tones with their harmonics in 

tune (creating the percept of a unitary sound object) and with manipulated variants, which gave 

the impression of two concurrently active sound sources. The manipulated variant had either one 

partial mistuned (single-cue condition), or the onset of this mistuned partial was also delayed 

(double-cue condition). Tuned and manipulated sounds were presented in random order with 

equal probabilities. Recording the neonates’ electroencephalographic (EEG) responses allowed 

us to evaluate their processing of the sounds. Results show that in both conditions, mistuned 

sounds elicited a negative displacement of the event-related potential (ERP) relative to tuned 

sounds from 360 to 400 ms after sound onset. The mistuning-related ERP component resembles 

the object-related negativity (ORN) component in adults, which is associated with concurrent 

sound segregation. Delayed onset additionally led to a negative displacement from 160 to 

200 ms, probably more related to the physical parameters of the sounds than to their perceptual 

segregation. The elicitation of an ORN-like response in newborn infants suggests that neonates 

possess the basic capabilities for segregating concurrent sounds by detecting inharmonic 

relations between the co-occurring sounds. 
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Introduction 

Our auditory environment abounds in simultaneously active sound sources whose signals 

overlap and must be disentangled to retrieve meaningful information [1]. The decomposition 

process, termed auditory scene analysis [2], has been conceptualized in terms of two types of 

operations [3,4]: sequential analysis (helping the listener to identify whether consecutive sounds 

belong together or not), and simultaneous analysis (helping to decide whether concurrent sounds 

belong together or not). Because these processes operate smoothly in most individuals, we are 

hardly aware of the challenges they pose, and we usually take for granted that other individuals 

hear the “auditory world” in a similar way as we do. The present study investigates whether this 

assumption is justified for newborn infants: Are the cues needed for disentangling concurrent 

sounds processed at birth? 

Cues for concurrent sound segregation refer to acoustic properties that are immediately 

(i.e., on a millisecond time scale) indicative of the presence of more than one sound source. 

Examples are concurrent signals coming from different locations [5], being in inharmonic 

relation with each other [6,7], or starting at slightly different times (onset asynchrony [8]).  

Sound segregation by inharmonicity can be simulated by a complex tone (a fundamental 

with multiple upper harmonic partials, all in integer relation with the fundamental frequency) of 

which one partial is slightly mistuned upwards or downwards [9]. Perceptual reports suggest that 

the inharmonic partial pops out with pure-tone quality from the complex sound. This has been 

exploited for behavioral investigations of detecting mistuning and using it for concurrent sound 

segregation [6,7,9]. A recent study has adapted this behavioral approach for testing six-month-

old infants, and has shown that infants at this age possess the capacity to detect mistuning [10]. 

Although this suggests an early developmental time-course for the processing of 

concurrent cues, one cannot infer that the capacity is innate given the widespread changes that 

auditory processing undergoes between birth and six months of age (e.g., [11–14]). Fortunately, 

concurrent sound segregation can be measured not only behaviorally (which would be difficult in 
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neonates) but also by electrophysiological methods. In adults, concurrent segregation is 

accompanied by the elicitation of the object-related negativity (ORN), an early frontocentrally 

negative component of the event-related potential (ERP) [15]. 

ORN amplitude reliably reflects the extent of perceptual segregation in adults [15–17]. 

ORN and its magnetic equivalent (ORNm) are not only sensitive to mistuning [15,16,18–23] but 

also to other cues of concurrent segregation such as onset asynchrony [24,25], differences or 

discontinuities in location [5,26], dichotic pitch [17,27–31], and simulated echo [32,33]. 

The present study tests whether newborn infants can detect cues of concurrent sound 

segregation as reflected in ERP responses. Two different stimulus sets were used to probe 

concurrent sound segregation: stimuli based on mistuning-only that had been used for testing six-

month olds in a previous study [10], and a cue combination of mistuning and onset asynchrony 

previously shown to elicit a robust ORN response in adults [34]. 

 

Materials and Methods 

Participants. EEG was recorded from 41 healthy, full-term newborn infants (22 male, 19 

female) during day 1 to 6 postpartum (mean 2.5 days, standard deviation [SD] 0.98 days). All 

infants had regular gestational age (39.1 ± 1.01 weeks), birth weight (3331.5 ± 347.1 g), and 

Apgar scores (consistently 9/10). Data from an additional 14 newborns were recorded, but 

discarded due to excessive electrical artifacts (see below). Informed consent was obtained from 

one or both parents. The experiment was carried out in a dedicated experimental room. The 

mother of the infant could opt to be present during the recording. The study was conducted in 

full accordance with the Declaration of Helsinki and all applicable national laws. It was 

approved by the Ethics Committee of Science and Research of the Medical Research Council of 

Hungary (ETT-TUKEB). 

Apparatus and Stimuli. Complex tones were presented binaurally by ER-1 headphones 

(Etymotic Research Inc., Elk Grove Village, IL, USA) connected via sound tubes to self-
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adhesive ear-couplers (Natus Medical Inc., San Carlos, CA, USA) placed over the newborns’ 

ears. Sounds were presented at an intensity level of 68 decibel sound pressure level (dB SPL) in 

the double-cue condition, and at 62 dB SPL in the single-cue condition. Sound delivery was 

controlled using the E-Prime stimulus presentation software (Psychology Software Tools, Inc., 

Pittsburgh, PA). Two different stimulus sets were presented in two stimulus blocks, whose order 

was counterbalanced across participants. Each block consisted of 400 complex tones (50% 

tuned, 50% manipulated) delivered in random order.  

The stimulus set for the double-cue condition was taken from a previous adult study [34]. 

The tuned sound was a complex tone with a base frequency of 240 Hz, comprising the first five 

harmonics (i.e., 240 Hz, 480 Hz, 720 Hz, 960 Hz, 1200 Hz). All harmonics started in sine phase 

and were of the same amplitude. Sound duration was 250 ms, including raised-cosine onset and 

offset ramps of 5 ms duration each. The manipulated sound was identical to the tuned sound 

except for the 2
nd

 partial, which was both mistuned and delayed relative to the rest of the 

complex. Mistuning was created by shifting the 2
nd

 partial’s frequency upwards by 8% to 

518.4 Hz. Delay was created by starting the 2
nd

 partial 100 ms later than the other harmonics (but 

ending it at the same time). Sounds in this condition were delivered with a stimulus onset 

asynchrony (SOA) of 1100 ms. Overall duration of the stimulus block was 7.33 minutes. 

The stimulus set for the single-cue condition was taken from a previous study in six-

month-old infants [10]. The tuned sound was a complex tone with a base frequency of 240 Hz, 

comprising the first six harmonics (i.e., 240 Hz, 480 Hz, 720 Hz, 960 Hz, 1200 Hz, 1440 Hz). 

Harmonics were combined in random phase, and their intensity level decreased towards higher 

harmonics with a 6dB roll off per octave. Sound duration was 500 ms, including onset and offset 

ramps of 50 ms duration each. The manipulated sound was identical to the tuned sound except 

for the 3
rd

 partial, which was mistuned relative to the rest of the complex. Mistuning was created 

by shifting the 3
rd

 partial’s frequency upwards by 8% to 777.6 Hz. Sounds in this condition were 

delivered with an SOA of 1500 ms. Overall duration of the stimulus block was 10 minutes. 
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Each infant underwent additional testing with different stimuli in the same recording 

session. These additional tests were always administered before the current ones and will be 

reported elsewhere. They included 13 minutes of homogenous tone sequences with occasional 

deviations of different types (as described in [35]) followed by 5 minutes of EEG recording 

without any auditory stimulus presentation. 

EEG recording and analysis. EEG was continuously recorded with Ag/AgCl electrodes 

attached to 15 locations (Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, P3, Pz, P4) according 

to the International 10-20 system [36]. Recordings were made against a nose reference using a 

direct-coupled amplifier (V-Amp, Brain Products, Munich, Germany) at 24-bit resolution with a 

sampling rate of 1000 Hz. An additional electrode was attached near to the outer canthus of the 

left eye. This electrode was referenced offline against Fp1 to create a bipolar electrooculogram 

(EOG) channel for monitoring eye-movement-related artifacts. 

Note that the broad spatial electrode coverage was chosen for the additional testing 

described above (cf. [35]), whereas a reduced set of frontocentral electrodes (F3, Fz, F4, C3, Cz, 

C4) was of interest for the present analysis. The spatial coverage of these channels is consistent 

with the frontocentral distribution of the ORN component in adults and children [20] as well as 

with typical auditory ERP responses in newborn infants [13]. The six frontocentral electrodes as 

well as the bipolarized EOG channel were thus selected for further analysis. Discarding the 

remaining channels (Fp2, F7, F8, T3, T4, P3, Pz, P4) from the analysis led to a substantial 

improvement in data quality, as each channel was found to contain a certain amount of unique 

artifacts (resulting, e.g., from changes in impedance during the recording) in at least one of the 

infants. 

EEG data were analyzed with EEGlab [37]. Continuous data were filtered from 1-16 Hz 

using a finite-impulse response (FIR) band-pass filter (Kaiser-windowed, Kaiser β = 5.65, filter 

length 1813 points). Epochs were extracted from -200 ms to 500 ms relative to the onset of each 

sound. The 200 ms pre-stimulus interval was used for baseline correction. Epochs with an 
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amplitude change exceeding 100 μV on any channel were rejected. Individual data were used for 

further analysis if there were at least 100 artifact-free epochs (50%) for each of the four stimulus 

types (double- vs. single-cue x tuned/manipulated sound). This criterion was fulfilled in 41 out 

of 55 datasets (75% of the newborn infants). 

All artifact-free epochs were averaged separately for each condition and sound type per 

participant. Difference waves were formed by subtracting the ERPs elicited by tuned sounds 

from the ERPs elicited by their manipulated counterparts separately for the two conditions. 

Based on visual inspection, two relevant component intervals were defined as 40-ms wide 

windows around the corresponding grand-average peak. The earlier window ranged from 160-

200 ms and was termed eN (for early negativity), while the later window ranged from 360-

400 ms and was termed ORN to indicate possible correspondence of the obtained effect to that in 

adults [34]. In the eN and ORN intervals, mean amplitudes elicited by the four stimulus types at 

the six electrodes (F3, Fz, F4, C3, Cz, C4) were measured from each babies’ average ERPs. 

Statistical analysis of mean ERP amplitudes was performed separately for the two 

component intervals, incorporating the 2x3 electrode grid. This resulted in a repeated-measures 

ANOVA with 4 factors: Condition (2 levels: double- vs. single-cue as specified above) x Sound 

type (2 levels: tuned vs. manipulated) x Anteriority (2 levels: frontal vs. central) x Laterality (3 

levels: left vs. middle vs. right). Greenhouse-Geisser correction was performed when the 

assumption of sphericity was violated, and the ε correction factors are reported in those cases. 

 

Results 

Figures 1, 2 and 3 show that an early (eN latency range) negative deflection was elicited 

by mistuned-plus-delayed sounds (double-cue condition), but not by mistuned-only sounds 

(single-cue condition), while a late (ORN latency range) negative deflection was elicited by 

mistuned sounds in both conditions. These observations were statistically verified in repeated-
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measures ANOVAs. Full ANOVA results are given in Tables 1 and 2; here only significant 

effects are reported and only those that involve Sound type or Condition are followed upon.  

--- insert Figures 1, 2, 3 at about here --- 

During the early (eN) window, a significant 4-way interaction of Condition x Sound type 

x Anteriority x Laterality was observed (p < .05). The interaction was decomposed by separate 3-

factorial ANOVAs (Sound type x Anteriority x Laterality) for the two conditions. No significant 

effects or interactions were observed for the single-cue condition (all p values > .240). For the 

double-cue condition, there was a significant 3-way interaction of Sound type x Anteriority x 

Laterality (p < .01). This was further decomposed by separate 2-factorial ANOVAs (Sound type 

x Laterality) for each level of Anteriority. There was no effect involving Sound type at central 

electrodes (both p values > .107). At frontal electrodes, there was a significant main effect of 

Sound type (p < .05) and a significant interaction between the effects of Sound type and 

Laterality (p < .05). This interaction was due to significant effects of Sound type at F3 and Fz 

(both p values < .05) but not at F4 (p = .555). The effects of Sound type resulted from more 

negative amplitudes for mistuned-plus-delayed sounds than for tuned sounds. Thus in summary, 

a negative deflection in an early window (160-200 ms) was elicited by mistuned-plus-delayed 

sounds in the double-cue condition, but not by mistuned-only sounds in the single-cue condition 

(see Table 1 for full ANOVA results). 

--- insert Table 1 at about here --- 

During the late (ORN) window, a significant main effect of Sound type was observed 

(p < .01) that was not different between conditions (all p values for interactions involving Sound 

type > .204). The only significant finding involving the Condition factor was an interaction of 

the effects of Condition and Anteriority (p < .01), caused by more negative amplitudes at central 

channels in the double-cue than in the single-cue condition, independent of Sound type (see 

Table 2 for full ANOVA results). To prospectively test whether the main effect of Sound type 

would be statistically reliable in either condition alone, we repeated the ANOVA [sound type 
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(tuned vs. mistuned) x anteriority (frontal vs. central) x laterality (left vs. middle vs. right] 

separately for the two conditions. There was a significant main effect of sound type in the 

double-cue condition [F(1,40) = 4.884, p = 0.033] and a tendency for the same effect in the 

single-cue condition [F(1,40) = 3.748, p = 0.060]. These similar patterns correspond with the 

non-significant interaction of the effects of Sound type and Condition in the omnibus ANOVA 

(p = .919), ensuring that the main effect of Sound type was not carried by one of the conditions 

alone.  

--- insert Table 2 at about here --- 

 

Discussion 

The present study was designed to investigate whether newborn infants may be capable 

of segregating concurrent sounds based on inharmonic relations between different frequency 

components (mistuning) or with additional support from delaying the mistuned component 

relative to others (onset asynchrony). Results of the electrophysiological measurements suggest 

that at least some of the cues underlying concurrent sound segregation are indeed processed at 

birth. The brain responses elicited by the manipulated sounds (with mistuned-only or mistuned-

plus-delayed partials) markedly differed from those elicited by the corresponding tuned sounds.  

The ERP differences between tuned and manipulated sounds appeared in two distinct 

latency ranges. In the early latency range (160-200 ms), a frontally dominant negative deflection 

was elicited by mistuned-plus-delayed sounds, but not by mistuned-only sounds. Although this 

corresponds to the typical ORN latency in adults when the mistuned partial starts with sound 

onset [15,19], the present negativity cannot yet be a mistuning-related ORN because the 

mistuned partial did not start until 100 ms after sound onset. With identical stimulus material, a 

double-peaked ERP response to mistuned-plus-delayed sounds was also observed in adults [34]. 

The early deflection, interpreted as an N1 effect in the adult data, probably reflects the automatic 

registration and processing of the delayed sound component. Although no analogue to the adult 
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N1 is present in neonatal ERP responses, it is possible that the ERP response reflecting the 

detection of delay in newborns is a subcomponent of the multi-source N1 wave that is present 

before the main contributors of the adult N1 reach maturity [14]. However, as the analogy with 

N1 cannot be tested with the present data, we used the more neutral term eN (early negativity). 

The present eN results suggest that the detection of onset asynchrony as one important 

cue for concurrent sound segregation [24,25,34] is functional in newborns. This is consistent 

with other reports of adult-like temporal discrimination in neonates [38,39]. However, the data 

do not permit the inference that the negative deflection in the eN latency range reflects actual 

sound segregation based on onset asynchrony. It is possible that the onset asynchrony response is 

simply driven by the rise in acoustic energy provided by the onset of the delayed partial. In other 

words, we cannot exclude the possibility that the delay would be processed by the neonates’ 

auditory system as a loudness increase in one and the same stimulus, rather than as a marker of 

the onset of a separate sound. 

During the later latency range (360-400 ms), a negative deflection was elicited by both 

types of manipulated sounds (mistuned-only and mistuned-plus-delayed). As it occurred in both 

conditions, this response is very likely related to processing the inharmonic relation between the 

mistuned partial and the rest of the harmonic complex. We interpret it to be an analogue of the 

adult ORN. Although it occurred about 200 ms later than the typical ORN latency range in adults 

[15,34], such shifts are not unusual in neonate ERPs [38]. It merits noting that in adults, ORN 

peaks later when the cues for concurrent sound segregation are weak; for instance, ORN was 

found between 320 and 360 ms (close to the latency range observed here) in a condition in which 

only 3% mistuning was employed [25]. It is possible that the present amount of mistuning (8%) 

was not very salient for the neonatal auditory system, whose frequency resolution is known to be 

coarser than that in adults [40]. Hence a delayed occurrence of ORN in neonates is reasonable. 

On the other hand, the information provided by 8% mistuning was apparently not so 

weak that an additional cue (i.e., onset asynchrony) could have increased the ORN further. In 
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fact, there was no difference in ORN amplitude or scalp distribution between the conditions with 

mistuning-only or mistuning-plus-delay. This is consistent with recent results suggesting that 

ORN shows properties of an all-or-none response [34]; that is, once it is elicited by a given cue 

of concurrent sound segregation, it cannot be further increased by providing additional congruent 

cues. The rationale of combining mistuning with onset asynchrony in one of the conditions had 

been to increase the chances of finding an ORN-like response in neonates, as adult studies have 

shown that the process indexed by ORN integrates information from different cues [41,42], and 

that the combination of two weak cues can lead to ORN elicitation in situations in which one of 

the cues alone would have been insufficient to elicit ORN [5,25]. Such congruent evidence was, 

however, not necessary with the present stimulus parameters: Mistuning-alone was sufficient, 

and ORN showed a redundancy effect (i.e., no further increase) with additional cues [5,34].  

One note of caution is that it is difficult to strictly compare the two conditions in the 

present study because they differed not only in the presence or absence of delay but also in SOA, 

tone duration, as well as in the order number of the manipulated harmonic, all of which can 

affect the ORN response [15,23]. Yet the occurrence of similar responses despite these 

differences can also be regarded as a strength in that it supports the generalizability of the 

observed ORN response in newborns. The design of the present study was not optimized towards 

a comparison between the two conditions, but towards a comparison with prior infant [10] and 

adult [34] data. On the basis of the present successful demonstration of an adult-like ORN 

response in neonates, future studies should address the properties of this response more 

systematically to derive a developmental trajectory of the processes underlying concurrent sound 

segregation. Similar to previous studies in children, this would include manipulations of the 

amount of mistuning [10,20] as well as testing whether other cues of concurrent sound 

segregation lead to ORN-like responses as well [31]. It would also be informative to use a 

version of the paradigm based on concurrent vowel segregation [42], for which ageing-related 
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deteriorations have been demonstrated [43], suggesting a possible relation with speech 

processing difficulties that might prove diagnostically relevant in newborn infants. 

The present demonstration of processing the cues for concurrent sound segregation at 

birth creates an interesting dissociation with concurrent sound integration, which had previously 

been shown to emerge only between three and four months of age [44]. It may appear 

contradictory that the infant should be able to detect an inharmonic partial earlier than being able 

to integrate harmonic frequency components into a single pitch percept. However, concurrent 

integration is indeed assumed to be a higher-level function in the auditory pathway [45,46] than 

concurrent segregation [47].  

One may object that the ORN-like response in neonates could simply indicate the 

detection of an inharmonic partial, which does not necessarily translate into the percept of two 

segregated sounds. Indeed, this argument is difficult to rule out with neonates whose perceptual 

experience cannot be directly assessed. However, the close correspondence between ORN 

elicitation and concurrent segregation in adults [48] makes it plausible that the present data 

indicate sound segregation rather than mere processing of the inharmonic relation. At the very 

least, the present data permit the inference that newborn infants are able to pick up inharmonicity 

as a major cue of segregating a mixture of sounds. Importantly, this speaks not only to the 

neonates’ capacity for processing their auditory surroundings, but also to the automaticity of the 

ORN response, confirming the view that it is a largely attention-independent response 

[15,18,19,28]. 

Previous studies have demonstrated that sequential grouping [49] and sequential stream 

segregation [50] are also functional in newborn infants. Together with these findings, the present 

results suggest that newborn infants are able to pick up the cues underlying the two main 

processing mechanisms of auditory scene analysis: sequential and concurrent sound organization 

[2,3]. Hence from birth onwards, auditory object formation may function similarly to that 
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observed in adults. In other words, we do not need to worry that a human speaker on top of radio 

background music constitutes a principally inseparable mixture for neonate listeners. 

In conclusion, our results suggest that at least some of the cues supporting the segregation 

of concurrent sounds are processed at birth. Newborn infants differentially processed co-

occurring auditory stimuli based on harmonic relations as reflected by ORN-like responses 

observed in the 360-400 ms latency range. Future studies should perform parametric 

manipulations of inharmonicity as well as other cues of concurrent sound segregation to assess 

the simultaneous sound organization capabilities of newborn infants in greater detail. 
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Tables 

Table 1: Results of the omnibus and follow-up repeated-measures ANOVAs of the mean 

amplitudes measured during the eN window (160-200 ms).  

Factor Effect on mean ERP amplitudes 

Omnibus ANOVA (Condition x Sound type x Anteriority x Laterality) 

Condition (2 levels: single vs. double) F(1,40) = 0.045,  p = .833, η
2
 = 0.001  

Sound type (2 levels: tuned vs. mistuned) F(1,40) = 2.925,  p = .095, η
2
 = 0.068  

Anteriority (2 levels: frontal vs. central) F(1,40) = 6.566,  p = .014, η
2
 = 0.141  

Laterality (3 levels: left / middle / right) F(2,80) = 2.099,  p = .137, η
2
 = 0.050, εGG = 0.865 

Condition x Sound type F(1,40) = 1.169,  p = .286, η
2
 = 0.028  

Condition x Anteriority F(1,40) = 0.984,  p = .327, η
2
 = 0.024  

Sound type x Anteriority F(1,40) = 0.000,  p = .991, η
2
 = 0.000  

Condition x Sound type x Anteriority F(1,40) = 0.026,  p = .872, η
2
 = 0.001  

Condition x Laterality F(2,80) = 2.060,  p = .134, η
2
 = 0.049  

Sound type x Laterality F(2,80) = 0.580,  p = .529, η
2
 = 0.014, εGG = 0.814 

Condition x Sound type x Laterality F(2,80) = 0.297,  p = .744, η
2
 = 0.007  

Anteriority x Laterality F(2,80) = 2.568,  p = .094, η
2
 = 0.060, εGG = 0.826 

Condition x Anteriority x Laterality F(2,80) = 0.516,  p = .599, η
2
 = 0.013  

Sound type x Anteriority x Laterality F(2,80) = 1.853,  p = .163, η
2
 = 0.044  

Condition x Sound type x Anteriority x 

Laterality 

F(2,80) = 3.873,  p = .025, η
2
 = 0.088  

Follow-up ANOVA: Sound type x Anteriority x Laterality for the double-cue condition 

Sound type (2 levels: tuned vs. mistuned) F(1,40) = 3.960,  p = .053, η
2
 = 0.090  

Anteriority (2 levels: frontal vs. central) F(1,40) = 6.016,  p = .019, η
2
 = 0.131  

Laterality (3 levels: left / middle / right) F(2,80) = 4.286,  p = .017, η
2
 = 0.097  

Sound type x Anteriority F(1,40) = 0.014,  p = .906, η
2
 = 0.000  

Sound type x Laterality F(2,80) = 0.776,  p = .464, η
2
 = 0.019  

Anteriority x Laterality F(2,80) = 2.056,  p = .146, η
2
 = 0.049, εGG = 0.797 

Sound type x Anteriority x Laterality F(2,80) = 5.110,  p = .008, η
2
 = 0.113  

Follow-up ANOVA: Sound type x Anteriority x Laterality for the single-cue condition 

Sound type (2 levels: tuned vs. mistuned) F(1,40) = 0.348,  p = .558, η
2
 = 0.009  

Anteriority (2 levels: frontal vs. central) F(1,40) = 1.420,  p = .240, η
2
 = 0.034  

Laterality (3 levels: left / middle / right) F(2,80) = 0.204,  p = .816, η
2
 = 0.005  

Sound type x Anteriority F(1,40) = 0.014,  p = .905, η
2
 = 0.000  

Sound type x Laterality F(2,80) = 0.193,  p = .787, η
2
 = 0.005, εGG = 0.841 

Anteriority x Laterality F(2,80) = 0.914,  p = .405, η
2
 = 0.022  

Sound type x Anteriority x Laterality F(2,80) = 0.423,  p = .616, η
2
 = 0.010, εGG = 0.819 

Follow-up ANOVA: Sound type x Laterality for frontal channels in the double-cue condition 

Sound type (2 levels: tuned vs. mistuned) F(1,40) = 4.493,  p = .040, η
2
 = 0.101  

Laterality (3 levels: left / middle / right) F(2,80) = 2.569,  p = .096, η
2
 = 0.060, εGG = 0.801 

Sound type x Laterality F(2,80) = 3.971,  p = .023, η
2
 = 0.090  

Follow-up ANOVA: Sound type x Laterality for central channels in the double-cue condition 

Sound type (2 levels: tuned vs. mistuned) F(1,40) = 2.722,  p = .107, η
2
 = 0.064  

Laterality (3 levels: left / middle / right) F(2,80) = 3.766,  p = .027, η
2
 = 0.086  

Sound type x Laterality F(2,80) = 0.323,  p = .725, η
2
 = 0.008  
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Note: The ANOVA factor structure is repeated in brackets behind each main effect for clarity. 

Results are reported with the partial η
2
 effect size measure. The Greenhouse-Geisser epsilon 

correction value is indicated in those cases for which the sphericity assumption was violated. 

Significant results are marked in bold font.  

 

 

Table 2: Results of the repeated-measures ANOVA of the mean amplitudes measured during the 

ORN window (360-400 ms).  

Factor Effect on mean ERP amplitudes 

Condition (2 levels: single vs. double) F(1,40) = 0.484,  p = .491, η
2
 = 0.012 

Sound type (2 levels: tuned vs. mistuned) F(1,40) = 8.965,  p = .005, η
2
 = 0.183 

Anteriority (2 levels: frontal vs. central) F(1,40) = 7.997,  p = .007, η
2
 = 0.167 

Laterality (3 levels: left vs. middle vs. right) F(2,80) = 1.720,  p = .186, η
2
 = 0.041 

Condition x Sound type F(1,40) = 0.011,  p = .919, η
2
 = 0.000 

Condition x Anteriority F(1,40) = 8.340,  p = .006, η
2
 = 0.173 

Sound type x Anteriority F(1,40) = 1.665,  p = .204, η
2
 = 0.040 

Condition x Sound type x Anteriority F(1,40) = 0.027,  p = .870, η
2
 = 0.001 

Condition x Laterality F(2,80) = 0.819,  p = .445, η
2
 = 0.020 

Sound type x Laterality F(2,80) = 0.979,  p = .380, η
2
 = 0.024 

Condition x Sound type x Laterality F(2,80) = 0.156,  p = .856, η
2
 = 0.004 

Anteriority x Laterality F(2,80) = 3.734,  p = .028, η
2
 = 0.085 

Condition x Anteriority x Laterality F(2,80) = 1.095,  p = .339, η
2
 = 0.027 

Sound type x Anteriority x Laterality F(2,80) = 0.001,  p = .999, η
2
 = 0.000 

Condition x Sound type x Anteriority x Laterality F(2,80) = 1.167,  p = .317, η
2
 = 0.028 

 

Note: The ANOVA factor structure is repeated in brackets behind each main effect for clarity. 

Results are reported with the partial η
2
 effect size measure. The sphericity assumption was not 

violated in any case. Significant results are marked in bold font.  
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Figure Legends 

 

Figure 1: Results of the double-cue condition. Grand-average ERPs (N=41) elicited by tuned 

sounds (blue dotted line) are contrasted with those elicited by mistuned-plus-delayed sounds (red 

solid line). Mean ERPs are plotted together with the standard error of mean for assessing the 

inter-individual variation and noise level in the data. 

 

Figure 2: Results of the single-cue condition. Grand-average ERPs (N=41) elicited by tuned 

sounds (blue dotted line) are contrasted with those elicited by mistuned sounds (red solid line). 

Mean ERPs are plotted together with the standard error of mean for assessing the inter-individual 

variation and noise level in the data. 

 

Figure 3: Manipulated-minus-tuned difference waveforms of the double- and single-cue 

conditions compared (grand-average ERPs, N=41). The areas shaded in gray reflect amplitude 

differences between the two conditions. Note that there are significant differences between 

conditions in the eN latency range, but not in the ORN latency range. 
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