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ABSTRACT. Recently we have presented several structural results on certain
isometries of spaces of positive definite matrices and on those of unitary
groups. The aim of this paper is to put those previous results into a common
perspective and extend them to the context of operator algebras, namely, to
that of von Neumann factors.

1. INTRODUCTION AND STATEMENT OF THE RESULTS

The famous Mazur-Ulam theorem states that every surjective isometry (i.e.,
surjective distance preserving map) from a normed real linear space onto an-
other one is automatically affine, in other words, it is necessarily an isomor-
phism with respect to the operation of convex combinations.

Recently we have extensively investigated how this fundamental theorem can
be generalized to more general settings. In [12] we have obtained results in
the context of groups (and some of their substructures) which state that un-
der certain conditions surjective distance preserving transformations between
such structures necessarily preserve locally the operation of the so-called in-
verted Jordan product. This means that also in that general setting the surjec-
tive isometries necessarily have a particular algebraic property. This property
opens the way for employing algebraic ideas, techniques and computations to
get more information about the isometries under considerations. In some of our
latter papers we have successfully used that approach to describe explicitly the
isometries of different non-linear structures of matrices and operators.

In [13] we have determined the surjective isometries of the unitary group over
a Hilbert space equipped with the metric of the operator norm. In [21] we de-
scribed the surjective isometries of the space of all positive definite operators on
a Hilbert space relative to the so-called Thompson part metric. In [14] we have
presented generalizations of the latter two results for the setting of C*-algebras.
It has turned out that the corresponding surjective isometries are closely related
to Jordan *-isomorphisms between the underlying full algebras. In [25], [22] we
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have proceeded further and described the structure of surjective isometries of
the unitary group with respect to complete symmetric norms (see the defini-
tion later) both in the infinite and in the finite dimensional cases. Furthermore,
in [22] we have also determined the isometries relative to the elements of a re-
cently introduced collection of metrics [8] (having connections to quantum in-
formation science) on the group of unitary matrices. In [23] we have revealed the
structure of surjective isometries of the space of positive definite matrices rela-
tive to certain metrics of differential geometric origin (they are common gener-
alizations of the Thompson part metric and the natural Riemannian metric on
positive definite matrices) as well as to a new metric obtained from the Jensen-
Shannon symmetrization of the important divergence called Stein’s loss. In [26]
we have made an important step toward further generality. Namely, we have de-
scribed the structure of those surjective maps on the space of all positive definite
matrices which leave invariant a given element of a large collection of certain
so-called generalized distance measures. In that way we could present a com-
mon generalization of the mentioned results in [23] and also provide structural
information on a large class of transformations preserving other particular im-
portant distance measures including Stein’s loss itself. We also mention that by
the help of appropriate modifications in our general results in [12] we have man-
aged to determine the surjective isometries of Grassmann spaces of projections
of a fixed rank on a Hilbert space relative to the gap metric [5].

In this paper we develop even further the ideas and approaches we have
worked out and used in the papers [22], [23], [26], and extend our previous re-
sults concerning distance measure preserving maps on matrix algebras for the
case of operator algebras, especially, von Neumann factors. We obtain results
which show that if the positive definite cones or the unitary groups in those al-
gebras equipped with a sort of very general distance measures are "isometric",
then the underlying full algebras are Jordan *-isomorphic (either *-isomorphic
or *-antiisomorphic).

We begin the presentation with the case of positive definite cones. As the
starting point of the route leading to our corresponding result we exhibit a
Mazur-Ulam type theorem for a certain very general structure called point-
reflection geometry equipped with a generalized distance measure. In fact, we
believe that with this result we have found in some sense the most general ver-
sion of Mazur-Ulam theorem that one can obtain using the approach followed
in [12] in the setting of groups. We point out that many of the arguments below
use ideas that have already appeared in our previous papers [22], [23], [26]. In
several cases only small changes need to be performed while in other cases we
really have to work to find solutions for particular problems that emerge from
the fact that instead of matrix algebras here we consider much more compli-
cated objects, namely operator algebras. In order to make the material readable
we present the results with complete proofs.

For our new general Mazur-Ulam type result we need the following concept
that has been defined by Manara and Marchi in [19] (also see [16], [18]).
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Definition 1. Let X be a set equipped with a binary operation ¢ which satisfies
the following conditions:

(al) aoa=a holds foreverya € X;
(@2) ao(aob)=Db holds forany a,be X;
(a3) the equation xo a = b has a unique solution x € X for any given a,b € X.

In this case the pair (X, o) (or X itself) is called a point-reflection geometry.

Observe that from the properties (al)-(a2) above we easily obtain that the
equation a¢ x = b also has unique solution x € X for any given a, b € X.

As for our present purposes, the most important example of such a structure
is given as follows. In the rest of the paper by a C*-algebra we always mean
a unital C*-algebra with unit I. Let < be such an algebra. We denote by <7
the self-adjoint part of « and </, stands for the cone of all positive elements of
< (self-adjoint elements with non-negative spectrum). The set of all invertible
elements in 7, is denoted by «/;!. Sometimes </ ! is called positive definite
cone and its elements are said positive definite. For any A, B € «/; ! define Ao
B = AB' A. In that way /! becomes a point-reflection geometry. Indeed, the
conditions (al), (a2) above are trivial to check. Concerning (a3) we recall that for
any given A, B € &/ !, the so-called Ricatti equation XA™!X = B has a unique
solution X = A#B which is just the geometric mean of A and B defined by

A#B = A1/2(A_I/ZBA_I/Z)UZA”Z.

This assertion is usually termed as Anderson-Trapp theorem (for the original
source see [1]).

In our general Mazur-Ulam type theorem that we are going to present we do
not need to confine the considerations to true metrics, the theorem works also
for so-called generalized distance measures.

Definition 2. Given an arbitrary set X, the function d : X x X — [0,00[ is called
a generalized distance measure if it has the property that for an arbitrary pair
x,y€ X wehaved(x,y) =0 ifandonlyifx=y.

Hence, in the definition above we require only the definiteness property of
a metric but neither the symmetry nor the triangle inequality is assumed. Our
new general Mazur-Ulam type theorem reads as follows.

Theorem 3. Let X,Y be sets equipped with binary operations ¢, %, respectively,
with which they form point-reflection geometries. Letd : X x X — [0,00[, p: Y x
Y — [0,00[ be generalized distance measures. Pick a,b € X, set

Lyp={xeX:d(a,x)=d(x,boa)=d(a,b)}

and assume the following:
(b1) d(box,box")=d(x',x) holds for all x,x' € X;
(b2) supid(x,b) : x€ Ly p} <oo;
(b3) there exists a constant K > 1 such that d(x, box) = Kd(x, b) holds for every
X € La,b-
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Let¢: X — Y be a surjective map such that
pPpx),p(x) =d(x,x), x,x'e€X

and also assume that

(b4) for the element c € Y with ¢ * ¢p(a) = ¢p(bo a) we have p(c x y,c* y') =
e,y forally,y' €Y.
Then we have

d(boa) =¢(b) x d(a).

The maps ¢ appearing in the theorem may be called "generalized isometries".
Moreover, observe that the above result trivially includes the original Mazur-
Ulam theorem. To see this, take normed real linear spaces X, Y and a surjective
isometry ¢ : X — Y. Define the operation ¢ by xo x’' = 2x — x/, x, x’ € X and the
operation x similarly. Let d, p be the metrics corresponding to the norms on X
and Y. Selecting any pair a, b of points in X, it is apparent that all conditions in
the theorem are fulfilled and hence we have ¢p(2b—a) = 2¢(b) —¢p(a). It easily im-
plies that ¢ respects the operation of the arithmetic mean from which it follows
that ¢ respects all dyadic convex combinations and finally, by the continuity of
¢, we conclude that ¢ is affine.

The above result shows that maps which conserve the "distances " with re-
spect to a pair of generalized distance measures respect a pair of algebraic op-
erations in some sense. We emphasize that in the result above as well as in our
other general Mazur-Ulam type results that appeared in [12], the isometries re-
spect or, in other words, preserve algebraic operations only locally, for certain
pairs a, b of elements. In fact, in that generality nothing more can be expected.
To see this, one may refer to groups equipped with the discrete metrics: any
bijection between them is a surjective isometry but clearly not necessarily an
isomorphism in any adequate sense. Nonetheless, even if only locally, surjec-
tive distance measure preserver transformations appearing in the above theo-
rem do have a certain algebraic property. And in the cases what we consider
in the present paper it turns out that they in fact have this property globally.
Therefore, the problem of describing those distance measure preserver trans-
formations can be transformed to the problem of describing certain algebraic
isomorphisms. This is exactly the strategy we are going to follow below.

Let us proceed toward the first group of our results which concern transfor-
mations between the positive definite cones of C*-algebras. Before presenting
the results we need to make some preparations. By a symmetric norm ona C*-
algebra «f we mean a norm N for which N(AXB) < ||AN(X)|B]l holds for all
A, X, B € o/ . Here and in what follows |.|| stands for the original norm on <« what
we sometimes call operator norm. Whenever we speak about topological prop-
erties (convergence, continuity, etc.) without specifying the topology we always
mean the norm topology of |.]. We call a norm N on & unitarily invariant if
N(UAV) = N(A) holds for all A€ «f and unitary U,V € of. Furthermore, a norm
N on « is said to be unitary similarity invariant if we have N(UAU™) = N(A) for
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all A€ of and unitary U € &/. It is easy to see that any symmetric norm is unitar-
ily invariant and it is trivial that every unitarily invariant norm is unitary similar-
ity invariant. For several examples of complete symmetric norms on B(H), the
algebra of all bounded linear operators on a complex Hilbert space H, we refer
to [7]. They include the so-called (c, p)-norms and, in particular, the Ky Fan k-
norms. We mention that in that paper the authors use the expression "uniform
norm" for symmetric norms. Apparently, the above examples provide examples
of complete symmetric norms on any C*-subalgebra of B(H) and hence on von
Neumann algebras, too.

Now, we recall that in [23] we have described the structure of isometries of
the space P, of all positive definite n x n complex matrices with respect to the
metric defined by

¢)) dn(A,B)=N(ogA™Y2BA™Y?), A BeP,,

where N is a unitarily invariant norm on M,,. (It is a well-known fact that on
matrix algebras a norm is symmetric if and only if it is unitarily invariant, see
Proposition 1V.2.4 in [3]). The importance of that metric comes from its dif-
ferential geometric background (it is a shortest path distance in a Finsler-type
structure on P, which generalizes its fundamental natural Riemann structure,
for references see [23]). In the recent paper [26] we have presented a substan-
tial extension of that result for the case where the logarithmic function in (1) is
replaced by any continuous function f: ]10,c0[— R that satisfies

(cl) f(y)=0holdsifand onlyif y =1;
(c2) there exists a number K > 1 such that

IFGAHI=KIf)],  yElo,ool.

We must point out that with this replacement we usually get not a true metric,
only a generalized distance measure. However in that way we cover the cases of
many important concepts of matrix divergences whose preserver transforma-
tions could hence be explicitly described, for details see [26].

We now define that new class of generalized distance measures in the context
of C*-algebras. Let «f be a C*-algebra, N a norm on <, f: ]0,00[— R a given
continuous function with property (c1). Define dy, s : A x o 71— [0,00[ by

) dn,r(AB)=N(f(AYV2B7'AY%), A Bed '

It is apparent that dyy, r is a generalized distance measure.

We also need the following notions. If «f is a C*-algebra and A, B € &/, then
ABA s called the Jordan triple product of A and B while AB~! Ais said to be their
inverted Jordan triple product. If % is another C*-algebra and ¢ : ;! — %! is
a map which satisfies

G(ABA) = p(A)p(B)p(A), A Bet ),
then it is called a Jordan triple map. If ¢ : o1 — 98, fulfills
GAB™LA) = p(A)Pp(B) 1p(A), A Best!,
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then ¢ is said to be an inverted Jordan triple map. A bijective Jordan triple map
is called a Jordan triple isomorphism and a bijective inverted Jordan triple map
is said to be an inverted Jordan triple isomorphism.

Applying Theorem 3 we shall prove the following result.

Theorem 4. Let of,98 be C* -algebras with complete symmetric norms N, M, re-
spectively. Assume N satisfies N(|Al) = N(A) forall A€ of. Suppose f,g: 10,00[—
R are continuous functions both satisfying (c1) and f also fulfilling (c2). Let
¢: A7 — B be a surjective map which respects the pair dy, frdm,g of gen-
eralized distance measures in the sense that

dyg(P(A),p(B) =dn,f(AB), ABeot "

Then ¢ is a continuous inverted Jordan triple isomorphism, i.e., a continuous
bijective map that satisfies

G(AB'A) = p(A)p(B) 'p(A),  ABes; .

Having this result, the next natural step is to try to describe the structure of
all continuous inverted Jordan triple isomorphisms between positive definite
cones. This is exactly what we do. Observe that the inverted Jordan triple iso-
morphisms are closely related to Jordan triple isomorphisms which are much
more common, they appear e.g. in pure ring theory, too (though there they
are considered between full rings and usually assumed to be additive which is
definitely not the case here). Indeed, if ¢ : «/7! — 287! is an inverted Jordan
triple isomorphism, then elementary computation shows that the transforma-
tion y(.) = (/)(I)_I/Z(b(.)(,b(l)_”2 is a unital inverted Jordan triple isomorphism
which can easily be seen to be a Jordan triple isomorphism. Recall a map is
called unital if it sends the identity to the identity.

In the following theorem we describe the structure of continuous Jordan triple
isomorphisms between the positive definite cones of von Neumann factors. A
linear functional / : &/ — C on an algebra </ is said to be tracial if it has the
property [(AB) = [(BA), A,Be .

Theorem 5. Assume <f,98 are von Neumann algebras and </ is a factor not
of type lp. Let ¢ : A1 — B' be a continuous Jordan triple isomorphism.
Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
0: o — B, a number c € {—1,1}, and a continuous tracial linear functional
| : of — C which is real valued on <5 and l(I) # —c such that

3) p(A) =18 g(A%),  Aeal

Conversely, for any algebra *-isomorphism or algebra *-antiisomorphism@ : «f —
B, number c € {—1,1}, and continuous tracial linear functional | : &/ — C which
is real valued on <fs and l(I) # —c, the above displayed formula (3) defines a con-
tinuous Jordan triple isomorphism between </ and 98"

As for the tracial linear functional / appearing above we mention the follow-
ing. It is proven in [11] that in a properly infinite von Neumann algebra, every
element is the sum of two commutators. This gives us that if < in the theorem
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is of one of the types I, Il III, then the functional / above vanishes. However,
if o« is of type I,, or type II;, then due to the existence of a normalized trace, it
really shows up.

After this we shall easily obtain our theorem on the structure of surjective
maps between the positive definite cones of von Neumann factors which respect
pairs of generalized distance measures. The statement reads as follows.

Theorem 6. Let.of , %8 be von Neumann algebras with complete symmetric norms
N, M, respectively. Assume f,g: 10,00[— R are continuous functions both satis-
fying (c1) and f also fulfilling (c2). Suppose that &/ is a factor not of typeI». Let
¢: A1 — BT be a surjective map which respects the pair dy, f»dum,g of general-
ized distance measures in the sense that

) dyg(P(A),p(B) =dn,f(AB), ABeot "

Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
0:of — B, anumberce{-1,1}, an element T € %;1 and a continuous tracial
linear functional | : of — C which is real valued on «f; and l(I) # —c such that

(5) H(A) = BVTHANT,  Aeot .
In the case where </ is an infinite factor, the linear functional [ is in fact missing.

Let us emphasize the interesting consequence of the above theorem that if
the positive definite cones of two von Neumann factors (not of type I,) are "iso-
metric" in a very general sense (with respect a pair of generalized distance mea-
sures), than the underlying algebras are necessarily isomorphic or antiisomor-
phic as algebras.

The second part of our results concerns transformations between unitary
groups. For any C*-algebra </, we denote its unitary group by <,. Similarly
to the case of the positive definite cone, we are going to consider certain gener-
alized distance measures on <f;,. Let N be anorm on & and f: T — C a contin-
uous function having zero exactly at 1 and define

(6) dn,f(U,V)=N(f(UVY), UVed,.

Clearly, dy ¢ is a generalized distance measure on ;. In particular, when f(z) =
z—1,z€T, we obtain dy,¢(U,V) = NU-V), U,V € o4, i.e., the usual norm
distance with respect to N.

In the paper [22] we have considered a recently defined collection of met-
rics on the group of n x n unitary matrices. To the definition we recall that for
any unitary matrix U we have a unique Hermitian matrix H with spectrum in
| —m, 7] such that U = exp(i H). This H is called the angular matrix of U. Now,
for a given unitarily invariant norm N on the algebra M, of all n x n complex
matrices the distance dy (U, V) between unitary matrices U and V is defined by
dn(U,V) = N(H), where H is the angular matrix of U V™1, These metrics have
been introduced and studied in [8] and the corresponding isometries have been
determined in Theorem 4 in [22]. Observe that these metrics "almost" fit into
the general framework we have presented in (6) above. Indeed, there f should
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be the argument function on T, but the problem is that this function is not con-
tinuous. Apparently, it did not cause any problem in [22] since there we have
considered finite dimensional setting where the spectrum is finite and on such
a set all functions can be viewed continuous.

Asin the case of the positive definite cone, in order to obtain reasonable struc-
tural results on transformations between unitary groups that respect general-
ized distance measures, we need to require certain conditions on the generating
continuous function f : T — C. These are the following:

(d1) f(»)=0holdsifand onlyif y=1;

(d2) there exists a number K > 1 such that

A= KIf )
holds for all y € T from a neighborhood of 1.

One may ask what is the reason for the locality in (d2). The trivial answer is
that we want to cover the case of the function f(z) = z—1, z € T which corre-
sponds to the usual norm distance.

Our result parallel to Theorem 4 which states that the "generalized isome-
tries" between unitary groups of von Neumann algebras are continuous inverted
Jordan triple isomorphisms is formulated below. To this we note that having
a look at the concepts relating to maps on the positive definite cone which
are given before Theorem 4, the notions of Jordan triple maps, inverted Jordan
triple maps, Jordan triple isomorphisms, inverted Jordan triple isomorphisms
between unitary groups should be self-explanatory.

Theorem 7. Let.of,% be von Neumann algebras with complete symmetric norms
N, M, respectively. Assume f, g : T — R are continuous functions having the prop-
erty (d1) and f also satisfies (d2). Let ¢ : o, — 9B, be a surjective map that re-
spects the pair dy, f, dy,g of generalized distance measures in the sense that

) Am,g(PU),p(V)) =dn,f(U, V), UVed,.

Then ¢ is a continuous inverted Jordan triple isomorphism, i.e., a continuous
bijective map which satisfies

UV = (V) IPU), U, Ve,

Just as in the first part of this section, one can easily see that inverted Jordan
triple maps between unitary groups are closely related to Jordan triple maps. In
particular, if ¢ : of,, — 9%, is an inverted Jordan triple isomorphism, then it is
apparent that the map y(.) = ¢p(I)~1¢(.) is again an inverted Jordan triple iso-
morphism which is unital and hence it is a Jordan triple isomorphism. The fol-
lowing theorem describes the structure of continuous such isomorphisms in the
case of von Neumann factors. In the course of its proof we employ an argument
involving one-parameter unitary groups.

Theorem 8. Assume of ,%8 are von Neumann algebras. Let ¢ : of,, — 9B, be a con-
tinuous Jordan triple isomorphism, i.e., a continuous bijective map which satis-

fies
¢UVU) =p)p(V)p(U), U,V e,
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Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
0: o — % and scalars c,d € {—1,1} such that

P(A) =dO(A°), Aed,.

Combining the above two results we can readily obtain our theorem on gen-
eralized distance measure preserving maps between unitary groups of von Neu-
mann factors which reads as follows.

Theorem 9. Let of , %8 be von Neumann algebras with complete symmetric norms
N, M, respectively. Assume f, g : T — R are continuous functions having the prop-
erty (d1) and f also satisfies (d2). Let ¢ : o, — 9B, be a surjective map that re-
spects the pair dy, f, dy,g of generalized distance measures in the sense that

8) Am,g(PU),p(V)) =dn,f(U, V), UVed,.

Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
0: o — B, a unitary element W € 9B, and a number c € {—1,1} such that

$(U) =Wo(U"), Aed,.

Just as in the case of the positive definite cone, we point out the interesting
consequence of the above theorem that if the unitary groups of two von Neu-
mann factors are "isometric" in a very general sense (with respect to some pair
of generalized distance measures), then the underlying algebras are necessarily
isomorphic or antiisomorphic as algebras.

2. PROOFS

This section is devoted to the proofs of our results.

We begin with the proof of our new general Mazur-Ulam type theorem, The-
orem 3. In fact, the argument we use here follows closely the ideas given in the
proofs of Proposition 9, Lemma 10 and Proposition 11 in [26] which statements
have been formulated in the context of so-called twisted subgroups of groups.
The main novelty here is that we have found in a sense the most general struc-
ture (point-reflection geometry) for which that argument can be employed.

The first step toward the proof of Theorem 3 is the following lemma that ap-
peared in [26] as Lemma 8. The proof is so short that for the sake of complete-
ness we repeat it here.

Lemma 10. Let X bea setand d : X x X — [0,00[ an arbitrary function. Assume
¢ : X — X is a bijective map satisfying

) dp),ex) =dx',x), xx'eX.

Assume further that we have b € X for which sup{d(x, b)|x € X} < oo, and there is
a constant K > 1 such that

d(x,¢(x)) = Kd(x,b), xeX.
Then for every bijective map f: X — X satisfying
(10) d(fx), f(x) =d',x), xxeX
we have d(f(b),b) = 0.
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Proof. For temporary use we call amap f: X — X d-reversing if it satisfies (10).
Let

A =supf{d(f(b),b)|f: X — X is a bijective d-reversing mapj}.

Then 0 < A < co. For an arbitrary bijective d-reversing map f: X — X, consider
f=f"logo f. Then f is also a bijective d-reversing transformation and

A=d(f(b),b) = d(f D), p(f (b)) = Kd(f(D),D).

By the definition of A we get A = KA which implies that A = 0 and this completes
the proof. O

The next proposition in the case where X =Y, d = p appeared as Proposition
9in [26].

Proposition 11. Let X be a set and d : X x X — [0,00[ any function. Let a,b €
X and assume that ¢: X — X is a bijective map which satisfies (9). Moreover,
assume that ¢(b) = b and the composition map @o @ equals the identity on X. Set

L={xe Xld(a,x) =d(x,p(a) = d(a,Db)}.
Suppose that sup{d(x, b)|x € L} < co and there exists a constant K > 1 such that
d(x,p(x)) = Kd(x,b), xeL.

Let Y be another setand p:Y x Y — [0,00[ any function. Assumewy: Y — Y isa
bijective map such that

Py, w(yN=dy,y, yyevY.
IfT: X — Y is a bijective map satisfying

(11D p(T(x), T(x)) =d(x,x), x,x' € X,
and
(12) v(T(a)=T@), yw(T(pa)=T(a),

then we have
ey (T (b)), T(b)) =0.

Proof. Since ¢(b) = b and ¢ satisfies (9), we have
d(a,b) = d(p(b),p(a) = d(b,¢(a)),
which implies that b€ L. Let
L'={yeYlp(T(a@),y) = p(y, T(p@)) = d(a,b)}.

By the bijectivity and the property (11) of T one can easily check that T'(L) = L'.
Furthermore, using corresponding properties of the maps ¢, as well as the
intertwining properties (12), we obtain that ¢(L) = L and w(L') = L. Consider
now the transformation T = T~! o o T. Plainly, the restriction of this map onto
L is a self-bijection of L and it satisfies

p(T), T(x) =d',x), xx'€L.
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Since supi{d(x, b)|x € L} < oo, we can apply Lemma 10 and deduce that
0=d(T(b),b) = dy (T (b)), T(b)).
O

After this preparation we can present the proof of our general Mazur-Ulam
type result.

Proof of Theorem 3. First observe that by the definiteness of generalized dis-
tance measures the surjective "generalized isometry" ¢ is also injective. Let
px)=boxforeveryxe X anddefiney: Y — Ybyy(y) =cxy, ye Y. By the
properties of point-reflection geometries and the assumptions in the theorem,
@ is a bijective map on X and v is a bijective map on Y, moreover all conditions
appearing in Proposition 11 are easily seen to be satisfied with ¢ in the place of
T. In fact, we obviously have v (¢(a)) = ¢(p(a)) which, by taking into account
that v is an involution, implies that ¥ (¢(¢(a))) = ¢(a). Applying Proposition 11
we get that p(w(¢p(b)), (b)) = 0 which implies ¢p(b) = @ (p(b)) = ¢ *x ¢(b). By the
properties (al), (a3) of point-reflection geometries we infer that ¢ = ¢p(b) imply-
ing
d(boa) =¢(b) x P(a).
(]

In the next proposition on which the proof of Theorem 4 relies we shall need
the following lemma about the monotonicity of symmetric norms. We believe
its content is well-known but we could not find it in the literature. Therefore, we
present it with a short proof.

Lemma 12. Let N be a symmetric normona C* -algebra «f and assume A,B € </,
are such that A < B. Then we have N(A) < N(B).

Proof. Suppose first that B is invertible. Let D be the geometric mean of B~! and
A e,

D=B'#A=BV2(Bl2pplI2yli2p-1/2,
Clearly, we have A = DBD and observe that D < I (this can be proven directly
using the operator monotonicity of the square-root function, or referring to the
monotonicity property of general operator means of Kubo-Ando sense). It fol-
lows that

N(A)=N(DBD) = |DIN(B) DIl = N(B).
For non-invertible B, consider B + €¢I for positive numbers € tending to 0. O

Before presenting the next result we point out the easy fact that for any func-
tion f :]0,00[— R with the properties (c1) and (c2) we necessarily have

lim | f(»)| = lim |f(y)| = co.
y—0 y—o00

We also remark the following. If f is a continuous scalar valued function on
the set of positive real numbers, then for any A € «/; ! and unitary U € & we
have f(UAU*) = Uf(A)U*. This is obviously true if f is a polynomial and then
one can refer to the fact that any continuous function on a compact interval
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can be uniformly approximated by polynomials to obtain the general statement.
For any unitary similarity invariant norm N on &, it follows that N(f(UAU™)) =
N(f(A)) holds for all A€ o and unitary U € «.

Finally, we admit that if N is a complete symmetric norm on the C*-algebra
&/, then it is necessarily equivalent to the operator norm. Indeed, we have
N(A) = N(DJ|IAll, A € of and then the equivalence follows from the complete-
ness of N and ||.|.

We are now in a position to prove the following proposition.

Proposition 13. Let «f be a C* -algebra with complete symmetric norm N such
that N(|Al) = N(A) holds for all A€ of. Assume f:]0,00[— R is a continuous
function satisfying (c1), (c2). Consider the standard point-reflection geometry op-
eration on djl, ie,let AoB=AB™1A A Be ,szi;l. Define dN'f asin (2). Then
for the structure <7 equipped with this operation o and generalized distance
measure dy, 5 the assumptions (b1)-(b3) in Theorem 3 are satisfied for every pair
A,B e o', Moreover, for a sequence (X,,) in o/ and element X € o/ 7! we have
Xy — X in the operator norm topology if and only if dy, ¢ (X, X;,) — 0.

Proof. Essentially, we follow the argument given in the proof of Theorem 1 in
[26].
Pick A, B € oZ; ! and consider the polar decomposition B-1/2 A2 = y|B=1/2 A1/2| ]}

Observe that by the invertibility of A, B such a unitary U € «f does exist. We see
that

(13) B 2AB~12 = y|B12 A2 2y = yAV2B A2,
Now, take an arbitrary invertible element T € of. Set
X = ATV2BT*(TAT*) ™2,
We deduce
XX*= A V2BA1BA~Y2 = (A"12pA71/2)2,
Consider the polar decomposition X = V|X|, V € o being unitary. We compute

(TAT*)"V2TBT*(TAT*)"V/2

= (TAT*)"V2TBT*(TAT*) ' TBT*(TAT*)~V/2)!/2
_ ((TAT*)_UZTBA_IBT*(TAT*)‘”Z)”Z

=(X* Y2 =1xX|=V*IX*|[V=Vv*ATY2BATV?)V.

(14)

Recall that the generalized distance measure dy r is defined by

dn,r(A,B)=N(f(AY?B71AY%), A Bed'.
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Pick B, X,Y € «/;!. Tt follows from the content of (14) that for some unitary
V € o« we have

(BoX)2(BoY) 1 (BoX)!/?
= BX'B)Y2(BY'B)"1(BX"'B)!?
— (B~ 'xB~ Y V2(-lyg-lyB-1xB~ )12
v 2y x-V2yy,
By (13), X112y x-1/2 g unitarily similar to yV2x-1y1/2 and hence we obtain
the unitary similarity of (BoX)Y2(BoY) 1 (BoX)2to YV2 X~ 1yYV2 Aswe have

mentioned above N(f(UAU*)) = N(f(A)) holds for all A€ <! and unitary U €
&/ . These observations imply that

d,f(BoX,BoY)=dy,¢(Y,X)

holds forany B, X, Y € d;l. Hence condition (b1l) in Theorem 3 is fulfilled.
As for condition (b2), let us consider the set # of those elements X € «¢;! for
which we have

dy, (A X) = N(f(AV2X~1Al/2))
= N(f(A"2B71AY2)) = dy f(A, B).
(With the notation of Theorem 3 we clearly have L4 p = #°.) We show that the
corresponding set of numbers
dy, (X, B) = N(f(x2B 1 x1/2))
= N(f(B"2xB"12))

is bounded. Indeed, since N(f(A'2X~! A/?)) is constant on % and N is equiv-
alent to the operator norm ||.||, the set

(fAY2X LAY X e 2}

is bounded. We have already mentioned that |f(y)| = cocas y — 0 or y —
oo. It follows easily that there are positive numbers m, M such that mI <
AY2X71AY2 < MT holds for all X € #. Clearly, we then have another pair
m', M’ of positive numbers such that m'I < X < M'I and finally another one
m", M" such that m"I < B"V2XB~12 < M"T holds for all X € #. Equivalently,
m"I < X'2B=1X'2 < M"I holds for each X € . By continuity, f is bounded
on the interval [m"”, M"'] and this implies that the set

(N(f(XY2B71x'%): X € 7}

is bounded. We conclude that condition (b2) is also fulfilled.
Concerning condition (b3) we first note that by Lemma 12

N(f(C?) = N(f(CH) = KN(f(C)) = KN(f(C))
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holds for every C € «/;!. Now, selecting any X € «/;! and setting Y =
X12B~1 X1/2 we easily deduce that

dy,r(X,BoX) = N(f(X"*(BX'B)"'Xx"%))
= N(f(X'?B71XB™1X12)) = N(f(Y?) = KN(f(Y))
=KN(f(X"*B'X"%) = Kdy, (X, B).

This means that condition (b3) is also satisfied. Therefore, all assumptions (b1)-
(b3) are fulfilled for any pair A, B € o/ !.

Let us show now that for the sequence (X,,) in «/; ! and element X € /!
we have the convergence X, — X in the operator norm topology if and only if
dn,f(X, Xn) — 0. To see this, assume X;,, — X in the operator norm topology.
Then X'/2X; 1 X2 — I which implies f(X'/2X,;!X'2) — f(I) = 0. By the equiv-
alence of N to the operator norm, we obtain

d,f(X, Xn) = N(f (X2 X, X"%) — 0.
Conversely, if the above convergence holds, then we have

in the operator norm. By the continuity of f and the property (cl), it is easy to
verify that we necessarily have

n )
which implies that X;, — X in the operator norm. (]

Remark 14. In the above proposition we have supposed that the complete sym-
metric norm N on «f satisfies N(|A|) = N(A) for all A € o«f. We do not know if it is
really necessary to assume this or any complete symmetric norm automatically
has this property. Nevertheless we suspect a negative answer.

Proof of Theorem 4. By Proposition 13 the conditions (b1)-(b3) are satisfied in
Theorem 3 for all A, B € «/!. The argument used there to verify (b1) shows that
(b4) is fulfilled, too. Therefore, the conclusion in Theorem 3 holds for any pair
A, B € /! which gives us that the transformation ¢ is an inverted Jordan triple
isomorphism. Its continuity follows from the last statement in Proposition 13
which is valid for the generalized distance measure d)y,g, too. O

In accordance with our original plan, the next step we make is to prove The-
orem 5 which describes the structure of continuous Jordan triple isomorphisms
between the positive definite cones of von Neumann factors. Our idea how to
do it comes from the paper [23]. Namely, we first verify that any such map is
automatically Lipschitz in a small neighborhood of the identity I. This is the
content of the next lemma. Its proof relies on some appropriate modifications
in the proof of Lemma 5 in [23].

Lemma 15. Letof,98 be C* -algebras. Let ¢ : ,sz¢+_1 — 38;1 be a continuous Jordan
triple map. Then ¢ is a Lipschitz function in a neighborhood of the identity.
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Proof. We begin with the following important observation. For any A € ;!
which is close enough to I we have

(15) %IIA—IIISIIIOgAIISZIIA—III.
Indeed, this follows easily from the inequalities

le — 1< e —1, He,
and

llog All = —log(1—-lA-1IID), A€4z¢+_1 with [|[A-TI]| <1,

and from elementary properties of the exponential and logarithm functions of a
real variable.

For temporary use, let ¢, denote the closed ball in «/; ! with center I and
radius 0 < r < 1. We assert that there exists an r with 0 < r < 1 and another
positive number L for which |[¢p(A) — I|| < L||A—I|| holds for all A € ¢4,. Assume
on the contrary that there is a sequence (Ay) of elements of /! such that

(16) [Ag—IlIl<1/k and [[¢p(Ax) — Il > kil Ak — Il

hold for every k € N. Since Ay — I, it follows that ¢p(Ax) — ¢(I) = I, too. (Observe
that ¢(1)3 = ¢(I%) = ¢p(I) implies ¢(I) = I.) Clearly, we have

oA — Il =€k, €x<l

for large enough k € N and in what follows we consider only such indexes k.
Choose positive integers [; such that

V(e+1) <er <1/l

By (15), for large enough k we have ||log A |l < 2|l Ax — I|| and hence obtain
Ilog A | = Il log Al < 21k ll A — Il < 2li(ex/ k) <2/ k — 0

as k — oo. It follows that AZ‘ — I and hence Aﬁf“

(,b(A;C"“) — ¢(I) = I. However, using (15) again, for large enough k we also have

— I. Therefore, we infer

€k(lk+ 1) _ lk+ 1
2 2
(e + Dl logp(Ap) ]l = I log (ALK )| — 0

which is a contradiction. Consequently, there do exist positive real numbers
r(< 1) and L such that [|¢p(A) — I|| = L|A—I]| holds for all A € 4,. Clearly, ¢ is
necessarily bounded on %;.

To complete the proof, let s be a not yet specified positive number with s < r
and pick arbitrary C,D € %;. Let B=/C and A = B"'DB~!. Considering the
inequality

%S lp(AR) =11l =

IA-I| =B DB -1I|
< 1B~ ~ IIIDINB™ | + 1D~ 1NB ™+ 1B~ ~ 1|
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we see that choosing small enough s > 0 we have |[A-I|| <rand [|[B-1I|| <.
Assuming C # D we can compute

I$D) = POl _ IpB)P(A)P(B) - p(B)Il _

ID-Cll IBAB - B2||
B H2l0B) 12 p(A) = T A =1
IB=U1211p(B) %11 p(A) n:”CJMWKmﬂ¢() I
AT A= 1]
< LIC o).

Clearly, the function C — || c lp(C)|l is bounded on ¥ (recall that s < r) and
thus we obtain the desired Lipschitz property of ¢ in a neighborhood of I.  [J

The next lemma shows that every continuous Jordan triple map from «/; !
into 98! is the exponential of a commutativity preserving linear map from 7
to % composed by the logarithmic function. Similarly to the case of matrix
algebras treated in [23], this plays an essential role in the proof of Theorem 5.
We say that a linear transformation f : «/; — % preserves commutativity (more
precisely preserves commutativity in one direction) if for any pair T, S € </ of
commuting elements we have that f(7), f(S) € s commute, too. The proof of
the next lemma follows the proof of Lemma 6 in [23] (presented for matrices)
except its last paragraph.

Lemma 16. Let o/, % be C*-algebras. Assume ¢ : o471 — B is a continuous
Jordan triple map. Then there exists a commutativity preserving linear transfor-
mation f : ol — B such that

17) P(A) = 18N Ae g1,
Proof. We define f: o/s — %B; by
f(I) =loggp(e!), Teo,.

We clearly have (17) and need only to show that f is linear and preserves com-
mutativity.
Pick arbitrary A € o/ 1. Observe that since ¢ is a Jordan triple map, we have

(18) H(A™) = p(A)"

for all integers n = 0,1,2,.... This easily implies that ¢(A1/") = (p(A)”". From
P(APA2)P(A) = ¢p(I) = I we have p(A™1)? = (p(A)~1)? implying that ¢ pre-
serves the inverse operation and hence (18) holds for all integers n. Therefore,
G(A") = ¢p(A)" is valid for all A € ,szfjl and rational number r. By the continu-
ity of ¢ we obtain that (/,‘)(At) = (/)(A)’f is true for every real number ¢, too. This
obviously implies that f is homogeneous.
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We next prove that f: of; — 9% is additive. Pick T, S, H € «/;. We compute
pUIT 1S p(t12)T _ otH

t
(19) (e(t/Z)T_I)etSe(t/Z)T+ (etS_I)e(t/Z)T+ (e(t'/Z)T_I) _ (el’H_I)
t
T/I2+S8S+T/2-H=T+S-H

as t — 0. It follows that
 eWIDT p1S y(tIDT _ otH
hII(l] ; =0 H=T+S.
t—

If H= T+, then using (17) and the Lipschitz property of ¢ in a neighborhood
of I that has been proven in Lemma 15 we have

e(t/2)f(T)etf(S)e(t/Z)f(T) _ el‘f(H) B

t
(p(e(t/Z)T)(p(etS)(p(e(t/Z)T) _(P(etH) B
t
(p(e(l’/Z)TetSe(t/Z)T) _(p(etH) o
t

as t — 0. On the other hand, as in (19) we infer
pH12)[(T) g1 f(S) p(£12)f(T) _ ptf (D

; — (D) + f(S) - f(H).

This gives us that f(T) + f(S)— f(T+S) =0, i.e., f is additive.
To verify the commutativity preserving property of f first observe that we
have

P(VABVA) = p(VAPB)P(VA) = \/P(A)p(B)/$(A)

for every A, B € o/ . We now recall the following notion and fact. Given positive
elements D, F of a unital C*-algebra define their so-called sequential product
by vDFV/D. It is an interesting fact that commutativity of D, F with respect to
this product is equivalent to the commutativity of D, F with respect to the usual
product. A short proof of this fact has been given in Proposition 1 in [2]. It is
then clear that ¢ preserves commutativity which apparently implies the com-
mutativity preserving property of f, too. U

The next lemma what we shall need for the proof of Theorem 5 provides a
characterization of tracial continuous linear functionals on von Neumann alge-
bras in terms of their behavior with respect to the Jordan triple product. It says
that the continuous linear functional [ which is real valued on self-adjoint ele-
ments is tracial if and only if the (non-linear) functional expololog is a Jordan
triple map on the positive definite cone.

Lemma 17. Let </ be a von Neumann algebra and | : «f — C a continuous linear
functional which has real values on ;. Then [ satisfies

(20) I(log ABA) = I(log A) + [(log B) + I(log A), A,Be.of ",
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ifand only if 1 is tracial.

Proof. Assume that [ satisfies (20). We first follow an argument similar to the
one given in the proof of Theorem 2 in [20]. Pick projections P, Q in «f. Let

A=I1+tP B=I1+1Q,
where ¢ > —1 is any real number. Easy computation shows that
ABA=(I+tP)(I+1tQ)(I+tP)
=1+ t2P+Q)+ t>(P+PQ+QP) + 3(PQP).

Recall that in an arbitrary unital Banach algebra, for any element a with |lall <1

we have .
00 _1 n+ n
log(l+a)=)_ GV a

n=1
This shows that for a suitable positive €, the elements log(ABA), log A, log B of
&/ can be expressed by power series of ¢ (|¢| < €) with algebra coefficients. In
particular, considering the coefficients of 3 on both sides of the equality (20)
and using their uniqueness, we obtain the following equation

n

I(PQP - %((2P+ Q(P+PQ+QP)
+(P+PQ+QP)2P+Q)) + %(2P+ Q)?)

1
= l(g(P+Q+P)).

Executing the operations and subtracting those terms which appear on both
sides of this equation, we arrive at the following equality

1 1
l(g(PQP) - g(QPQ)) =0.
Therefore,
I(PQP) =1(QPQ)
holds for all projections P, Q € «f. We assert that this implies that [ is tracial,
ie,l(XY)=1UYX), X,Y € «. To verify this, we apply an idea from the proof of

Lemma 1 in [4]. Namely, select an arbitrary pair P, Q of projections in <, define
S =1-2P and compute

I(Q+SQS) = %l(([— QU-8)+U+9QU+S9)

1
=5 1(4PQP +4(I-P)QU - P))

=2I(PQP+(I-P)QU - P))
=21(QPQ+QU-P)Q) =21(Q).

Since the symmetries (i.e., self-adjoint unitaries) in «/ are exactly the elements
of the form S = I — 2P with some projection P € o, we obtain that [(Q) = I(SQS)
holds for every symmetry S and every projection Q in «/. By the continuity of
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the linear functional / and using spectral theorem, we infer /(X) = [(SXS) holds
for any X € of and symmetry S € «. This implies that

I(SX) =1(S(XS)S) =1(XS)

for all X € o/ and symmetry S € «/. Plainly, this gives us that [(PX) = [(XP)
holds for every projection P € /. Finally, we conclude that /(XY) = /(Y X) for all
X, Yed.

Conversely, if [ : «/ — C is a continuous linear functional which has real values
on </ and tracial, we need to prove that

el(logABA) — el(logA)+l(logB)+l(logA)

holds for all A, B € &/, 1. This can be proven following the proof of Lemma 2 and
Lemma 3 in [9]. O

In the proofs of our theorems on the structures of continuous Jordan triple
isomorphisms we shall also need a particular case of the following result which
will appear in [24].

Proposition 18. Let «f be a C*-algebra. If c ¢ {—1,0,1} is a real number with the
property that for any pair A, B € o/ we have a real number A such that

(ABA) =1A°B°AS,

then the algebra <f is commutative. Similarly, if m is an integer m ¢ {—1,0,1} and
for any pair U,V € o, we have a scalar u such that

wvy™=pumvmrun,
then o/ is commutative.
We now have all preliminary information to present the proof of Theorem 5.

Proof of Theorem 5. Let ¢ : /7' — 287! be a continuous Jordan triple isomor-
phism. Applying Lemma 16 we have a bijective linear transformation f : o/; —
B such that ¢p(A) = exp f(log A), A€ /7! and f preserves commutativity. Since
¢! is also a Jordan triple isomorphism, it follows from the last part of the proof
of Lemma 16 that ¢! also preserves commutativity implying that f preserves
commutativity in both directions. It follows that 28 is a factor von Neumann
algebra, too.

If o« is of type I, then so is 98 and the theorem reduces to the description
of all continuous multiplicative bijections of the positive real line. These maps
are well-known to be exactly the power functions corresponding to nonzero ex-
ponents. So, in this case the assertion is trivial and hence in what follows we
assume that < is not of type I; and not of type L,.

We extend f from </, to a linear transformation onto «f in the following trivial
way:

F(A+iB)= f(A+if(B) (A,B e o).
Clearly, F: «f — 98 is a bijective linear transformation. Since an operator is nor-
mal if and only if its real and imaginary parts commute, we see that F sends the
normal elements of «/ to normal elements of %8. There are structural results
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concerning such maps. We refer to Theorem 4.1 in [6] on the form of normal
preserving linear transformations between centrally closed prime algebras sat-
isfying some additional conditions which can be applied here (see the introduc-
tion of that paper for the explanation of the necessary concepts). We obtain that
there is a nonzero complex number ¢, an algebra *-isomorphism or an algebra
*-antiisomorphism 0 : &/ — 98, and a linear functional / : o/ — C such that

F(A)=cO0(A)+1(AI (Ae ).

We claim that c is real and [ maps </, into R. In order to see this, let P be a
nontrivial projection in «/. Then c8(P) + [(P)I is a self-adjoint element of 98 and
0(P) is a nontrivial projection. This easily gives us first that /(P) and then that ¢
are real numbers. Next, for any A € o/, we have that c(A) + [(A)I and c6(A) are
both self-adjoint implying that I/(A) € R.

Clearly, c is not zero. We have

(,b(A) — eCB(lOgA)‘Fl(lOgA)I — el(lOgA)g(AC), A€ d_'__l

Since ¢ is a Jordan triple isomorphism from /! onto %! and 0 is an algebra *-
isomorphism or an algebra *-antiisomorphism from ¢ onto 93, it readily follows
that

from which we obtain

el(logABA) (ABA)C — el(logA)+l(logB)+l(logA)AchAc, A Be 'Q¢+_1‘

In particular, (ABA)¢ and A°B€ A€ are scalar multiples of each other forall A, B €

7', By Proposition 18 it follows that c is either 1 or -1. Therefore, we have
el(logABA) — el(logA)+l(logB)+l(logA) implying

l(logABA) =1I(logA)+l(logB) + I(logA), A,Be d;l.

By the continuity of ¢p and using the fact that 0 is necessarily isometric, we have
that [ is a continuous linear functional. Applying Lemma 17 we have that [ is
tracial. By the injectivity of ¢ we have ¢(el) # ¢(I) = I which gives I(I) + ¢ # 0.
This proves the necessity part of our theorem.

Conversely, if [ : o — C is a continuous linear functional which is real valued
on &/, and tracial, then by Lemma 17

el(logABA) — el(logA)+l(10gB)+l(logA)

holds for all A,B € ,52¢+_1. If c € {~1,1} and I(I) # —c is also true, then one can
readily verify that for any algebra *-isomorphism or algebra *-antiisomorphism
0: — B, themap ¢: o/ — B! defined by

I(logA -1
PA) =e'18Ng(AY,  Ae]
is a continuous Jordan triple isomorphism. ([l

After this the proof of Theorem 6 is very simple. We note that on a von Neu-
mann algebra & any symmetric norm N has the property N(|A|) = N(A), Ae &«
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which follows easily from the fact that the components of the polar decomposi-
tion of any element in & belong to «/.

Proof of Theorem 6. Let ¢: of 7! — 98,1 be a surjective function which satisfies
dm,g(p(A),p(B)) =dn,f(A, B), ABed "

From Theorem 4 we obtain that ¢ is a continuous inverted Jordan triple isomor-
phism. As mentioned in between the formulations of Theorems 4 and 5, the
map ¥(.) = (/)(I)_l/ng(.)(,[)(l)_”2 is a continuous Jordan triple isomorphism and
hence the latter result applies and we obtain the form (5). As for the last state-
ment in the theorem on the disappearance of [ in the case of infinite factors, we
refer the remark given after Theorem 5. The proof is complete. O

To see cases where the tracial linear functional in (5) really shows up we refer
to Theorem 3 in [23].

Remark 19. We present a sort of application of Theorems 4 and 6. In the paper
[15] Honma and Nogawa considered metrics on the positive definite cone of a
C*-algebra «f of the form

da(AB) = [log(A~*?B*A 51|, A Bed !,

where « is a given nonzero real number. They described the structure of surjec-
tive isometries between two such spaces.

Observe that the problem can also be treated in the framework that we have
presented above. Indeed, let o/, 28 be C*-algebras, a, § given nonzero real num-
bers and ¢ : /! — B! a surjective map which is an isometry with respect to
the pair dg, dg of metrics, i.e., which satisfies

Iog(p(A)P2pBYPp(A)PH1VP| = |[log(A~*2B* A~ *2) 1|
forall A, B € «/'. Define w(A) = p(AY 4P, Ae o' Hence, v : o7 — B isa
bijective map for which
(1/1BD 1ogyw (A~ 2y By (A) '3l = (1/|aD | log(A™*BA™! )|

holds for all A,B € «/;. Now, apply Theorem 4 for N(.) = (1/IBDI.ll, f(3) =
~logy, y>0and M() = (1/|a])|.l, g(y) = —logy, y > 0. We infer that y : o/ —
27! is an inverted Jordan triple isomorphism. This means that

¢(A1/a)ﬁ¢(B1/a)—ﬁ¢(A1/a)ﬁ _ ()b((AB—lA)l/a),B, A B Ed;l‘
Replacing here A by A% and B by B* we immediately get
P(APPHB) PP(AF = p((A"B~* ANV NP
and hence that
GAPHB) PHAPYVP = p((A*B~*A%VY), A Beot .

This is just the conclusion formulated in Proposition 2 in [15] on the algebraic
behavior of the isometries with respect to the pair dq, dg of metrics which state-
ment plays important role in that paper. Using the same ideas and applying
Theorem 6 it should not be difficult to derive Corollary 9 in [15]. Furthermore,
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observe that by our general results one can treat the cases of more general dis-
tances. Indeed, in [15] also metrics on the set of all positive definite matrices of
the form

dy j,a(A,B) = lllog(A~*"2B* A=A

where ||.|| is a unitarily invariant norm on M, have been mentioned but struc-
tural result on the corresponding isometries was not obtained. Clearly, our ap-
proach above applies also in that situation and using it one can easily describe
the corresponding isometries. We omit the details.

We now turn to the proofs of our results on transformations between unitary
groups which respect a pair of generalized distance measures. Our approach is
quite similar to the one we have followed in the case of the positive definite cone.
We first present an appropriate general Mazur-Ulam type result, then show that
under certain conditions the surjective "generalized isometries" what we con-
sider are continuous inverted Jordan triple isomorphisms. Next we describe the
structure of those isomorphisms between von Neumann factors and finally, af-
ter gathering the necessary information, we prove our result on the structure
of surjective "generalized isometries" beween unitary groups of von Neumann
factors.

The general Mazur-Ulam type theorem what we need here reads as follows.

Proposition 20. Suppose that G and H are groups equipped with generalized
distance measures d and p, respectively. Pick a, b € G, set

Lop=1x€G:d(a,x)=d(x,ba 'b) =d(a,b)},

and assume the following:
(el) d(bx'b, bx'"'p) = d(x',x) holds for all x,x' € G;
(e2) sup{d(x,b) : x€ Ly p} <oo;
(e3) there exists a constant K > 1 such that
d(x,bx"'b) = Kd(x,b), x€Lgyp;

e4) p(cy™rc,cy’™ ¢y = p(y, y) holds foralle,c,y,y € H.

Then for any surjective map ¢ : G — H which satisfies
p(Ppx),p(x) =d(x,x), x,x€G
we have
Bba ' b) = p(b)p(a) " p(b).

Proof. First observe that ¢ is also injective and hence bijective. Let ¢(x) =
bx~'b, x € G, define w(y) = ¢p(a)y '¢p(ba"'h), y € H and let T = ¢. One can
readily check that Proposition 11 applies and results in ¥ (¢(b)) = ¢(b). This im-
mediately implies

P(ba™'b) = pb)p(a) " p(b)

and we are done. O

We proceed with the proof of Theorem 7.
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Proof of Theorem 7. We apply Proposition 20 in the following setting: G = <,
H=3%y,d=dyy, p=duyg. We observe that conditions (el), (e2), (e4) are sat-
isfied for all A,B, X, X' € «, and C,D,Y,Y’ € %,,. Indeed, to see (el) we can
compute

FBXIX'B Y =Bf(x1Xx"B!
=BfX ' X'x hx)B'=BX'fX'Xx H)XxB!
and hence, by the unitary similarity invariance of N, it follows that
dN,f(BX‘lB’,BX"lB’) =dn, (X', X)

holds for all B,B', X, X" € of,. As for (e2), the set of all values of dy f(..) is
bounded which is a consequence of the boundedness of f and the equivalence
of N to the operator norm.

By (d2) we have that N(f(U?)) = KN(f(U)) if U € <, is close enough (in the
operator norm) to I. In what follows we show that (e3) is also satisfied provided
A, B € o, are close enough to each other in the operator norm. We warn the
reader that we are going to argue rather vaguely avoiding the precise "e — tech-
nique" which would make the proof much more lengthy. So, let A, B € <, be
unitaries which are close to each other in the operator norm. Then picking X
from L4 p, referring to the property (d1) of f and the equivalence of N to the op-
erator norm, we have that N(f(AX 1) = N( f (AB™1) is small. This gives us that
AX~lis close to the identity, i.e., X is close to A in the operator norm. Hence we
obtain that X is close also to B implying that XB~! is close to the identity in the
operator norm. By (d2) we have

dy,r(X,BX'B) = N(f(XB™H%) = KN(f(XB™") = Kdy, (X, B).

This shows that (e3) really holds for A, B € 7, which are close enough to each
other in the operator norm. The fact that (e4) is also valid follows from the argu-
ment we have presented relating to condition (el) above.

Therefore, by Proposition 20 we have that for A, B € «f, which are close
enough to each other in the operator norm, the equality

G(BA'B) = p(B)p(A) " p(B)

holds. We can now follow the argument presented in the proof of Theorem 8 in
[13] to conclude that from the validity of that equality for close enough A, B we
obtain that it necessarily holds globally, i.e., for all A, B € &, too. This completes
the proof. ([l

As we have mentioned after the formulation of Theorem 7, multiplying any
inverted Jordan triple isomorphism ¢ between unitary groups by the element
oI )~! we obtain a Jordan triple isomorphism. Our next aim is to determine the
structure of the continuous Jordan triple isomorphisms between unitary groups
of von Neumann factors. As in the case of the positive definite cone, the first step
is to show that any such map has Lipschitz property which in fact holds globally
in the present situation.
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Lemma 21. Let of,%8 be von Neumann algebras and ¢ : o, — 9B, a continuous
Jordan triple map, i.e., assume that

HWUVU) =pWPWV)PW), U,V e o,
Then ¢ is a Lipschitz function.

Proof. Since ¢ is a Jordan triple map, it follows that ¢(/ 3 = ¢(I), hence
010} )2 = I which means that ¢(I) is a symmetry (i.e., self-adjoint unitary). From
HDPWV)P(I) = ¢p(V) we obtain ¢p(Ip(V) = Gp(V)p(I) for any V € o, which
means that ¢(I) commutes with the range of ¢. It follows easily that ¢(1)~¢(.)
is also a Jordan triple map. Therefore, we may and do assume that ¢(I) = I. Itis
easy to see that in that case we have ¢(U™) = ¢(U)™ for any positive integer m
and U € «,,.

Next we follow the argument given in the proof of Lemma 6 in [22] but we
need to make some necessary modifications due to the fact that here we con-
sider operator algebras, not matrix algebras. We first assert that there exist pos-
itive real numbers r, L such that ||¢p(U) — I|| < L||U - I|| holds for all U € <, with
U — Il < r. Assume on the contrary that we have a sequence (Uy) in </, such
that |U — I|| < 1/k and

21 lpUk) — Il > kU — Il

holds for every k € N. We have Uy — I and hence ¢p(Uy) — I as k — co. Denoting
€x = llp(Ug) — I|| we obviously have e < 1/2 for large enough k. Choose positive
integers [ such that

1/(+1) <€ <1/l.

By (21) we have
e/ k> U 1|
and hence

WU =10 < U= INUE" + .+ 1 < Ll U - 1< (ke [k < 1/ k.

It follows that U**" — I and we infer (U ™) = p(U) ¥+ — 1.

We shall need the following simple observation. Let A be a complex num-
ber of modulus 1 in the upper half plane. Clearly, the length of arc from 1
to A divided by the length of the corresponding chord is less than n/2. Ge-
ometrical considerations show that assuming 7 is a positive integer such that
n(r/2)|A —1| < m, we necessarily have n|A — 1| < (m/2)|A"" — 1]. Tt follows that for
any unitary V € o/, and positive integer n, the inequality n|V — I|| < 2 implies
n|V-I|<@/2)|IV*-I|.

We have

2¢i(lp+1) <2+ D/ Il < m,

where in the last inequality we have used [} = 2. This gives us that (I +
DIl¢(Ug) — Il < 2. Therefore, we compute

1= (/e lIpWUr) - 11l < (e + DIGWr) = 11l < (x/2)1p(U) ' = 1.
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But this clearly contradicts to the fact that ¢(Uy)"**' — I. Therefore, we do have
positive real numbers r, L such that ||[¢p(U) —I|| < L|U - I| holds for every U € <,
with [|[U - I| < r. Since ¢ is bounded, we have (probably with another constant
L) that |¢p(U) - Il < L|U — 1| is valid for every U € «7,, .

To complete the proof, pick arbitrary unitaries W, W' € «,,. Since every uni-
tary in & is the exponential of a self-adjoint element multiplied by the imaginary
unit i, we can choose V € «f,, such that V? = W' and then find U € <, such that
VUV =W. We compute

lp(W) =Wl = [p(VUV) - p(V?)]
= lp(V)PWG(V) —p(V)? | = llp() — I
<L|IU-I|=L|VUV-V?|=L|W-W|.
This proves that ¢ is a Lipschitz function. ]

In the next lemma we show that every continuous Jordan triple map between
unitary groups of von Neumann algebras gives rise to a certain commutativity
preserving linear map between the self-adjoint parts of the underlying algebras.
This result is parallel to Lemma 16. In the proof we follow the argument given in
the proof of Lemma 7 in [22].

Lemma 22. Let of,%8 be von Neumann algebras and ¢ : <f,, — 9B, a continuous
Jordan triple map. Then ¢(1) is a symmetry which commutes with the range of ¢
and we have a commutativity preserving linear transformation f : ofs — 9B such
that

dE' =pe' TP, teR Ac o
Moreover, f satisfies

fVAV) =¢(V) f(A)P(V)

for every A € of; and symmetry (self-adjoint unitary) V € <f,,.

Proof. The assertion concerning ¢(I) has been verified in the first part of the
proof of Lemma 21. Just as there we can assume that ¢ is a unital Jordan triple
map, ¢(I) = I. We have also learned that (,b(Vk) = c/)(V)k holds for every V € «7,
and positive integer k. We now show that ¢ preserves the inverse operation. To
prove this, let W € <7, be such that W? = V. We compute

GGV HpW) =WV IW) =) =1
which implies that
GV H=pW)2=pWH 1 =)L

It follows that ¢p(V*) = ¢(V)* holds for every integer k and for every V € of,,.
In the rest of the proof we shall use several times that, in particular, ¢ sends
symmetries to symmetries.

In the next step we show that ¢ sends norm-continuous one-parameter uni-
tary groups to norm-continuous one-parameter unitary groups. Pick an arbi-
trary self-adjoint element T € o/ and define St : R — %, by

St =pE''T), reRr.



26 LAJOS MOLNAR

We assert that St is a norm-continuous one-parameter unitary group in 2,,.
Since ¢ is continuous, St is also continuous. We verify that Sy(r+ ') =
S7(1)S7(t") holds for every pair ¢, t' of real numbers. First select rational num-
bers r and r’ such that r = % and r' = % with integers k, k', m, m'. We compute

- km'+k'm 1 ! ’
ST(T+ I‘,) — (p(el P T) — ('[)(elmm’ T)km +k'm

= (el 1Y el K™ = 1. (1) S ().

By the continuity of Sy, we deduce that St (¢ + t') = S7(#)St(t') holds for every
pair ¢, t’ of real numbers. By Stone’s theorem we obtain that there exists a unique
self-adjoint element f(T) € %, the generator of St, such that

pE' =Sp() =D teR.

Observe that the generator belongs to % since in the present case (norm-
continuous one-parameter unitary group) it can be obtained by differentiation,
the limit of difference quotients taken in the norm topology.

We next prove that f : «/; — %, isin fact alinear transformation. Pick A, B,C €
&/;. Similarly to the proof of Lemma 16 we compute

ei(t/Z)AeitBei(t/Z)A _ eitC
it
(22) _ (ei(t/Z)A _ I)eitBei(t/Z)A + (eitB _ I)ei(t/Z)A + (ei(t/Z)A _ I) _ (eitC _ I)
B it

— A2+ B+ A/2-C=A+B-C

as t — 0. It follows that
i (t12)A GitB it/ A _ ,itC

lim - =0<—C=A+B.
t—0 1t

If C = A+ B, then using the Lipschitz property of ¢» proven in Lemma 21 we have
eiI2)[(A) pit f(B) pi(t12) f(A) _ it f(C)

it
(p(ei(l‘/Z)A)(p(eil‘B)(P(ei(t/Z)A)_(p(eitC)
B it
ei(t/Z)Aeil’Bei(l‘/Z)A _ eitC
_ gt

as t — 0. On the other hand, just as in (22) above we have
el 12 f(A) pitf(B) pi(t/2) f(A) _ pitf(C)

P — f(A+ f(B) - f(O.

This gives us that f(A) + f(B) — f(A+ B) =0, i.e., f is additive. The homogeneity
of f is trivial to see. Indeed, we have

einlf(A) — (/)(e”’m) — eitf(AA)

for every ¢, A € R which implies A f(A) = f(1A). Consequently, f : of; — %B; is a
linear transformation.
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To obtain the last statement of the lemma, we use the fact that for any sym-
metry V € o, the element ¢p(V) is also a symmetry and compute

eit(,b(V)f(A)(,b(V) — (P(V)eitf(A)(p(V) — (P(V)(P(eltA)(P(V)
= p(VelAV) = (el VAV ) = it/ VAV
Since this holds for every ¢t € R we deduce the desired equality f(VAV) =
d(V) f(A)P(V) for every A € of; and symmetry V € of),.
It remains to prove that f preserves commutativity. Pick commuting ele-

ments A, B € &/;. Then for every ¢, s € R we have

ell‘AelszeltA — etsBethAesz

implying
D(e ) p(e2BYp(e!A) = (e B)p(e2 ) p(e!B)
and hence
PiLf (M) pi2s[(B) Hitf(A) _ ,isf(B) pi2tf(A) Hisf(B)
Fixing the real variable s and putting the complex variable z into the place of i ¢
we have that the equality

o () i25f(B) y2f(A) _ Hisf(B) y22f(A) ,isf(B)

between von Neumann algebra valued holomorphic (entire) functions of the
variable z holds along the imaginary axis in the complex plane. By the unique-
ness theorem of holomorphic functions we infer that the above equality neces-
sarily holds on the whole plane. Next, fixing z and inserting the complex variable
w into the place of is, the same reasoning leads to that the equality

oA W) 2w (B) p2f(A) _ pwf(B) y22f(A) ywf(B)

holds for all values of the variables z, w € C. In particular, for arbitrary real num-
bers t, s setting z = t/2, w = s/2 we have

23) Vetf D eSfB)\/ ot f(A) = \/ psf(B) ot f (D) \/ psf(B)

Just as in the last paragraph of the proof of Lemma 16 we infer from (23) that
etf(A) eSf(B) — eSf(B)etf(A)

holds for all ¢, s € R. This immediately implies f(A) f(B) = f(B) f (A) which veri-
fies that f indeed preserves commutativity. U

We are now in a position to prove Theorem 8 on the structure of continuous
Jordan triple isomorphisms between unitary groups of von Neumann factors.

Proof of Theorem 8. Let ¢ : of,, — 9B, be a continuous Jordan triple isomor-
phism. By the first statement in Lemma 22 we know that ¢p(/) is a symmetry in %
which commutes with 98, implying that it is a central element in 98. Consider-
ing the map w(.) = ¢p(I )_1(/5(.) we have a unital continuous Jordan triple isomor-
phism from 7, onto 98,,. Clearly this map and also its inverse send symmetries
to symmetries. Apparently, for a symmetry S and unitary U, we have S, U com-
mute if and only if SUS = U. This gives us that 1,y ! preserve commutativity
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between an arbitrary symmetry and an arbitrary unitary. Hence both transfor-
mations send central unitaries to central unitaries (in fact, by spectral theorem
it is apparent that a unitary is central if and only if it commutes with all sym-
metries). Since &« is a factor, it has only two central symmetries. Therefore, the
same must hold for 23, too. This means that 28 is also a factor and concerning
the central symmetry ¢(I) in 98 we have ¢ (1) € {I, —I}. Without loss of generality
we may and do assume that ¢(I) = I (in particular, we have v = ¢).

Before proceeding further let us consider the case where «f if of type I; (i.e.,
where «f is isomorphic to C). In that case all unitaries in & are central which
implies that the same holds in 28, too. This means that 98 is commutative and
hence it is also isomorphic to C. The same argument applies when 28 is assumed
to be of type I; and yields that «/ must be of the same type, too. The structure
of all continuous automorphisms of the circle group is well-known and one can
trivially complete the proof in the particular case where one of <, 28 is of type
I;. So, in what follows we assume that o, 28 are not of that type.

Next, by Lemma 22 we have a commutativity preserving linear transforma-
tion f: o/ — 9B, such that

(24) Py =T teR Ac o

We claim that f is bijective. Observe that this would be trivial if we knew that ¢!
is also a continuous Jordan triple isomorphism. Since continuity of the inverse
has not been assumed, we have to find another way to show the bijectivity. By
the injectivity of ¢p we easily obtain that f is also injective. Since ¢ sends central
unitaries to central unitaries, we obtain that exp(i ¢ f (I)) is a scalar (meaning that
scalar times the identity) for every ¢ € R implying that f(I) is also scalar which is
nonzero by the injectivity of f. We show that every projection in 98 belongs to
the range of f. To see this, pick an arbitrary projection Q from 28. Then exp(iz Q)
is a symmetry in 28 and since the symmetries in <f;, are bijectively mapped onto
the symmetries in %, it follows that there is a projection P in < such that

el?’[Q — (p(elﬂp) — elﬂf(P).

From this equality we infer that f(P) = mI + nQ holds for some integers m, n.
If Q is a nontrivial projection, then f(P) is obviously not a scalar. Therefore, we
have n # 0 which implies that Q is in the range of f. Therefore, all projections
in 98 belong to that range. Since every element of a von Neumann factor is the
finite linear combination of projections (e.g., see [10]), it follows that f maps </,
onto %;. Consequently, f is really bijective.

In the case where «f is of type I, (1 < nisfinite), referring to linear dimensions
we obtain that 48 is of the same type and hence both algebras are isomorphic to
M,,. The statement of Theorem 8 for matrix algebras has been proven in [22],
see Corollary 2. So in what follows we assume that none of «#, 9 is of type I,,, n
being finite.

We continue as in the proof of Theorem 5. Namely, we extend f from «/; onto
&/ by the formula

F(A+iB)=f(A)+if(B) (A, B € o)
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and obtain a normal preserving bijective linear map F : &/ — 98. Just as there we
can infer that there is a nonzero real number c, an algebra *-isomorphism or an
algebra *-antiisomorphism 0 : o/ — 98, and a linear functional / : &/ — C which
is real valued on <7 such that

F(A)=cO(A)+1(AI (Ae o).
We have
(25) (p(ell’A) — el[(Ce(A)-Fl(A)I) — ell’l(A)H(ell’CA)’ te [R,AE &Z{g-

It follows that ¢(exp(itA)) is a scalar multiple of (exp(itcA)) for every ¢t € R
and A € of;. We claim that ¢ = £1. To verify this, we again recall that ¢ sends
symmetries to symmetries. Let P be a nontrivial projection in «¢. Then exp(in P)
is a symmetry and it follows that the symmetry ¢(exp (i P)) is a scalar multiple
of O(exp(incP)) = exp(incOB(P)), where O(P) is a nontrivial projection. It is easy
to see that the scalar multiplier in question is necessarily +1 and then we obtain
that the number exp(inc) also equals £1. From this we get that c is an integer,
say ¢ = m. Since every element of o7, is of the form exp(i A) with some A € </,
we thus obtain from (25) that ¢(V) is a scalar multiple of 6 (V™) for every V € <.
By the Jordan triple multiplicativity of ¢p and 8 this gives us that the nonzero
integer m has the property that (VW V)" and V" W™ V™ are scalar multiples of
each other whenever V, W € «f,,. Applying Proposition 18 we infer that m = +1.
Using (25) we can write

P =pHOU™), Uedd,,
where the functional ¢ : o7, — T satisfies

P =™ teR Ac o

Clearly, ¢ is a continuous Jordan triple map with values in the circle group and
we have ¢(I) = 1. It follows that ¢(S) = =1 for any symmetry S € «,,. Applying
the last assertion in Lemma 22 in the particular case where %8 = C, we obtain
that [(SAS) = I(A) holds for every A € «/; and symmetry S € «7,,. By linearity the
same holds for any A € o/, too. Then just as in the proof of Lemma 17 we deduce
for any X € o and symmetry S € &, that [(SX) = [(S(XS)S) = I[(XS) implying
I(PX) = [(XP) whenever P € & is a projection and X € «. Using the fact that
any factor as a linear space is generated by its projections, it follows that [ is a
tracial linear functional on «/. We have mentioned above that ¢(S) = +1 holds
for any symmetry S € «,,. It follows that

inP

inl(P)

tl=@pe" )=e

which implies that the value [(P) is an integer for every projection P € of. Since
[ is a tracial linear functional on «, it takes equal values on equivalent projec-
tions. If of is of one of the types 11, Il III, then any nonzero projection P in &/
can be written as the sum of an arbitrary finite number of equivalent projections.
It follows that the integer /(P) is divisible by any positive integer and this implies
that [(P) = 0. If of is of type I, in the same way we obtain that /(P) = 0 holds for
any infinite projection and then refer to the fact that any finite projection is the
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difference of two infinite ones. In all those cases we can infer that / vanishes on

the set of all projections in &/ which then implies that [ is zero everywhere.
Therefore, we have ¢p(U) = 8(U™), U € of, where m = =1 and this completes

the proof. U

We now can easily prove our last result Theorem 9.

Proof of Theorem 9. First observe that ¢ is also injective. We next define y(U) =
o)~ p(U), U € o,. It is apparent that this bijective map also satisfies (8). By
Theorem 7 v is a continuous inverted Jordan triple isomorphism. But it is a
unital map and hence easily follows that it is necessarily a continuous Jordan
triple isomorphism. Applying Theorem 8 one can complete the proof readily.

O

Remark 23. We conclude with a few remarks.

Notice that in our results on the structure of continuous Jordan triple iso-
morphisms as well as on that of the "generalized isometries" between positive
definite cones we have assumed that the underlying algebras are not of type I»
(while there has not been such an assumption relating to unitary groups). The
reason is connected to the use of the structural result concerning normal pre-
serving maps which does not hold in algebras of type I,. In the case of unitary
groups, referring to a result in [22] we could handle that situation but, unfortu-
nately, we have not been able to do so in the case of the positive definite cone.
So, it might be rather surprising, but we do not have a proof in the very particu-
lar case represented by 2 x 2 matrices. In fact, we believe the problem is far not
so simple as one might think at the first sight. We leave this as an open problem.

Finally, we emphasize that our results on "generalized isometries" are not "if
and only if" type results. Indeed, they assert that every invariance transforma-
tion under consideration is of a certain form but it is not necessary that all maps
of those given forms have the corresponding invariance properties. This is due
to the generality of the circumstances in those results. Hence, in concrete situa-
tions one needs to go further and select from the groups of transformations that
appear in the conclusions of our results those ones which really have the actual
invariance property.
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