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Abstract. Classification of gene expression data is the common denom-
inator of various biomedical recognition tasks. However, obtaining class
labels for large training samples may be difficult or even impossible
in many cases. Therefore, semi-supervised classification techniques are
required as semi-supervised classifiers take advantage of the unlabeled
data. Furthermore, gene expression data is high-dimensional which gives
rise to the phenomena known under the umbrella of the curse of dimen-
sionality, one of its recently explored aspects being the presence of hubs
or hubness for short. Therefore, hubness-aware classifiers were developed
recently, such as Hubness-Bayesian k-Nearest Neighbor (NHBNN). In
this paper, we propose a semi-supervised extension of NHBNN and show
in experiments on publicly available gene expression data that the pro-
posed classifier outperforms all its examined competitors.
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1 Introduction

Proteins play essential role in almost all biological processes at the cellular level.
Genes are particular subsequences of the DNA that code for proteins. While
each cell of the organism has the same DNA, activation levels of genes may vary
in different tissues: informally speaking, the expression level of a gene means
how frequently the corresponding DNA fragment is transcribed to RNA and
translated to proteins. Various tissues are characterized by different gene ex-
pression patterns, furthermore, diseases such as cancer may be associated with
characteristic gene expression patterns.

Classification of gene expression data may contribute to diagnosis of various
diseases such as colon cancer, lymphoma, lung cancer and subtypes of breast
cancer [7]. However, the classification task is challenging for several reasons.
Usually, the expression levels of several thousands of genes are measured, there-
fore, the data is high-dimensional which gives rise to the phenomena known
under the umbrella of the curse of dimensionality. While well-studied aspects
of the curse are the sparsity and distance concentration, see e.g. [17], a recently



explored aspect of the curse is the presence of hubs [13], i.e., instances that are
similar to surprisingly many other instances. A hub is said to be bad if its class
label differs from the class labels of those instances that have this hub as one of
their k-nearest neighbors. In the context of k-nearest neighbor classification, bad
hubs were shown to be responsible for a surprisingly large portion of the total
classification error. Therefore, hubness-aware classifiers were developed, such as
the Naive Hubness Bayesian k-Nearest Neighbor, or NHBNN for short [21].

Hubness-aware classifiers were shown to work well with various types of
noise [18] which is particularly relevant from the point of view of the current
study as gene expression data is often noisy due to measurement uncertainty.
Furthermore, it may be expensive (or in case of rare diseases even impossible) to
collect large amount of labeled data, therefore, we have to account for the fact
that only relatively few labeled instances are available which may not reflect the
structure of the classes well enough. Therefore, besides learning from labeled
data, the classification algorithm should be able to use unlabeled data too in
order to discover the structure of the classes.

Therefore, in this paper we introduce a semi-supervised hubness-aware classi-
fier. In particular, our approach is an extension of the aforementioned NHBNN.
As we will show, straight forward incorporation of semi-supervised classifica-
tion techniques with NHBNN leads to suboptimal results, therefore, we develop
a hubness-aware inductive semi-supervised classification schema. To our best
knowledge, this paper is the first that studies hubness-aware semi-supervised
classification of gene expression data.

2 Background

Semi-supervised classification, often in a general data mining context, i.e., with-
out special focus on the analysis of genetic data, has been studied intensively,
see e.g. [5],[10] and the references therein for related works on semi-supervised
classification.

Although the difficulties related to the analysis of high dimensional data are
often referred to as the curse of dimensionality [3], and some results even suggest
that the notion of distances between instances of a dataset becomes meaningless
in high-dimensional spaces [17], algorithms developed recently under the um-
brella of hubness-aware data mining try to address the curse of dimensionality,
see e.g. [4],[11],[12],[14],[20],[22],[23], and [19] for a survey. Hubs were observed
in gene expression data [8],[14] and hubness was brought into relation with the
performance of the SUCCESS semi-supervised time-series classifier [9], however,
none of the aforementioned works focused on hubness-aware classifiers in semi-
supervised mode, i.e., when the classifier is allowed to learn both from labeled
and unlabeled instances.

In order to ensure that our study is self-contained, next, we review the
Naive Hubness Bayesian k-Nearest Neighbor (NHBNN) classifier [21] and the
self-training semi-supervised learning technique. The presentation of NHBNN
and self-training is based on [19] and [10] respectively.



Fig. 1. Running example used to illustrate NHBNN. Labeled training instances belong
to two classes, denoted by circles and rectangles. From each labeled training instance, a
directed edge points to its first nearest neighbor among the labeled training instances.
The triangle is an instance to be classified. For details, see the description of NHBNN.

2.1 NHBNN: Naive Hubness Bayesian k-Nearest Neighbor

We aim at classifying instance x∗, i.e., we want to determine its unknown class
label y∗. We use Nk(x∗) to denote the set of k-nearest neighbors of x∗. For
each class C, Naive Hubness Bayesian k-Nearest Neighbor (NHBNN) estimates
P (y∗ = C|Nk(x∗)), i.e., the probability that x∗ belongs to class C given its near-
est neighbors. Subsequently, NHBNN selects the class with highest probability.

NHBNN follows a Bayesian approach to assess P (y∗ = C|Nk(x∗)). For each
labeled training instance x, one can estimate the probability of the event that
x appears as one of the k-nearest neighbors of any labeled training instance
belonging to class C. This probability is denoted by P (x ∈ Nk|C). While calcu-
lating nearest neighbors, throughout this paper, an instance x is never treated
as the nearest neighbor of itself, i.e., x 6∈ Nk(x).

Assuming conditional independence between the nearest neighbors given the
class, P (y∗ = C|Nk(x∗)) can be assessed as follows:

P (y∗ = C|Nk(x∗)) ∝ P (C)
∏

xi∈Nk(x∗)

P (xi ∈ Nk|C). (1)

where P (C) denotes the prior probability of the event that an instance belongs to

class C. From the labeled training data, P (C) can be estimated as P (C) ≈ |D
lab
C |

|Dlab| ,

where |Dlab
C | denotes the number of labeled training instances belonging to class

C and |Dlab| is the total number of labeled training instances. The maximum
likelihood estimate of P (xi ∈ Nk|C) is the fraction

P (xi ∈ Nk|C) ≈ Nk,C(xi)

|Dlab
C |

, (2)

where Nk,C(xi) denotes how many times xi occurs as one of the k-nearest neigh-
bors of labeled training instances belonging to class C.



Example. Fig. 1 shows a simple two-dimensional example, i.e., instances corre-
spond to points of the plane. In this example, we use k = 1. In Fig. 1, a directed
edge points from each labeled training instance to its first nearest neighbor
among the labeled training instances. In other words: the nearest neighbor rela-
tionships shown in the Fig. 1 are calculated solely on the labeled training data.

Out of the 10 labeled training instances, 6 belong to the class of circles (C1)
and 4 belong to the class of rectangles (C2). Thus: |Dlab

C1
| = 6, |Dlab

C2
| = 4,

P (C1) = 0.6 and P (C2) = 0.4. Next, we calculate Nk,C(xi) for both classes and
classify instance 11 using its first nearest neighbor, i.e., x6. In particular, Eq. (2)

leads to P (x6 ∈ N1|C1) ≈ N1,C1
(x6)

|Dlab
C1
| = 0

6 = 0 and P (x6 ∈ N1|C2) ≈ N1,C2
(x6)

|Dlab
C2
| =

2
4 = 0.5. According to Eq. (1) we calculate P (y11 = C1|N2(x11)) ∝ 0.6 × 0 = 0
and P (y11 = C2|N2(x11)) ∝ 0.4× 0.5 = 0.2. As P (y11 = C2|N2(x11)) > P (y11 =
C1|N2(x11)), instance 11 will be classified as rectangle.

The previous example also illustrates that estimating P (xi ∈ Nk|C) accord-
ing to (2) may simply lead to zero probabilities. In order to avoid it, we can use
a simple Laplace-estimate for P (xi ∈ Nk|C) as follows:

P (xi ∈ Nk|C) ≈ Nk,C(xi) + m

|Dlab
C |+ mq

, (3)

where m > 0 and q denotes the number of classes. Informally, this estimate can
be interpreted as follows: we consider m additional pseudo-instances from each
class and we assume that xi appears as one of the k-nearest neighbors of the
pseudo-instances from class C. We use m = 1 in our experiments.

Even though k-occurrences are highly correlated, as shown in [19] and [21],
NHBNN offers improvement over the basic kNN. This is in accordance with
other results from the literature that state that Naive Bayes can deliver good
results even in cases with high independence assumption violation [15].

2.2 Self-training

Self-training is one of the most commonly used semi-supervised algorithms. Self-
training is a wrapper method around a supervised classifier, i.e., one may use self-
training to enhance various classifiers. To apply self-training, for each instance
x∗ to be classified, besides its predicted class label, the classifier must be able
to output a certainty score, i.e., an estimation of how likely the predicted class
label is correct.

Self-training is an iterative process during which the set of labeled instances
is grown until all the instances become labeled. Let Lt denote the set of labeled
instances in the t-th iteration (t ≥ 0) while Ut shall denote the set of unla-
beled instances in the t-th iteration. L0 denotes the instances that are labeled
initially, i.e., the labeled training data, while U0 denotes the set of initially un-
labeled instances. In each iteration of self-training, the base classifier is trained
on the labeled set Lt. Then, the base classifier is used to classify the unlabeled



Fig. 2. Simple self-training algorithm.

instances. Finally, the instance with highest certainty score is selected. This in-
stance, together with its predicted label ŷ, is added to the set of labeled instances,
in order to construct Lt+1 the set of labeled instance for the next iteration. The
pseudocode of this algorithm is shown in Figure 2. In context of nearest neighbor
classification, the algorithm is illustrated in Figure 3.

If an unlabeled instance is classified incorrectly and this instance is added
to the training data of the subsequent iterations, this may cause a chain of
classification errors. Therefore, as noted in [6], it may be worth to stop self-
training after a moderate number of iterations and use the resulting model to
label all the remaining unlabeled instances.

3 Certainty Estimation for NHBNN

In order to allow NHBNN to be used in self-training mode, we only need to
define an appropriate certainty score. A straight-forward certainty score may be
based on the probability estimates as follows:

certainty(x∗) =

P (C ′)
∏

xi∈Nk(x∗)

P (xi ∈ Nk|C ′)∑
Cj∈C

(
P (Cj)

∏
xi∈Nk(x∗)

P (xi ∈ Nk|Cj)
) . (4)

where C ′ denotes the class with maximal estimated probability and C denotes
the set of all the classes. In the example shown in Fig. 1, the above certainty
estimate gives 0.2/(0 + 0.2) = 1 when classifying instance 11.

However, this certainty estimate does not take into account that, usually,
unlabeled instances appearing as nearest neighbors of many labeled instances
can be classified more accurately as these instance are expected to be located
”centrally” in the dataset, i.e., they appear in relatively dense regions of the



Fig. 3. Self-training with nearest neighbor. There are two classes, circles and triangles.
Bold symbols correspond to instances of the initially labeled training set L0, while
unlabeled instances are marked with crosses, see Subfigure (a). Subfigures (c) – (e)
show the first three iterations of Self-Training. The final output of self-training is
shown in Subfigure (f).

data, see e.g. [22]. Therefore, we propose to use the following hubness-aware
certainty score:

hc(x∗) =

Nk(x∗)P (C ′)
∏

xi∈Nk(x∗)

P (xi ∈ Nk|C ′)∑
Cj∈C

(
P (Cj)

∏
xi∈Nk(x∗)

P (xi ∈ Nk|Cj)
) , (5)

where Nk(x∗) denotes how many times instance x∗ appears as nearest neighbors
of other instances when considering the labeled training data Dlab together with
the unlabeled instance x∗, i.e., Dlab∪{x∗}. Please note that in order to calculate
hc(x∗), we do not take other unlabeled instances into account.

In the example shown in Fig. 1, the above certainty estimate gives (2 ×
0.2)/(0+0.2) = 2 when classifying instance 11, as instance 11 appears as nearest
neighbor of instance 6 and instance 9 when considering all the eleven instances
for the computation of the nearest neighbor relationships (we assume that the
distance between instance 11 and instance 9 is lower that the distance between
instance 9 and instance 6, therefore, instance 11 will be the nearest neighbor of
instance 9 when considering all the instances).



4 Experimental Evaluation

Datasets. We used publicly available gene expression data of breast cancer tis-
sues [16], colon cancer tissues [1], and lung cancer tissues [2]. In these datasets,
the expression levels of 7650, 6500 and 12,600 genes have been measured for 95,
62 and 203 patients in the breast cancer, colon cancer and lung cancer datasets
respectively. The breast and colon cancer datasets had two classes, while the
lung cancer dataset had five classes. In all the cases, classes correspond to sub-
types of the disease or healthy tissues, see [7] for details. Out of the five classes
of the lung cancer dataset, we ignored one because extraordinarily few instances
(in particular, only six instances) belonged to that class.

Experimental protocol. In order to simulate scenarios in which the available
training data is not fully representative, we considered five randomly selected
instances per class as labeled training data. This results in balanced distribution
of classes in the labeled training data whereas the entire datasets were class-
imbalanced [7]. We repeated all the experiments 100-times with 100 different
initial random selection of the labeled training instances. We measured the per-
formance of the classifiers in terms of classification accuracy, i.e., the fraction
of correctly classified ”unlabeled instances”. Note that the true class labels of
the ”unlabeled instances” were given in the datasets, however, these true class
labels were used for evaluation purposes only, i.e., the labels of the ”unlabeled
instances” were unknown to the classifier. We report the average and standard
deviation of the accuracies achieved in the aforementioned 100 runs. Addition-
ally, we used t-test at significance level of 0.01 to judge if the differences between
our approach and the baselines are statistically significant.

Compared Methods. We compared the following approaches:

– NHBNN-HS, i.e., NHBNN in self-training mode with the proposed hubness-
aware certainty score according to Formula (5),

– NHBNN-Simple, i.e., NHBNN in self-training mode with the straight-forward
certainty score according to Formula (4),

– k-NN in self-training mode with the proposed hubness-aware certainty score
according to Formula (5),

– NHBNN-SV, i.e., supervised NHBNN that uses only the labeled training
instances but does not learn from the unlabeled data.

In accordance with [20], by default, we used k = 5 for all the aforementioned
variants of NHBNN and k-NN. Note, however, that we performed experiments
with other k values as well and we observed similar trends. In order to avoid the
propagation of errors, in accordance with [6], in case of semi-supervised classi-
fiers, we performed 20 iterations of self-training, i.e., 20 instances were labeled
and added to the training set iteratively and then the model resulting after the
20th iteration was used to label all the remaining unlabeled instances. We per-
formed experiments with other number of self-training iterations as well and we
observed similar trends regarding the order of the semi-supervised approaches.



Fig. 4. Accuracy of our approach, NHBNN-HS, and its competitors for various k values
on the BreastCancer dataset.

Table 1. Accuracy ± standard deviation of our approach, NHBNN-HS and the base-
lines averaged over 100 runs. Bold font denotes the best approach for each dataset.
The symbol •/◦ denotes if the difference between NHBNN-HS and its competitor is
statistically significant (•) or not (◦) according to t-test at significance level of 0.01.

BreastCancer ColonCancer LungCancer

NHBNN-HS 0.840 ± 0.044 0.794 ± 0.073 0.784 ± 0.152

NHBNN-Simple 0.835 ± 0.049 ◦ 0.790 ± 0.082 ◦ 0.679 ± 0.114 •
k-NN 0.649 ± 0.155 • 0.650 ± 0.162 • 0.674 ± 0.329 •
NHBNN-SV 0.756 ± 0.103 • 0.637 ± 0.139 • 0.617 ± 0.125 •

Results. Our results are summarized in Table 1. The results show that our
approach, NHBNN-HS, consistently outperforms the baselines on all the three
datasets. As we can see, both the choice of the algorithm and the certainty score
matters: both NHBNN in self-training mode with the straight forward certainty
score and k-NN with the hubness-aware certainty score achieve suboptimal ac-
curacy compared with our approach NHBNN-HS. Furthermore, as we expected,
semi-supervised classification outperforms supervised classification as it can be
seen from the comparison against NHBNN-SV. Fig. 4 shows that NHBNN-HS
systematically outperforms its competitors for various k values, except for k = 1.

Additionally, we tried support vector machines from the Weka software pack-
age with polynomial and RBF kernels with various settings of the complexity
constant and the exponent of the polynomial kernel. According to our obser-
vations, self-training was not able to substantially improve the performance of
SVMs overall: SVMs without self-training performed as well as (or sometimes
even better than) SVMs with self-training. More importantly, NHBNN-HS was
competitive to SVMs too: for example on the Breast Cancer and Colon Can-
cer datasets, best performing SVMs achieved classification accuracy of 0.781
and 0.705 respectively. We also note that the model built by NHBNN is more
interpretable to human experts than the model built by an SVM.



5 Conclusions and Outlook

In many applications, obtaining reliable class labels for large training samples
may be difficult or even impossible. Therefore, semi-supervised classification
techniques are required as they are able to take advantage of unlabeled data.
Some of the most prominent recent methods developed for the classification of
high-dimensional data follow the paradigm of hubness-aware data mining. How-
ever, hubness-aware classifiers have not been used for semi-supervised classifica-
tion tasks previously. Therefore, in this paper, we introduced a semi-supervised
hubness-aware classifier and we showed that it outperforms all the examined rel-
evant baselines on the classification of gene expression data. While classification
of gene expression data is highly relevant to due to its biomedical applications,
we expect that hubness-aware semi-supervised classifiers will also be utilized in
various other classification tasks in the future.
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proach to nearest neighbor classification: Naive hubness Bayesian k-nearest neigh-
bor. In: Proceeding of the CIKM conference (2011)
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