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Abstract

We introduce an ongoing project whose objective is to provide linguistically based support for several small Finno-Ugric digital communities in generating online content. To achieve our goals, we collect parallel, comparable and monolingual text material for the following Finno-Ugric (FU) languages: Komi-Zyrian and Permyak, Udmurt, Meadow and Hill Mari and Northern Sami, as well as for major languages that are of interest to the FU community: English, Russian, Finnish and Hungarian. Our goal is to generate proto-dictionaries for the mentioned language pairs and deploy the enriched lexical material on the web in the framework of the collaborative dictionary project Wiktionary. In addition, we will make all of the project’s products (corpora, models, dictionaries) freely available supporting further research.

1 Introduction

In his survey on language death, Kornai [1] states that language has became a function that is performed digitally, and that a language is digitally viable only to the extent it produces new, publicly available digital material. Language death implies loss of function, entailing the loss of prestige, and ultimately the loss of competence. To avoid such deterioration, our project aims to support Finno-Ugric language communities so
that they would be able to cope with some of the digitally performed functions of their native languages.

In this context, language technology aspires to become an enabler technology that helps people collaborate, conduct business, share knowledge and participate in social debate regardless of language barriers and computer skills [2]. However, cutting-edge technologies are typically available only for widely-spoken languages which are in the class of digitally thriving languages according to Kornai’s classification [1].

In this paper, we introduce an ongoing project whose objective is to provide linguistically-based support for several small Finno-Ugric digital communities in generating online content and help revitalize the digital functions of some endangered Finno-Ugric languages. The project is based on comparable corpora collected from the web. We generate proto-dictionaries for several endangered Finno-Ugric and major language pairs and deploy the enriched lexical material on the web in the framework of the collaborative dictionary project Wiktionary.

The first major component of the research project is the compilation and development of parallel and comparable corpora. We collect text material for the following Finno-Ugric (FU) languages: Komi-Zyrian and Permyak, Meadow and Hill Mari, Udmurt and Northern Sami, as well as for major languages that are of interest to the FU community: English, Russian, Finnish and Hungarian, see Section 3.1.

The parallel and comparable corpora will be automatically pre-processed. Since these small FU languages have weak language technology support, we experiment with language-independent tools applying machine learning methods, see Section 3.2.

Having the data pre-processed, we conduct experiments with automatic dictionary generation both from parallel and comparable texts. As a result, we have bilingual proto-dictionaries containing more than one thousand translation candidates for each language pair, see Section 4.

Dictionary entries will be automatically enriched with linguistic information and manually corrected by native speakers then uploaded to Wiktionary, see Section 5.

2 Related work

Bilingual dictionaries play a critical role not only in machine translation [3] and cross-language information retrieval [4], but also in other NLP applications, like language learning [5], computational semantics and several tasks requiring reliable lexical semantic information [6]. Since manual dictionary building is time-consuming and takes a significant amount of skilled work, it is not affordable in the case of lesser used languages. However, completely automatic generation of clean bilingual resources is not possible according to the state of the art. As a middle course, rough equivalence
at the conceptual level is already a useful notion, and filtering out candidate translation pairs produced by standard bilingual dictionary building methods can support lexicographic work.

The standard dictionary building methods are based on parallel corpora. However, as foreseen by Rapp [7], “the availability of a large enough parallel corpus in a specific field and for a given pair of languages will always be the exception, not the rule”, such corpora are still available only for the best-resourced language pairs. This is the reason of the increased interest in compiling comparable (non-parallel) corpora.

The standard approach of bilingual lexicon extraction from comparable corpora is based on context similarity methods (e.g. [7, 8]), which consist of the following steps: building context vectors, translation of context vectors, and comparison of source and target vectors. These methods need a seed lexicon which is then used to acquire additional translations of the context words. One of the shortcomings of this approach is that it is sensitive to the choice of parameters such as the size of the context, the size of the corpus, the size of the seed lexicon, and the choice of the association and similarity measures. Since there are no sufficiently large corpora and lexicons for these FU languages, conducting experiments with alternative methods is needed. There are several newer approaches to extracting translation pairs from non-parallel corpora, e.g. independent component analysis [9], label propagation [10], and topic model based methods [11]. One of the hot topics in NLP is using deep learning algorithms for obtaining vector representations for words, which are applied for a wide range of NLP tasks, as well as for extracting translation candidates from large amounts of unstructured text data (e.g. [12]). Yet another method for lexicon building is extracting the real parallel sentences from comparable corpora (e.g. [13]), which are then used as standard parallel texts for generating proto-dictionaries.

3 Creating parallel and comparable corpora

As a first step, we collected parallel and comparable texts for the language pairs in question. Linguistic processing of the collected data is inevitable before the next steps of dictionary building. Since all lexicon building methods require sentence-level aligned text, the running text must be split into sentences. Dictionary entries usually are words, thus word-level pre-processing, i.e. tokenization is also needed. Providing part-of-speech tag and lemma for each token is a very important step, since Wiktionary entries cannot be a finite word form without a lemma. In this section, we describe the subtasks of the corpus building workflow, including text collection and text processing steps.
3.1 Text collection

To build parallel corpora, we collected source texts and translations in parallel. In a strict sense, only Bible translations, novel translations, software documentation, and official documents, such as the Universal Declaration of Human Rights, can be treated as real parallel texts. For building comparable corpora, multilingual text collections have been created by applying several approaches.

Parallel corpora. Using the Bible as a parallel text in dictionary building has a long tradition [14]. To the extent feasible we tried to use modern Bible translations to avoid extracting archaic or extinct words. We downloaded the New Testament in the investigated FU and major languages from the Parallel Bible Corpus [15], Bible.is and The Unbound Bible. The translations are provided in a verse-aligned plain text format, thus they can be easily used for further processing.

Additionally, we found Northern Sami software documentation aligned with all major languages in question in the OPUS corpus [16] and some parallel texts on the websites of officially bilingual regions of Norway, Finland, and Russia. We did not find any parallel texts, not even Bible translations, for the language pairs where L1 is Komi-Permyak, Hill Mari or Udmurt.

Comparable corpora. For creating comparable corpora, the most commonly used source is Wikipedia. First of all, we downloaded the Wikipedia dumps for the languages we are dealing with and extracted each interlanguage-linked article pair. We used a slightly modified version of Wikipedia Extractor¹ for extracting the plain text, some metadata and in-text inter-wiki links with Wikidata IDs. Wikidata is a sister project of Wikipedia: it is a free collaborative multilingual knowledge base where inter-linked Wikipedia titles are instances of one and the same entity with one Wikidata ID. Using these IDs will help us to find and anchor named entities in the text of articles – regardless of language.

The length of the corresponding Wikipedia articles can be highly different: articles that are being maintained by a large, active digital community are typically fully-fledged, whereas articles from the language domain of a small community can be very brief. To improve the comparability measure, we consider only the first $x$ sentences of each article in the major languages, where $x$ is the number of sentences in the corresponding FU article, supposing that they are roughly each other’s translation (corresponding to the first, defining paragraph).

Another approach to building a comparable corpus is downloading domain-specific monolingual texts by specifying a keyword [8]. We collected documents about the Sami culture, education and society in English and Northern Sami from several websites.

¹http://medialab.di.unipi.it/wiki/Wikipedia_Extractor
Yet another way of collecting comparable text material is downloading multilingual daily newspaper materials from the same time interval and, if feasible, from the same country or region. Since these articles are about the most important local and global events, even if they are not translations of each other, they can be treated as comparable corpora [8]. Based on this hypothesis, we collected articles from online newspapers in Finland for Northern Sami–{Finnish, English, Russian} language pairs.

**Monolingual texts.** We also collected monolingual texts for all FU languages. While parallel and comparable corpora are used to create dictionaries, monolingual texts serve as training data for the tokenizer and sentence splitter. We collected monolingual data from several websites in various domains, e.g. literature, news, personal blogs, official texts.

Table 1 shows the number of tokens for parallel, comparable and monolingual corpora. Numbers for the latter comprise all data, even the texts included in parallel and comparable corpora. Token numbers for comparable corpora contain only the restricted size Wikipedia articles, i.e. only the first $x$ sentences of each article pair (see above). The time interval-based texts have been compared on a yearly basis, i.e. news files which do not have a corresponding pair from the same time period were not considered. The numbers in the table show the current state of the text processing task; they will indeed change at later phases of the project.

### 3.2 Text processing

The pre-processing and segmentation is a particularly important step, largely because any error made at this stage is likely to cause complications at later phases of text processing. However, these small FU languages have weak language technology support. An outstanding contributor is Giellatekno², which provides NLP tools for several FU languages. Northern Sami by far has the largest available online resources, but, as far as we know, tools for the other small FU languages are still under development.

**Pre-processing steps.** As mentioned in Section 3.1, we gathered a relatively large amount of text, but there are a number of issues with the collected material, since an easily observable portion can be classified as “dirty text”.

First, all texts must undergo character normalization before any further processing steps. All sources have been converted to plain text files using standard Unicode characters in UTF-8 encoding.

Second, closely related languages (Komi-Zyrian and Permyak, Meadow and Hill Mari) are often mixed even within a single document, thus they have to be separated. For language discrimination, we used the Blacklist Classifier³, which resulted in a

---

²[http://giellatekno.uit.no](http://giellatekno.uit.no)

<table>
<thead>
<tr>
<th>lang</th>
<th>mono</th>
<th>lang pairs</th>
<th>parallel</th>
<th>comparable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>L1</td>
<td>L2</td>
</tr>
<tr>
<td>sme</td>
<td>1,364,254</td>
<td>sme–eng</td>
<td>691,260</td>
<td>724,750</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sme–fin</td>
<td>245,440</td>
<td>273,973</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sme–rus</td>
<td>173,179</td>
<td>220,790</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sme–hun</td>
<td>171,668</td>
<td>224,014</td>
</tr>
<tr>
<td>kpv</td>
<td>480,609</td>
<td>kpv–eng</td>
<td>121,108</td>
<td>174,742</td>
</tr>
<tr>
<td></td>
<td></td>
<td>kpv–fin</td>
<td>121,120</td>
<td>133,715</td>
</tr>
<tr>
<td></td>
<td></td>
<td>kpv–rus</td>
<td>117,903</td>
<td>125,085</td>
</tr>
<tr>
<td></td>
<td></td>
<td>kpv–hun</td>
<td>121,319</td>
<td>134,344</td>
</tr>
<tr>
<td>koi</td>
<td>719,325</td>
<td>koi–eng</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>koi–fin</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>koi–rus</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>koi–hun</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mhr</td>
<td>1,335,457</td>
<td>mhr–eng</td>
<td>128,316</td>
<td>175,075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mhr–fin</td>
<td>128,328</td>
<td>133,965</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mhr–rus</td>
<td>109,449</td>
<td>109,818</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mhr–hun</td>
<td>128,565</td>
<td>134,618</td>
</tr>
<tr>
<td>mrj</td>
<td>366,964</td>
<td>mrj–eng</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mrj–fin</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mrj–rus</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mrj–hun</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>udm</td>
<td>584,113</td>
<td>udm–eng</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>udm–fin</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>udm–rus</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>udm–hun</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Number of tokens for monolingual, parallel and comparable corpora. We use the ISO 639-3 language codes: sme – Northern Sami, kpv – Komi-Zyrian, koi – Komi-Permyak, mhr – Meadow Mari, mrj – Hill Mari, udm – Udmurt.
97.47% accuracy for Komi-Zyrian and Permyak and a 96.77% accuracy for Meadow and Hill Mari languages.

Third, majority of FU language bloggers use blog publishing services that only support Russian or English, therefore these texts are mixed, thus dates and some elements of websites are not in the desired FU language but in one of the languages supported by the service provider. To filter out foreign parts, we use Langid⁴, a language identifier using trigram statistics with Katz’s back-off smoothing. Models were created using manually selected text samples. Since dates are valuable information in order to build time frame-based comparable corpora, we preserved them.

**Sentence segmentation and tokenization.** For sentence segmentation and tokenization, we use the sentence detection and tokenizer tools of Apache OpenNLP⁵. Since Northern Sami is quite well-supported with NLP tools, we built models only for the FU languages using Cyrillic script. We created gold standard data for training and testing the tokenizer and sentence splitter modules of Apache OpenNLP. Over ten thousand sentences were randomly selected for each language, and, after manual correction, the data was divided into training and test sets (90%-10%). Both modules performed over 98% F-measure, which is partly due to the abbreviation dictionary support of Apache OpenNLP, blocking the false sentence segmentation at abbreviations. Using such lists is a common practice in sentence segmentation, however, building an exhaustive list is beyond the bounds of possibility, especially for the FU languages in the scope of our research. For this reason, our abbreviation dictionary is mainly based on the Russian abbreviation list of Wiktionary, but we plan to extend it with more abbreviations and acronyms found at later stages of our work. Nevertheless, using only Russian abbreviations would be sufficient for our needs as the FU languages written in Cyrillic script tend to use a number of Russian abbreviations (consider the abbreviations for units of measurement, place names and internationalisms).

**Morphological analysis and disambiguation.** Morphological analysers are available as online applications for Udmurt and Komi-Zyrian⁶ and Hill Mari⁷. The website of Giellatekno contains source files for a finite state transducer-based morphological analyser for almost all FU languages we deal with. However, as far as we know, morphological analyser for Komi-Permyak do not exist.

For languages that lack any morphological analysers, there are two possibilities we can choose from. Once, we can use semi-supervised or unsupervised morphological segmentation tools such as Morfessor⁸ and develop additional tools to extend

---

⁴https://github.com/juditacs/langid
⁵https://opennlp.apache.org/
⁷http://www.univie.ac.at/maridict/site-2014/morph.php
⁸http://morfessor.readthedocs.org/en/latest/general.html#techrep
its functionality to meet our needs. We made some experiments with Morfessor: we trained it on an Udmurt word list and compared its segmented output to the output of an Udmurt morphological analyser [17]. The results are convincing, but it would still take great effort to develop additional utilities that could produce lemmas and POS tags from Morfessor’s output.

The other option is to use existing tools developed for closely related languages. The most simple solution is the direct application of tools developed for the related language, thus the models built for Komi-Zyrian could be applied on the Komi-Permyak data directly. Moreover, we expect that morphological tags in Komi-Zyrian can be transferred to the Komi-Permyak version of the same text. Since large amounts of data for training do not exist for the majority of languages, experimenting with several methods of the annotation transfer between closely related languages is a hot topic in NLP (e.g. [18, 19]). We plan to investigate the approach for transferring POS annotations from a resourced language towards a closely related non-resourced language by Scherrer and Sagot [18].

4 Creating proto-dictionaries

Completely automatic generation of clean bilingual resources is not possible according to the state of the art, but it is possible to create certain lexical resources, termed proto-dictionaries, that can support lexicographic work. Proto-dictionaries are expected to provide greater coverage but comprise more incorrect translation candidates; their right size depends on the specific needs.

We made experiments with several lexicon building methods, which are detailed below. Applying each method resulted in bilingual resources containing translation candidates for almost all language pairs. These dictionary files will then be used as the starting point to create the final dictionaries, where only the most likely translation candidates are kept on the basis of some heuristics, developed in a later phase of the project by manually evaluating the results. At this stage of the project, we have raw, i.e. still un-cleaned proto-dictionaries for all language pairs each containing more than one thousand translation candidates. The most under-resourced language pair is Komi-Permyak–Hungarian with ca. 1300 word pairs, while the Northern Sami–Finnish proto-dictionaries contain more than 20,000 word pairs.

Wikipedia titles. Wikipedia is not only the largest publicly available database of comparable documents, but it also can be used for bilingual lexicon extraction in several ways. Erdmann et al. [20] used pairs of article titles for creating bilingual dictionaries, which were later expanded with translation pairs extracted from the article texts. Mohammadi and Ghasem-Aghaee [13] extracted parallel sentences from the
English and Persian Wikipedia using a bilingual dictionary generated from Wikipedia titles as a seed lexicon. Following this approach, we also created bilingual dictionaries from Wikipedia title pairs using the interwiki links.

**Wiktionary-based methods.** Besides Wikipedia, Wiktionary is also considered as a crowdsourced language resource which can serve as a source of bilingual dictionary extraction. Although Wiktionary is primarily for human audience, the extraction of underlying data can be automated to a certain degree. Ács et al. [21] extracted translations from the so-called translation tables. Since their tool Wikt2dict is freely available, we could apply it for our language pairs. We parsed the English, Finnish, Russian and Hungarian editions of Wiktionary looking for translations in the small FU languages we deal with.

Ács [22] expanded the collection of translation pairs, discovering previously non-existent links between translations with a triangulation method. It is based on the assumption that two expressions are likely to be translations, if they are translations of the same word in a third language. With the triangulation mode of Wikt2dict, we could further expand our dictionaries.

**Hundict.** Hundict¹⁰ is an experimental project for bilingual lexicon extraction from parallel corpora. It extracts word pairs based on high co-occurrence in corresponding text segments, using the Sørensen-Dice co-efficient. The tool’s performance can be improved by adding a gold standard dictionary and a list of stopwords. We made some experiments with Bible translations for Northern Sami–Finnish and Komi-Zyrian–English language pairs, which resulted in word pairs along with their confidence measures. The system has more parameters which can be fine-tuned, and we plan to test it with more options and on more language pairs. However, the tool needs lemmatized text as an input, thus we have to lemmatize our parallel corpora before further experiments.

## 5 Conclusion and future work

We introduced an ongoing project which is based on parallel and comparable corpora collected from the web. The project’s main objective is to generate dictionaries for language pairs where the source language is one of the following small FU languages: Komi-Zyrian and Permyak, Meadow and Hill Mari, Udmurt and Northern Sami, while the target language is one of the following major languages: English, Finnish, Russian and Hungarian. However, collecting text for these under-resourced FU languages and processing them poses several problems. Most of these FU languages are digitally not
really viable, since they produce very few digital text material. For this reason, finding large amounts of text in these languages is challenging. Since there are language pairs for which we did not find any parallel text material, standard dictionary building methods cannot be used. Moreover, these small FU languages have weak or no language technology support, thus language-independent supervised tools are needed to be used. On the level of morphology we faced other kind of problems: some analysers are available only as an online application, some are still under development.

In spite of the difficulties, we collected some text material for these languages and built proto-dictionaries by applying several methods. The final dictionaries will be uploaded to Wiktionary, where lexical entries contain morphological, etymological and lexico-semantic information, and translation equivalents across languages. We will generate the dictionaries and the linguistic information as automatically as possible. The manual validation and correction of Wiktionary input files will be conducted only in the last phase of the project by native speakers.

Using the Wiktionary infrastructure, lexical entries across the language versions of Wiktionary can be interlinked. This will enable user communities to access rich, networked lexical material that can be used for translation purposes. Content in Wiktionary is formatted in a lightweight markup system, but we will recast the data into an XML format suitable for further processing. After cleaning the copyright issues, we will make all of the generated resources (corpora, dictionaries, models) freely available.
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