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Abstract—Spell checking is considered a solved problem, but with the rapid development of the natural language processing the new results are slowly extending the means of spell checking towards grammar checking. In this article I review some of the spell checking error classes in a broader sense, the related problems, their state-of-the-art solutions and their different nature on different types of languages (English and Hungarian), arguing that these methods are insufficient for some language classes. Finally, I present my own method of batch spell checking in large volumes of coherent text.
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I. INTRODUCTION

Tools called “spell checkers” are widely used in current word processing systems as an error correcting tool. By the rapid changing of the Internet and computers, the current spell checking is gaining an increasing importance in our lives by the growing capacity of computers, because of the increasing number of ways and volumes content created. Traditionally, spell checkers did subsequent word-by-word analysis, and then transferred to do the analysis while typing. This made it possible for spell checkers to have significance beyond word processors. Nowadays spell checkers can be found everywhere from web browsers to e-mail clients and people use them actively. As in the beginning, today as well the basic principle is the word-by-word analysis, thus the spell checking procedure is stuck at word level. Developers in the IT industry concentrate on these local tools, for example the increasingly better support of agglutinative languages and word compounding appeared approximately 5-6 years ago[1], and in the meantime dictionaries follow the changes of individual languages (by adding new words). Meanwhile, in the field of Natural Language Processing things are developing rapidly as well, but these novel approaches have rarely been applied in spell checking systems yet. A 10 million word English corpus has less than 100,000 different word forms, a corpus of the same size for Hungarian contains well over 800,000[2]. While an open class English word has about 46 different word forms, it has several hundred or thousand different productively suffixed forms in agglutinating languages[3]. The standard tools, which have been proven good in English cannot be applied without any modification. In the literature there exist a lot of separate algorithms that have proven good for partial problems in the English language. I am going to review these state-of-the-art methods and I am going to argue that they cannot be applied because of the nature of the Hungarian language. I will describe my paradigm of spell checking in detail.

All of the aforementioned methods have something in common. They are working with a larger volume of texts. I will set another constraint: I will suppose that all the texts which are examined are coherent. So I can rely on the text-level information, which lies in the text to be extracted, examined and used to improve spell checking performance.

I want to show that spelling errors can be widely different. One must classify these errors and make special sub-solutions for each class to locate and correct most of the errors found in current Hungarian texts with the lowest false positive rate as possible.

II. TYPES OF SPELLING ERRORS

The academic Hungarian spelling rules are very complex. They involve semantic features like substance names, occupation names, etc. and the way one should imagine the word: e.g. “légikísérő” is written in one word because the word “kísérő” is in the air physically and not figuratively. The rough listing of the types of errors is as follows:

• in-word errors: One take a word, and modify it by edit distance (e.g. the so called Damerau-Levenshtein distance[4][5]), so the word does not become some other valid word. This is the oldest error observed and most of the errors in English can be corrected by searching the word no more than one distance from the erroneous form. The English language is so sparse that there are only a few candidates. In Hungarian this type of error has not been a problem for a long time. There are several models for this type of errors (e.g. the Noisy Channel Model[6]), but the rate of these errors is much lower then in English.

• real-word errors: One take a word, and modify it, so the modified word becomes a valid meaningful word that has nothing to do with its context. For example: “He had lots of honey (money), he wanted to buy a bigger house.” These errors must be approached differently. If one knows that the writer has a specific mother tongue and English is his second language one can collect statistical information about the typical misspellings and use them to correct errors [7]. In this type one must distinguish between the words that changed their word species and those which did not. (e.g. money → honey, defuse → diffuse) In Hungarian there are more word species, so there are more errors of this type.

• word compounding errors: One take two words, and write them as one or take a compound word and write it in two words. The real problem is that the former can be detected and corrected at word level, but the latter cannot.
The Hungarian Academy rules are so complex in this case that in Hungarian a lot of errors fall into this class.

- Out of Vocabulary (OOV) errors: The traditional spell checkers work with a list of words or the list of stems and the production rules (these two are together called lexicon), but there are open word-classes and the spell checker must distinguish between the unknown or OOV words and the misspelled ones. Not to mention the right and consistent use of these words. This can only be detected in a larger volume of coherent text.

- punctuation errors: The right punctuation in the text is not closely related to spell checking, but helps people and the programs to interpret the written text. And can be checked and corrected with the same tool-set as the aforementioned error classes.

- grammar errors: These kind of errors cannot be clearly separated from the cases mentioned above, so I list this class here.

A. How Hungarian and English differ

There are several tools that work language independently, but the most important resources are language dependent. With the help of the self-developed tools in the MTA-PPKE-NLPG research group I can split any raw text to sentences and tokenize it[8]. I can recognize named-entities for future use[9]. Then with the POS-tagger I can couple every word with a tag that reflects its distributional preferences and therefore can classify them into groups[10]. The number of the groups vary from language to language. For example, in English there are only 36 and in Hungarian there are more than 1000 word class tags[11][12]. This makes the task much harder for Hungarian, and the problem becomes even worse when one restricts the domain to clinical texts[13]. As Hungarian is a highly inflected language there are many word forms that belong to the same stem. And there are many homonyms as well, so all in all it is far less sparse than English. Therefore the error types mentioned above cannot be corrected by word-level easily. One can apply Machine Learning methods for extracting features from the context and make decisions, but the liberal word ordering of the Hungarian language makes this task ineffective.

III. METHODS IN THE LITERATURE

The current state-of-the-art methods approaches different parts of the whole spell checking. I will list some techniques and argue that they cannot work in Hungarian.

- Take the function words and record their contextual features, because subsequent function words can identify what should come after them and that can be checked for validity[14]. This technique has been successfully applied for the German language on compound words and punctuations. In Hungarian the function words can be omitted and therefore this method cannot achieve much success.

- Make a confusion set of the common misspellings and their right forms[15]. This method can be successfully applied for accenting and word-sense disambiguation. But only on languages that are not inflected and have few word forms. In Hungarian the morphological production rules can be theoretically infinite, and the resources are not available. If the right resource existed, then still one would face the sparse data problem. This highlights other problems: for example, to use stop words or not, and when to use the real word form over the distributional tag. It is desired to automatically choose the right candidate suggestion, but the sufficient features cannot be retrieved from the text because of data sparsity. One way to help this is to rank the suggestions by weighing the edit distance[16].

- One can approach by defining a hash function that collide only on the misspelled and right spelled words and therefore one gets automatically the correct word form for the misspelled word[17][18]. This method can only work if one has a list of misspelled words and the correct forms to train the hash function to work as expected.

IV. MY OWN METHOD

Text corpora forms a consistently related text in one topic. That information can be used. I am trying to reduce the number of false positive results of traditional spell checking algorithms. At the same time I want to collect information of the new words and make their usage more consistent by the interaction of the user. I also want to reduce the time consumed by the proofreading of the text by classifying the spelling errors by the stems and guessed production paradigms, so the user does not have to correct every occurrence of the same misspelling (or those which belong to the same stem) one-by-one[19]. This method would stay at word level, but will not be restricted to a fixed lexicon that is integrated into the spell checking programs. I use all of our tools in pipeline and make statistical inferences from the decorated text.[20]

A. Statistical methods on the decorated text

The text was split into sentences and tokens, then I added the POS-tag and lemma for every token with the information of the candidate lemma-tag couples. I also added the information, whether a token is recognised as a correct word form or not. Then I examined the following features of the tokens:

- the frequency of each word form
- the frequency of lemmas of the incorrect words
- the combination of the above

While examining word forms classified by their lemmas, one can find features that characterize the Hungarian morphological production system, which is hard-coded in the morphological analyzer[21] for the fixed list of words. If one can find a sufficient number and quality of word forms one can construct an inflectional paradigm that makes a good point to examine the less frequent words against. If these words meet the expectations of their lemma’s paradigm, then they

\[1\text{as the program has no information about how the different forms of these words should be spelled} \]
are considered good, otherwise they are considered misspelled
and the user is asked to decide. The paradigm also helps
to generate suggestions of the misspelled word. They come
from the paradigm and it is not necessary for them to appear
in the text. The possibility of automatically correcting these
words becomes available. There is a threshold that must be
set in order to distinguish between low frequency misspelled
words and the ones that are too frequent to be misspelled.
This threshold can be set safely between 3-5. As the non-
systematic misspellings are so diverse that there cannot be such
coincidence. The systematic misspellings are considered to be
right as the program does not have any external information
of the text. Just helps to increase the consistence of the text. The
words that are above the threshold are considered “certainly
good”, the others need to be checked with the extended spell
checker. From “certainly good”, frequent word forms and their
lemmas, the program generates the paradigms. With that, the
program checks the other “possibly misspelled” words. The
traditional spell checkers’ engines can be extended to accept
the new words and generate an inflectional paradigm to work
with. This can save a lot of time and effort as generating the
suggestions is not a trivial task. The classified word forms with
their accompanying suggestions can be displayed to the user
at once and he can accept or decline the suggestions for each
occurrence by examining the context of the word without even
proofreading the whole document, just looking at the critical
parts of the text if it is necessary. To apply the changes at once
the program must map the corrected text to the original one.
This could be done for example by Dynamic Time Warping
(DTW)[22]. By finding anchors in the text and make the two
versions parallel. This could be very useful on environments
with special formatted texts, where the formatting is destroyed
during the preprocessing steps.

B. Adapting POS-tagger to the text with a posteriori information

The tokenized text is passed to the POS-tagger, to couple
each word with its stem, tag and the possible other candidates.
For the known words this task is easy. The morphology module
can help the tagger, but when it comes to the new words, that
are not known either by the morphology module or by the
POS-tagger the number of candidates can grow from one up
to ten. These candidates mostly differ in the lemmas of the
words. The statistical module tries to guess the appropriate
lemmas. But this module does not care for the words seen
previously. Guessing is totally local to the word in the text.
No context is taken into account, but the information is lying
in the text. Therefore, after the preprocessing task my program
selects the lemmas of the unknown words (choosing also from
the candidates) in the text which are frequent enough to not
being noise (see table II). I feed these selected lemmas to the
POS-tagger. In another pass the POS-tagger selects the fed
lemma from the candidates unconditionally if he can. This
method can be repeated and all the repetitions improve the
performance of the guesser for the current text to a level and
decrease the number of the candidates which the POS-tagger
chooses from. (There can still be more candidate tags for the
same lemma.)

V. RESULTS

The efficiency of the method was tested on two corpora
(table I). One is a book (Orwell: 1984) full of theoretically
good, but self-invented words. Some of these words are not
known by the spell checker but those words are in control. The
other is taken from the Internet, contains newspaper articles
from a specific site. The size of the two corpora is almost
identical. The language model is taken from Szeged corpus 2.0
[12]. The table shows two stages before and after the following
heuristic filtering: I filtered out the tokens that were definitely
some affix or were not containing four alphabetic letters beside
each other (table I). With this filtering, I hope that the real
words come into view. Later, I worked with these set of tokens.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>THE STATISTICS OF THE USED CORPORA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1984</td>
<td>Articles</td>
</tr>
<tr>
<td>Filtering:</td>
<td>before</td>
</tr>
<tr>
<td>tokens:</td>
<td>999915</td>
</tr>
<tr>
<td>Tokens (unique):</td>
<td>20393</td>
</tr>
<tr>
<td>Not known by Humor:</td>
<td>301</td>
</tr>
<tr>
<td>Not known by Humor (unique):</td>
<td>181</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>EXAMPLE OF WORD FORM FREQUENCIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>word form</td>
<td>frequency</td>
</tr>
<tr>
<td>Obama</td>
<td>40</td>
</tr>
<tr>
<td>Obamaat</td>
<td>1</td>
</tr>
<tr>
<td>Obamak</td>
<td>1</td>
</tr>
<tr>
<td>Obamakómány</td>
<td>1</td>
</tr>
<tr>
<td>Obamanak</td>
<td>3</td>
</tr>
<tr>
<td>Obamanak</td>
<td>3</td>
</tr>
<tr>
<td>Obamára</td>
<td>1</td>
</tr>
<tr>
<td>Obamatót</td>
<td>3</td>
</tr>
<tr>
<td>Obamatól</td>
<td>3</td>
</tr>
<tr>
<td>Obamát</td>
<td>5</td>
</tr>
<tr>
<td>Obamálvá</td>
<td>1</td>
</tr>
</tbody>
</table>
| As seen in table III, there were many words that were found
to be good and with the traditional spell checking methods
would become false positives. There were word forms above
the threshold and these were selected to be the base of the
inflexion paradigm for other flexed form of the same stem
(see table IV). Finally, the remaining words were considered
to be misspellings and suggestions were generated (see table
V). In table V one can see the faults of the trivial suggestion
generation algorithm. This can be vastly improved by using
the engine of some traditional spell checker program.

VI. CONCLUSION

The described method can correct a wider class of the
dementioned misspellings than the traditional spell check-
ers. This initial phase of the research shows that with my
new method the entire proofreading process becomes simpler
and faster as the size of the text grows. The amount of text
processed per unit of time clearly increases.
These workflows are quite demanding today, with my proposed method it becomes much easier.