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Abstract 

In this study eight temperate grassland sites were monitored for soil CO2 efflux (Rs) and the spatial 

covariate soil water content (SWC) and soil temperature (Ts) at fine scale in over 77 measurement 

campaigns. The goals of this multisite study were to explore the correlations between environmental 

gradients and spatial patterns of Rs, SWC and Ts, which are not site-specific and to quantify the relevance 

of biotic and abiotic controls over spatial patterns along increasing vegetation structural complexity. These 

patterns in water-limited ecosystems in East-Central Europe are likely to be influenced by summer 

droughts caused by the changing climate. 

A consistent experimental setup was applied at the study sites including 75 sampling locations along 15 m 

circular transects. Spatial data processing was mainly based on variography. Two proxy variables were 

introduced to relate the site characteristics in terms of soils, water status and vegetation. Normalised SWC 

(SWCn) reconciled site-specific soil water regimes while normalised day of year integrated temperature 

and vegetation phenology. A principal component analysis revealed that the progressing closure of 

vegetation in combination with large Rs and SWCn values, as well as low Ts and Rs variability support 

the detectability of spatial patterns found in both the abiotic and biotic variables. Our results showed that 

apart from SWC the pattern of soil temperature also had an effect on spatial structures. We detected that 

when the spatially structured variability of Ts was low, a strong negative correlation existed between 

SWCn and the spatial autocorrelation length of Rs with r = 0.66 (p b 0.001). However, for high spatially 

structured variability of Ts, occurring presumably at low Ts in spring and autumn, the correlation did not 

exist and it was difficult to quantify the spatial autocorrelation of Rs. Our results are indicative of a 

potential shift from homogeneity and dominance of biotic processes to an increased heterogeneity and 

abiotic regulation in drought prone ecosystems under conditions of decreasing soil moisture 
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Abbreviations 

a - autocorrelation length, c – structural semivariance, DOY – day of year, DOYn – normalized day of 

year, ME - Nash–Sutcliffe model efficiency coefficient, PCA – principal component analysis, psill – 
partial sill, Rs – soil CO2 efflux, sd – standard deviation, SSErr - residual sum of squares, SWC – soil 
water content, SWCn - normalized soil water content, TOC – total organic carbon content, Ts – soil 

temperature, y0 – nugget variance 
 

1. Introduction 

Studies on soil CO2 efflux (Rs) and its driving variables demonstrated differences between spatial and 

temporal correlations of the observed processes (Chen et al., 2010; Graf et al., 2012; Savva et al., 2013). 

The spatial structure of soil variables may be affected by numerous factors in a highly complex way due to 

the spatial and temporal co-variation between the influencing factors. There are still knowledge gaps as to 

which factors can be responsible for the spatial patterns to be detected and for their actual characteristics. 

Spatial variability is often analysed using the geostatistical approach. The spatial pattern of a variable is 

usually characterised by the autocorrelation length (a) which is a measure of continuity (Savva et al., 

2013). The nugget-to-sill ratio or the partial sill (psill, named as well as spatially structured variability: the 

amount of variance structured in space) represent a measure of the spatial dependence or the intensity of 

the pattern (Chatterjee and Jenerette, 2011). Having low nugget-to-sill ratios (large partial sill, small 

measurement noise) with a large autocorrelation length is a characteristic of a spatially well-structured 

variable (Armstrong, 1998; Li et al., 2013). 

Savva et al. (2013) reported that the spatial variation of soil water content (SWC) was influenced by the 

soil microclimate, which simultaneously affected soil water status and soil temperature (Ts). The spatial 

pattern of plant transpiration may further modify this structure (Hu et al., 2011; Savva et al., 2013) and 

even soil CO2 efflux could be influenced by transpiration (Balogh et al., 2014), combining the 

belowground CO2 production processes with canopy characteristics. Topographic differences may be 

relevant drivers of spatial variability of Rs at the field scale through the co-variation of soil moisture and 

organic matter content throughout the field (Fang et al., 2009; Hu et al., 2011; Ohashi and Gyokusen, 

2007; Xu and Wan, 2008). Continuity or openness of vegetation cover also influences the spatial 



heterogeneity of Rs by affecting canopy microenvironment (Chatterjee and Jenerette, 2011; Petrone et al., 

2008), plant residue input and spatially heterogeneous root water uptake (Stoyan et al., 2000). Biomass 

quantity influenced by management practises could also have subsequent effects on Rs (Koncz et al., 

2015). 

In addition, Ts was characterised as a main driver of the temporal variability of Rs (Chen et al., 2010; Graf 

et al., 2012; Petrone et al., 2008). However, its co-variation with SWC masks the spatial correlation 

between Rs and Ts (Fóti et al., 2014; Herbst et al., 2009). The lack of a direct effect of Ts on Rs in space 

was not only explained by the relatively small spatial variability of Ts at field scale (Herbst et al., 2012), 

but also by the indirect cooling effect of soil water evaporation (Fóti et al., 2014). 

Several studies use the parameters of the variograms to compare spatial structures along gradients of 

explanatory variables. Rs range of autocorrelation was found to increase and the pattern intensity was 

found to decrease along an elevation gradient (Chatterjee and Jenerette, 2011). Analysis of the correlations 

between spatial ranges of annual and perennial plants' covers and different soil properties drew attention to 

the effect of invasive annual grasses during succession (Parker et al., 2012). The explanatory variable of 

Rs spatial patterns would be a spatial flux-controlling factor (Ishizuka et al., 2005), which e.g. determines 

the variability of Rs, or influences the stability of the variogram (e.g. in terms of a, psill or goodness of 

fit). However, environmental factors fluctuate and therefore the spatial patterns vary temporally (Hu et al., 

2011), too. 

 

Fig. 1. 

 

Water limited ecosystems are common in East-Central Europe and are likely to expand due to climate 

changes (Bartholy and Pongrácz, 2007; IPCC, 2014). In Hungary, precipitation is likely to increase in 

winter but decrease in summer, which increases the probability of summer droughts (Voss et al., 2002; 

Räisänen et al., 2004; Frei et al., 2006). Decrease in precipitation together with enhanced evaporation in 

spring and early summer is very likely to lead to reduced spring/summer soil moisture (Douville et al., 



2002; Wang et al., 2005). Projected changes will impact the vegetation cover (Mendonça et al., 2010; van 

der Molen et al., 2011), and the effects of the spatial variability of SWC on Rs are expected to increase 

(Gerten et al., 2007). Understanding the links between the influencing factors and Rs may help in 

predicting trends in Rs and related ecosystem responses accompanying climatic changes, or, simply, 

supporting agriculture to adjust its irrigation and fertilisation needs. 

The main goal of this multisite study was to identify the common characteristics of the spatial patterns of 

Rs, SWC and Ts, which are not site-specific and can be explained by environmental gradients along the 

study sites. The specific goals were: (1) to identify the controlling factors of the detectability of fine-scale 

spatial structures, (2) to identify the drivers of the actual autocorrelation length of Rs, (3) and to describe 

the potential controlling effects of the vegetation structural complexity on the spatial patterns. 

 

2. Materials and methods 

2.1. Study sites 

The study was conducted in grassland sites with different soil, vegetation and low-intensity management 

characteristics (Fig. 1) mostly located in Hungary. One of the sites (Beskidy Mountains, Czech Republic) 

was included because of the more humid climate in comparison to the Hungarian dry grasslands. We split 

the sites into four largely different subgroups according to their soil organic carbon, soil texture, soil water 

regime, physiognomy (degree of vegetation closure, height), floristic composition and climatic conditions 

(Table 1): 

1. Fülöpháza-Tece (O1–O2): very low TOC, semi-arid, coarse sand, open vegetation, low cover 

2. Bugac-Tiszaalpár (C1–C2): high TOC, semi-arid, sand, medium/dense cover, medium plant height 

3. Mórahalom-Bily Kriz (W1–W2): medium/high TOC, humid (due to high groundwater level/high 

precipitation), sand/sandy loam, dense cover, medium/high plant height 

4. Battonya-Isaszeg (B1–B2): medium TOC, semi-arid, loam, dense cover, high, vertically well-structured 

vegetation 



 

The soil characteristics change from very low organic matter content, coarse sand (1.: O1–O2) through a 

much more productive, or semi-arid chernozem type sand (2.: C1–C2) to a relatively humid, productive 

sand/sandy loam soil (3.: W1–W2). The fourth group (B1–B2) includes two sites with loamy soils in a 

semi-arid climate. The subgroups from 1 to 4, later on used in the multivariate analysis, therefore 

represent a systematic increase in biomass, soil water supply, soil fertility and vegetation structural 

complexity. Therefore, significant differences in the subgroups' spatial parameters and characteristics 

potentially allow for ecological reasoning. Site characteristics (Table 1) partly correspond to data from 

Balogh et al., 2011, Table 1. 

 

2.1.1. Fülöpháza (O1) — Tece (O2) 

These two study sites have a very similar botanical composition despite their distant positions in Hungary 

(Table 1), both are open semiarid grasslands, but has semi-desert characteristics due to edaphic causes 

(Fekete et al., 1988). The cover by vascular plants is low, less than 50% on average. Non- vascular plants 

(Syntrichia ruralis and Cladonia convoluta) cover amount to about 20%, while the remaining 30% is 

vegetation-free (Fig. 1(a)). The sites have been abandoned from management more than 30 years ago. 

2.1.2. Bugac (C1) – Tiszaalpár (C2) 

The Bugac study site (2 ha) is situated in the Hungarian Great Plain (Table 1) and belongs to the 

Kiskunság National Park (Fig. 1(b)). The vegetation of the sand grassland is diverse (species number over 

80, Koncz et al., 2014). For the last 20 years the site was extensively grazed by cattle, with a stocking 

density of 0.23–0.58 animal ha-1. The sand grassland site at Tiszaalpár has sandy loam soil on loess and 

with slight alkaline influence. It has been abandoned from sheep grazing in 2011, it is mown once a year 

since then. 

2.1.3. Mórahalom (W1) — Bily Kriz (W2) 

The sample site at Mórahalom is situated in the southern part of the Danube–Tisza Interfluve (Table 1). 

The species richness is about 80. The vegetation developed in high groundwater level (low water table 



depths, frequently flooded at springs) conditions and is maintained by a hydrological inflow system within 

the region (Margóczi et al., 2007). The grassland is managed by extensive mowing and grazing. The 

grassland site in Bílý Kříž, Czech Republic (Fig. 1(c)) is a yearly mown mountain meadow (Pavelka et al., 

2007). The soil texture varies between loamy sand and loam with gravel. The background for grouping 

W1 and W2 sites together, despite their apparent differences rest on the similarities in their vegetation's 

structural complexity and in the effective water supply, resulting from the specificities of the water regime 

of the Hungarian site (water table close to the soil surface). 

2.1.4. Battonya (B1) — Isaszeg (B2) 

The loess steppe meadow near Battonya is part of the Körös-Maros National Park (Fig. 1(d), Table 1). The 

species richness is above 200. It is mown once a year. The other xeric temperate loess steppe site is 

located near Isaszeg. The grassland is not managed, vertically well structured (60–80 cm height), species-

rich with several broad-leaved, dicotyledonous and a dwarf shrub species. 

 

Table1 

 

2.2. Sampling 

In our study 8 temperate grassland sites were monitored for Rs and the spatial covariate SWC and Ts at 

small (a few metres extent) and fine (high spatial resolution) scale in several measurement campaigns with 

a consistent experimental setup. The sampling scheme consisted of 15 m long circular transects, each with 

a diameter of 4.77 m, in 75 positions (20 cm distance) each sampled for SWC, Ts and Rs (Fig. 2). The 

advantages of this sampling design include the efficient work flow and the low disturbance level. During 

the measuring campaigns we intended to avoid short-term effects of precipitation, direct impact of 

temperature changes and effects due to apparent differences in the elevation or the vegetation structure 

within a particular transect. The main goal was the description of fine-scale spatial aspects in Rs under 

stationary measuring conditions. To avoid fluctuations in the environmental conditions the measurements 

were started at noon and for one transect lasted ~1.5 h. 



Rs was measured by closed chamber systems (Licor6400, LiCor, Inc. Lincoln, NE, USA and EGM4 

PPSystems, Amesbury, USA). The measuring location was changed within the sites in each case and no 

permanent plots were established. The soil gas exchange chamber was used without collar to minimise 

soil disturbance and to avoid cutting the roots close to the surface (Davidson et al., 2002; Wang et al., 

2005) since both measuring systems performed well without collars in a comparative study (Pumpanen et 

al., 2004). Great care was taken during the measurements to ensure non-leaky conditions. All standing 

biomass was removed 1.5 h before starting the soil respiration measurements. The litter layer was left 

intact and ensured proper fit of the chamber to the surface. The 1.5 h time delay was enough to allow for 

the dissipation of direct disturbance  effects as measured for several hours after the disturbance during 

pilot investigations (data not shown). 

Ts was measured by thermocouples at 0–5 cm soil depth once at each position simultaneously with Rs 

near to the gas-exchange chamber. SWC was measured by time domain reflectometry (ML2, Delta-T 

Devices Co., Cambridge, UK, FieldScout TDR300 Soil Moisture Meter, Spectrum Technologies, IL-

USA) for the 0–6 cm soil depth. SWC was measured in the middle of the vegetation-free sample plots in 

one run (lasting about 10 min), after the Rs measurements to avoid soil disturbance by the instrument's 

TDR rods. 

The total number of sampling campaigns at the 8 sites amounted to 77 between 2003 and 2014 (Table 2), 

giving a database of 77 × 75 × 3 data. Data from the C1 site between 2004 and 2012 have already been 

published (Fóti et al., 2014, further referred to as ‘C1 old’). Additional datasets are referred to here as ‘C1 

new’. 

 

Fig. 2. 

 

2.3. Data processing 

The data analysis consisted of the steps summarised in Fig. 3. The measured data were checked for 

normality as well as for temporal or large scale spatial trends along the geostatistical analysis (Fox and 



Weisberg, 2011; Meyer et al., 2014; Pebesma, 2004; R Core Team, 2014; Rossi et al., 1992). Temporal 

trend in data of the individual campaigns (duration about 1.5 h) was checked for Ts and Rs, because these 

variables were suspected to change rapidly with time, and linear detrending was applied if necessary (Fig. 

3, 2nd). Normality was checked after any modification of the datasets (Fig. 3, 3rd, 4th and 8th). Variance 

cloud analysis was performed to detect outlier measurements, excluded from further analysis (Fig. 3. 5th: 

maximum no more than 1–2 measured data were found). After the variogram analysis (Fig. 3, 6th), large 

scale spatial trend was checked for the variables which had an estimated autocorrelation length larger than 

the spatial extent of the transect (a N 4.77 m, see explanation later, Fig. 3,7th). The spatial trend was 

removed by linear detrending if the correlation between the data and the x coordinates of the measuring 

positions was found statistically significant at p b 0.05. Variogram analysis was repeated for these data 

(Fig. 3, 9th). Datasets not conforming to the 4th and 8th criteria (Fig. 3) or with the remaining spatial trend 

(e.g. though the trend was not statistically significant at the p b 0.05 level, it resulted in unbounded 

variograms) were excluded. 

 

Table 2 

 

All variables were standardised to zero mean and unit variance before variography (6th step in Fig. 3). 

This standardization facilitates comparison between different variables (Katsalirou et al., 2010), and helps 

to avoid that data values may increase or decrease in order of magnitude along Box-Cox transformation. 

Semivariance (γ(h)) was calculated according to: 

 

where z(s) is the value of an abiotic or a biotic variable at a particular location, h is the average separation 

distance between data pairs, set to the natural increment (Oliver and Webster, 2014), in this study = 0.2 m, 

and N(h) is the number of data pairs separated at a distance of h. 



Exponential, Gaussian and spherical models were fitted to the experimental semivariances against lag 

distance. The following model parameters were used in the subsequent analysis: a, the autocorrelation 

length; y0, the nugget variance; c, the structural semivariance; (y0 + c) or ‘sill’, the total sample 

semivariance; psill, the ratio of structural variance and total variance, expressed as percentage. The 

autocorrelation length (a) was defined as the distance at which the variogram reaches a plateau. In the case 

of models with an asymptotic plateau, it is the distance at which 95% of the total sill is reached. It is 

calculated from the semivariogram range (a0) as a = 3 × a0 for the exponential, a = 3^0.5 × a0 for the 

Gaussian, and a = a0 for the spherical model. As circular transects do not suffer from decreasing number 

of sample pairs at larger spatial lags, only datasets with autocorrelation lengths larger than 4.77 m (the 

diameter of the sample circle) were excluded from further analyses. 

The criterion for model selection was the residual sum of squares (SSErr). The goodness of model fit was 

quantified by the Nash–Sutcliffe model efficiency (ME) coefficient which is calculated similarly to the 

coefficient of determination, but ranges from -∞, indicating a better prediction of the observed values by 

the mean than by the model to 1, which points to a perfect match of the observed and modelled data. Only 

fits with ME ≥ 0.5 were accepted at this stage of the analysis. The number of adequate Rs variograms was 

therefore less than the total number of measured transects (cf. Table 2), the analysis was carried out also to 

reveal the causes of the failure of the fit (c.f. M&M Section 2.4.) and not only to calculate the parameters 

of the successful fits. 

Cross-variograms were used to investigate the spatial correlation of two variables. Cross-semivariance 

yx(h) was calculated as: 

 

where z(s) and z(r) are the two investigated variables. In contrast to direct variograms, cross-variograms 

could become negative, indicating that the two variables are negatively correlated in space. Positive values 

indicate positive spatial correlation while values close to zero indicate that they change independently in 



space. Similarly to experimental variograms, the same theoretical models were fitted to the 

crossvariograms and the same set of variogram parameters (y0, c, sill, psill, a and ME) were obtained. 

 

Fig. 3. 

 

After the first runs of the automated data analysis we detected periodicity in the experimental 

semivariances at the O1-O2 sites, leading to erroneous fits and total failure of fit. This periodicity was 

attributed to the spatial pattern of large tussocks and associated large gaps. The middle of the gaps might 

be dominated by heterotrophic respiration only, whereas in the vicinity of the tussocks autotrophic and 

heterotrophic respiration occurs. Therefore the analyses of these transects were repeated by increasing the 

natural lag width to 2 × h, which removed periodicity from the variograms. 

 

2.4. Proxy variables and principal component analysis 

We investigated a soil moisture gradient (spanning from close to zero to more than 40% SWC) along the 

study sites. In order to allow for the comparison of different sites and different measuring campaigns 

based on their soil water regime and actual soil water status we computed a normalised SWC value: 

 

where SWCmax and SWCmin were determined as the long term maximum or minimum of repeated SWC 

measurement site wise, respectively, and SWCavg represents the actual transect average. We also 

investigated the course of Ts and vegetation phenology in the course of the measurement campaigns. For 

this, we additionally introduced a proxy variable for phenology (DOYn), considering growing season start 

and length as follows: 

 



where DOY is the actual measurement date, DOYstart and DOYend determine the beginning and the end 

of the vegetation period, defined as the first and the last day in the year with a daily average air 

temperature larger than 5 °C for each site. DOYn covered a period between DOY 62 and 325. 

Furthermore, Spearman rank correlation was calculated for each measurement campaign between SWC-

Rs, Ts-Rs and SWC-Ts. 

For another step of the analysis we included ME values for all the direct and cross-variograms (also model 

fits below the threshold 0.5 as applied in Section 2.3.), giving 77 ME values for all of the transects' 

measured variables (SWC, Ts, Rs) and variable-pairs (SWC-Rs, Ts-Rs, SWC Ts). Zero values of ME 

were chosen for failed fits due to non-normality or large-scale trend. The advantage of including the whole 

dataset into the analysis (i.e. not only those showing detectable spatial patterns) was the possibility of 

investigating the circumstances favouring the emergence of spatial patterns. To compare cases with good 

and failed model fits we used a multivariate analysis (principal component analysis: PCA). To determine 

the factors causing the success/failure of fits, we correlated the first two principal component scores with 

the following set of measured and constructed explanatory variables: subgroup, DOYn, averages, standard 

deviations and coefficients of variation of SWCn, Ts and Rs. 

 

3. Results 

 

3.1. Structural parameters by variables and subgroup-specific variations 

We calculated the averages of the variogram parameters (Table 3) in all of the measurement campaigns. 

We observed that y0 was slightly larger for Rs than for the abiotic variables. In general, an opposite 

relationship was found for c and psill. SWC and Ts were more strongly dependent spatially (75% psill 

values) than Rs (psill = 63%). The autocorrelation length was smaller for SWC than for the two other 

variables. The quality of variogram fits in terms of ME was lower for SWC and Rs and higher for Ts (only 

ME ≥ 0.5 were accepted in this analysis). 

 



Table 3 

 

Relatively few direct and cross-variogram fits were successful for the driest ecosystem, O1–O2, even with 

a lag distance of 2 × h (cf. Table 2, Table 4). The best model fits were observed for exponential 

variograms, in 21 out of the 28 cases, while the Gaussian model provided the best fits for the remaining 7 

cases. 

Detailed spatial data about the C1 site has already been analysed (Fóti et al., 2014). Those datasets were 

now completed with additional measurements in 2014. The best fits were detected for spherical and 

Gaussian models while fewer exponential model fits were found to provide the best fit. The main findings 

based on the correlation and cross-variogram analysis (Table 4) were very similar to those observed at C1 

earlier (Fóti et al., 2014). The spatial correlation was mostly positive between SWC and Rs while negative 

correlations were observed between Ts and Rs and between SWC and Ts. However, a few reverse patterns 

were observed for Ts vs. Rs relationship and SWC vs. Ts relationship. 

In the case of the W1–W2 sites, mostly spherical, and fewer exponential and Gaussian model fits were 

found to provide the best fit. Of the spatial correlations between variable pairs, two were opposite to the 

expectations, one negative for the SWC vs. Rs relationship and one positive for the Ts vs. Rs relationship. 

In case of the B1–B2 loess sites, the best variogram fit was mostly spherical. Reverse correlations with 

positive SWC vs. Ts and Ts vs. Rs correlations were also detected. 

 

Table 4 

 

3.2. Environmental conditions supporting detection of spatial patterns 

The measurements over different periods at different sites covered the temporal course of Ts during the 

vegetation period, as shown by the distribution of average Ts values along DOYn (Fig. 4(a)). Observed 

soil water contents also covered the range of SWCn from about 0 to almost 1 (Fig. 4(b)). Average Rs 

values of the transects covered a range between 0.63 and 14.7 µmol CO2 m-2 s-1. Histograms of the 



variables (Fig. 4(c–d)) show potential under-sampling at low temperatures and high water supply mainly 

due to the semi-arid character of most of the study sites, involving a generally higher chance of 

experiencing low SWC conditions. SWCn rarely reached values close to 1 and the sites were experiencing 

frequent droughts. 

 

Fig.4. 

 

In a second step, we investigated the conditions (approximated by available measured and constructed 

variables, M&M 2.4.) which seemed to be responsible for the goodness of variogram and crossvariogram 

model fits on experimental SWC, Ts and Rs semivariances and cross-semivariances. For this purpose, a 

principal component analysis was performed on ME values from the fits of the investigated variables and 

variable pairs (Fig.5). In the case of the direct variograms, the first and second principal axis explained 40 

and 32% of the variance in the goodness of model fit, respectively. In the case of the crossvariograms, 

these proportions were 53% for the first and 29% for the second principal axis, respectively. The first two 

axes were responsible for 72 and 82% of total variability in the goodness of model fits of the direct and 

cross-variograms, respectively. 

The first axis was associated with the fit success: the sign of the loadings was the same for all variables 

and variable pairs (Fig. 5(a–b), Table 5(a)), which means that probably the same conditions favour the 

detectability of the patterns irrespective of the type of the variable. 

 

Fig. 5. 

 

The second axis differentiated between the variables/variable pairs with successful fit: the loadings had 

opposite signs for e.g. goodness of fit of SWC and Ts or for those of SWC-Rs and SWC-Ts (Table 5(a)), 

indicating that the conditions favouring the detectability of the patterns may differ, depending on the 

variable in question. We further analysed these conditions by correlating the first two principal component 



scores with the abovementioned explanatory variables (Table 5(b)). The crossvariogram fits were 

generally less affected by any of the factors than the direct variogram fits. We found that the success of 

model fit for both the direct and cross-variograms (notice that the correlation between the first component 

score and the explanatory variables (Table 5(b)), and the success of model fit (ME loadings) change in 

opposite directions because of the negative loadings) was negatively correlated to the coefficient of 

variation of Rs (p b 0.05) and positively correlated to the average of Rs, with the latter having a low 

significance of p b 0.1 for the cross-variogram. Furthermore, in the case of direct variograms, an increase 

in the average and standard deviation of Rs, SWCn and subgroup membership increased the probability of 

a successful fit, while the larger standard deviation of Ts decreased the successful fit probability. These 

results indicate that the appearance of detectable spatial patterns for both abiotic and biotic variables was 

typical for higher vegetation cover, increased structural complexity (usually associated with larger 

heights) and soil characteristics as represented by the subgroup membership. At the same time, Rs and 

SWCn values were typically large, while Ts and Rs variability were typically low in these cases. The 

secondary axis refined the results as follows: the second component was associated with increased 

detectability of SWC pattern in case of increased subgroup membership and standard deviation of SWCn, 

while the patterns in Ts and Rs were better detectable at high coefficients of variation of Rs. In the case of 

the cross-variograms, the second component was slightly influenced by DOYn (p b 0.1, Table 5(b)), large 

DOYn values supported the link between SWC and Ts and lower values supported the link between SWC 

and Rs patterns. Drought conditions develop at larger DOYn, when the SWC-Ts patterns are easier 

detectable and in most cases negatively correlated. 

 

Table 5. 

 

3.3. Driving factors of spatial characteristics 



In the last step we analysed the potential effect of various factors on the spatial autocorrelation of Rs 

patterns. We investigated the relationship (linear or quadratic) between several variogram parameters (y0, 

c, sill, psill, a) and transect averages of the measured variables. 

The main finding was that the autocorrelation length of Rs generally decreased with increasing SWCn for 

all subgroups, except for W1–W2 (the regression lines serve only for illustration, the significance levels 

are: p = 0.014 for W1–W2, p = 0.22 for B1–B2, p = 0.013 for C1 p = 0.096 for C2 and p = 0.64 for O1–

O2), despite the fact that the average Rs was relatively high in W1–W2 measurements (cf. Fig. 4(b), grey 

symbols). High levels of variation were characteristic in the low SWCn ranges, and low levels of variation 

in the high SWCn ranges (Fig. 6). The spread of data points was more concentrated in the lower left 

corner of the plot, and no data were found in the upper right corner (marked out by dashed lines). This is 

especially important if we consider that spatial detrending (7th step in Fig. 3) was required only in the case 

of 6 Rs datasets, all measured at SWCn ≤ 0.3. This indicates that larger estimated autocorrelation lengths 

than the diameter of the sample area exclusively occurred at low SWCn. 

 

Fig. 6. 

 

However, the apparent negative correlation between a of Rs vs. SWCn accounted for only 11% of the total 

variability of the autocorrelation length at p b 0.05. We tried to explain a larger part of the variability of 

the autocorrelation length of Rs on the basis of other easily measurable factors including SWCn, average 

Ts and sill of Rs (as a measure of the variability of Rs of the investigated transect). The results are shown 

in a conditioning plot (Fig. 7(a)). This combination of constraining factors highlighted more clearly a 

group of values (upper left panel) at low Ts in combination with high sill of Rs (that is high Rs 

variability), where the negative correlation between the autocorrelation lengths of Rs and SWCn did not 

exist. This shows that Rs spatial variability was driven by Ts and not by SWC in these cases. The 

members of this group were mostly transects measured in spring and autumn or at W1–W2 sites. To link 

this group of transects more clearly to the effect of Ts as spatial fluxcontrolling factor, psill of Ts was used 



to split the data into two groups. The first group was characterised by a strong negative correlation 

between SWCn and the autocorrelation lengths of Rs (Fig. 7(b), left panel), with r = 0.66 at p b 0.001. The 

second group with high psill values of Ts showed no correlation between the autocorrelation lengths of Rs 

and SWCn. The results indicate that when the spatially structured variability 

of Ts was high, occurring presumably at low Ts in spring and autumn as it can be seen in Fig. 7(a), it was 

difficult to quantify the spatial autocorrelation of Rs. Low Ts was generally coupled with low Rs, which 

was already found to be critical for the detection of Rs spatial patterns (cf. Fig. 5(a) and PCA results). 

 

Fig. 7. 

 

4. Discussion 

4.1. Goodness of model fit is probably under biotic control  

The different effects of SWC and Ts on Rs in time and space and the inter-correlation between the 

covariates have already been described (Chen et al., 2010). There is increasing amount of evidence that 

SWC has a more important effect in space and acts directly on the spatial variability and pattern of Rs, 

while Ts acts indirectly, and consequently less intensively (Kosugi et al., 2007; Mendonça et al., 2010; 

Yao et al., 2009). SWCn and DOYn were two surrogate variables constructed to relate the datasets of the 

77 spatial replicates from 8 sites. DOYn roughly integrated the temperature and the vegetation phenology 

course along the vegetation period, while SWCn reconciled site-specific water regimes. 

Courses of Ts and Rs averages along these constructed variables proved the applicability of this approach. 

DOYn, however, was not identified as an important driver of the parameters of the investigated spatial 

patterns, nor a factor influencing the conditions for the detection of spatial auto- or cross-correlation in 

SWC, Ts and Rs. DOYn had only a slight differentiating effect between the variables/variable pairs with 

successful fit. Based on the PCA results, obviously Rs must reach a certain magnitude with decreased 

variability in the vegetation period, but also before the effects of drought, for the spatial patterns and links 

between them to become detectable. Our results show that Ts plays a rather secondary role early in the 



vegetation period, when the Ts pattern is stronger. Its variability may even be large enough to affect the 

Rs pattern directly while SWC is not limiting yet. When soil moisture content is lower the effect of Ts on 

Rs is more indirect, which corroborates the findings on their profound effects over time (Balogh et al., 

2014, 2011; Mäkiranta et al., 2008) rather than in space (Graf et al., 2012; Savva et al., 2013). 

 

4.2. Open vegetation is not favourable for the appearance of spatial structures 

The four subgroups allowed more detailed observations on the spatial patterns and their controlling 

factors. For the coarse sandy sites with open vegetation, O1–O2, only Ts vs. Rs correlations were 

consistently negative as expected and reported in the literature (Allaire et al., 2012; Almagro et al., 2009; 

Fóti et al., 2014; Herbst et al., 2009). Furthermore, rather unexpectedly, SWC did not correlate spatially to 

any other variables and even the appearance of its spatial structure was masked. SWC vs. Rs spatial 

correlation was negative in 2 cases while there were no positive correlations, contrary to the ecosystems 

with more dense vegetation where the spatial patterns were more complex. Apparently, the given soil 

conditions of these sites characterised by low total organic matter content and low water holding capacity 

with the consequent discontinuous vegetation cover may predetermine such deviations. This was the case 

even when performing the spatial analyses with doubled lag distance. The ratio of 

rhizospheric/heterotrophic respiration in open communities varies widely in space but it also changes 

continuously over the vegetation period, hampering the detection of clear spatial patterns (Prolingheuer et 

al., 2014). It seems that SWC patchiness was less controlled by the vegetation cover than that of Ts, both 

being under biotic control in communities with high biomass (Petrone et al., 2008; Saiz et al., 2006; 

Schlesinger et al., 1990; Veron et al., 2002). Therefore, the background of the apparent Rs vs. Ts negative 

spatial correlation in open grasslands, among others, is probably a direct effect of increased soil surface 

temperatures in the gaps between the grass tussocks and not an indirect evaporative cooling effect of high 

SWC on Ts. The direct effect of radiation on the surface of vegetation gaps may modify directly the 

patterns of abiotic drivers and biotic variables. 



 

For the W1–W2 sites we found the other extreme of potential spatial structures. High SWC resulted again 

in a poor correlation of structures, based on the cross-variograms but in combination with a highly 

structured and closed vegetation cover. This implies that the spatial scale of the investigated patterns was 

appropriate. Especially if we consider that almost all of the direct variograms were adequate, but almost 

no cross-variograms gave acceptable fits. This is probably a result of the ample soil water supply and a 

lack of environmental constraints (Petrone et al., 2008). This is in accordance with the PCA results, 

showing that the subgroups with higher structural complexity in combination with ample soil water supply 

and organic matter content favoured the appearance of spatial structures at the sampling scale. 

Consequently, the appearance of spatial structures is probably more characteristic of the late than of the 

early successional stages, and the observed pattern is influenced by the progressing vegetation closure. 

The differences in spatial structures within subgroups can be confirmed by differences in variogram 

models. If there was an accepted model, the exponential type provided most frequently the best fit for O1–

O2, which indicates that the pattern was generally less structured than at other sites. W1–W2 and B1–B2 

variograms were mostly of spherical type, pointing to an intermediate spatial structure. For C1–2 most 

variogram models were Gaussian and spherical type, which indicates higher continuity and clearer spatial 

structure (Armstrong, 1998; Mendonça et al., 2010). 

 

4.3. Temporal constraints of spatial pattern of soil CO2 efflux 

We found that the autocorrelation length or continuity of Rs depended on SWCn but in a highly complex 

way. The negative correlation between mean SWC and the autocorrelation lengths of Rs described earlier 

for C1 site (Fóti et al., 2014) was verified. However, due to the differences in sites, soils, water status, 

vegetation periods, measurement dates etc. there was a significant level of variation in spatial 

autocorrelation of Rs not explained by SWC. The autocorrelation lengths of Rs of this group were neither 

temperature dependent nor limited by DOYn, the latter variable being a proxy of the vegetation 

phenology, describing the growing season course of biomass and greenness development. 



Other factors, not within the scope of this study may be responsible for the actual patch size of Rs. We 

observed that measurements, when spatially structured variability of Ts was high give a delimited group 

of values, which fit poorly to the regression line between SWCn and a of Rs. This occurs generally at low 

average temperatures early or late in the vegetation period. This implies again that Ts has an effect on 

spatial structures as well. 

 

4.4. Potential shifts in spatial patterns along decreasing soil moisture 

Our results might be relevant to the potential processes linked to global change in drought prone 

ecosystems (van der Molen et al., 2011). Grasslands have substantial acclimation capacity to climatic 

variability (Reichstein et al., 2013). However, they can also be exposed to degradation processes due to 

inappropriate management. Homogenous and less structured biotic processes (in our study, W1–W2 sites) 

may consequently become more structured with stronger coupling to the spatial pattern of decreased soil 

moisture (Saiz et al., 2006; Schlesinger et al., 1990). If the drying process occurs with simultaneous loss 

of organic matter due to e.g. inadequate land use and/or erosion (Bartha et al., 2011; Reichstein et al., 

2013), the coupling effect may diminish or cease completely. This latter aspect needs further verification, 

possibly utilising community succession studies as the process potentially may result in a loss of 

ecosystem complexity and opening of the vegetation structure (Bartha et al., 2011; Naem, 1998; 

Schlesinger et al., 1990). Under proper vegetation functioning, the structures and co-structures are present, 

detectable and show the dominance of the biotic control, therefore the vegetation development and closure 

in space and time could enhance the interconnections of structures. Uncoupling of these spatial structures 

(e.g. opposite than expected spatial correlations) indicate an impairment of vegetation functioning 

including periods when direct effects of abiotic factors determine the interdependencies without the 

mediating control of biotic factors. 

 

5. Conclusion 

 



Our results based on spatial investigations in 8 different grassland sites indicated that ample soil water 

supply combined with a high complexity in grassland vegetation structure were essential for the 

emergence and detectability of SWC, Ts and Rs spatial patterns. When the patterns were detectable, 

average Rs was generally high and its variance was low, compared to the cases when the patterns couldn't 

be detected. Strong coupling between SWC and Rs spatial autocorrelation lengths was detected at the 

drought prone sites. Ts had an effect on spatial structures in spring and autumn periods when SWC was 

not limiting. These findings indicate that the autocorrelation length of Rs was a result of context 

dependent (valid in only certain domains of the interacting biotic and abiotic drivers) interactions of 

multiple factors. 

As a consequence of global climate change water-limited ecosystems in East-Central Europe are likely to 

be more exposed to summer droughts. In this study we showed that the expected shifts in the precipitation 

regime causing reduced soil moisture will affect the spatial patterns of SWC, vegetation cover and 

subsequently the patterns of Rs in such a way that a potential loss of homogeneity and biotic regulation 

and an increase of vulnerability to climatic effects would occur. Our results might be relevant to the 

potential processes linked to global changes in drought prone ecosystems where opening of the vegetation 

would potentially result in an impairment of vegetation functioning. 
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Captions of Figures and Tables: 

Fig. 1. Typical landscapes of the study site subgroups with different levels of productivity (the site 

actually shown is indicated by bold letters): a: open sandy grasslands with low soil carbon and water 

content: O1-O2, b: closed sandy grasslands with high soil carbon content: C1-C2, c: closed sandy 

grasslands with high soil water content: W1-W2, d: closed loess grasslands with high biomass: B1-B2. 

Table 1 

Site characteristics. ‘O1-O2’ indicates the first subgroup with open vegetation, 'C1-C2’ indicates the 

second subgroup with more dense vegetation cover, ‘W1-W2’ indicates the third subgroup with the 

highest soil water contents and ‘B1-B2’ indicates the fourth subgroup with the loess soils. Meteorological 

data were collected directly at the site (O1, C1, C2, W2) or from the nearest meteorological station (O2, 

W1, B1, B2). The averages were calculated generally for the last 10 years, except for the C2 and B1 sites 

where 6 (2009-2014), and W2 site where 8 (2007-2014) years’ data were available. 

Fig. 2. Schematic figure of the measuring arrangement. 

Table 2 

Month/Year of measurements, number of measurement campaigns and number of successful soil CO2 

efflux variograms by study sites. ‘O1-O2’ indicates the first subgroup with open vegetation, 'C1-C2’ 

indicates the second subgroup with more dense vegetation cover, ‘W1-W2’ indicates the third subgroup 

with the highest soil water contents and ‘B1-B2’ indicates the fourth subgroup with the loess soils. 

Fig. 3. Data processing. 

Table 3 

Average value and standard deviation (sd) of variogram paramteres of SWC (%), Ts (°C) and Rs (µmol 

CO2 m-2 s-1) transect measurements: nugget variance (y0), structural semivariance (c), total sample 



semivariance (sill), spatially structured variability (psill), autocorrelation length (a) and goodness of model 

fit (ME). 

Table 4 

Number of accepted variograms by variable, positive and negative Spearman rank correlations and 

accepted cross-variograms between soil water content (%) and soil CO2 efflux (µmol CO2 m-2 s-1): 

SWC-Rs, soil temperature (°C) and soil CO2 efflux: Ts-Rs and soil water content and soil temperature: 

SWC-Ts. ‘O1-O2’ indicates the first subgroup with open vegetation, 'C1-C2’ indicates the second 

subgroup with more dense vegetation cover, ‘W1-W2’ indicates the third subgroup with the highest water 

content sites and ‘B1-B2’ indicates the fourth subgroup with the loess soils. 

Fig. 4. Average soil temperature (°C) along DOYn (a), average soil CO2 efflux (µmol CO2 m-2 s-1) along 

SWCn (b) and frequency distribution of transect averages of the two main abiotic variables, Ts (c) and 

SWCn (d). ‘O1-O2’ indicates the first subgroup with open vegetation, ‘C1 old’, ‘C1 new’ and ‘C2’ 

indicate the second subgroup with more dense vegetation cover, ‘W1-W2’ indicates the third subgroup 

with the highest soil water contents and ‘B1-B2’ indicates the fourth subgroup with the loess soils.  

Table 5 

The relative loadings of the direct and cross-variograms’ ME values on the first and second principal 

components (a), and the signs and p-values of the correlation between the first and second principal 

components and the explanatory variables (b). *,** and *** indicate differences at p<0.1 and significant 

differences at p<0.05 and p<0.01, respectively.  

Fig. 5. First two components scores (symbols, bottom and left axis) and component loadings (arrows, top 

and right axis) of a standardized principal component analysis of ME values of direct (a) and cross-

variogram (b) fits. SWC ME, Ts ME and Rs ME indicate the goodness of direct variogram model fits, 



SWC-Rs ME, SWC-Ts ME and Ts-Rs ME indicate the goodness of cross-variogram model fits. The plot 

symbol colours correspond to the SWCn categories of the histogram in Fig. 4(d). 

Fig. 6. Autocorrelation length (m) of soil CO2 efflux vs. SWCn (n= 56). The correlation between SWCn 

and Rs a for the whole dataset is statistically significant at p<0.05 (black line). ‘O1-O2’ indicates the first 

subgroup with open vegetation, ‘C1 old’, ‘C1 new’ and ‘C2’ indicate the second subgroup with more 

dense vegetation cover, ‘W1-W2’ indicates the third subgroup with the highest water content sites and 

‘B1-B2’ indicates the fourth subgroup with the loess soils. The pale coloured regression lines belong to 

the symbols with darker tones, green: O1-O2, red: C1, purple: C2, grey: W1-W2, yellow: B1-B2. Note 

that there are no data within the upper right corner (marked out by dashed lines). 

Fig. 7. Conditional plots of multiple factors (a: SWCn, average soil temperature (°C), sill of Rs, b: SWCn, 

spatially structured variability of Ts), which determine the spatial autocorrelation length of Rs. The 

autocorrelation length of Rs dataset is split into the subplots according to the given scales (upper and right 

for (a), upper for (b)). Regression lines are illustrative except for the left panel in graph (b) with r2=0.43, 

p<0.001. 

 



 
 
 

 
 

 

 



 
 

 



 
 



 



 



 



 

 



 



 



 


