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Abstract. The buckling and post-buckling behavior of a nonlinear discrete repetitive system, the discrete elastica, is studied herein. The nonlinearity essentially comes from the geometrical effect, whereas the constitutive law of each component is reduced to linear elasticity. The paper primarily focuses on the relevancy of higher-order continuum approximations of the difference equations, also called continualization of the lattice model. The pseudo-differential operator of the lattice equations are expanded by Taylor series, up to the second or the fourth-order, leading to an equivalent second-order or fourth-order gradient elasticity model. The accuracy of each of these models is compared to the initial lattice model and to some other approximation methods based on a rational expansion of the pseudo-differential operator. It is found, as anticipated, that the higher level of truncation is chosen, the better accuracy is obtained with respect to the lattice solution. This paper also outlines the key role played by the boundary conditions, which also need to be consistently continualized from their discrete expressions. It is concluded that higher-order gradient elasticity models can efficiently capture the scale effects of lattice models.

1. Introduction

Euler [19, 20] gave the exact buckling load for a pinned ended, inextensible, elastic column under a compressive axial load (see Oldfather et al. [39]). Lagrange [34] obtained the geometrically nonlinear exact equations of the problem and integrated the elliptic integral using asymptotic expansion formula. Lagrange [34] also investigated the higher-order buckling modes of simply supported inextensible elastic columns. Various elastica solutions are available for general boundary
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conditions and they are reported by Born [8], Love [37], Frisch-Fay [22], Antman [3] or Atanackovic [5] among others. Kuznetsov and Levyakov [33] recently investigated this elastica problem extensively and characterized the stability of the post-bifurcation branches.

The elastica problem, as already investigated by Euler [19] for the continuous case, can be formulated using a discrete version, also referred to as a discrete elastica. The linearized discrete elastica has been studied only in the beginning of the 1900s by Hencky [27] who considered a chain comprising elastically connected rigid links. Hencky [27] gave the buckling solutions of the finite problem for a number of links n such as n = 2, n = 3 and n = 4. Hencky [27] also observed that the continuous elastica problem may be obtained from considering an infinite number n of rigid links. The exact solution of this problem for arbitrary number of links was analytically given by Wang [52, 53], who solved a boundary value problem of second-order linear difference equations, whose solutions may be available in standard textbooks (such as Goldberg [25]). Silverman [46] remarked that this Hencky bar problem was mathematically equivalent to the finite difference formulation of the continuous problem when the length of the rigid link is made equal to the space discretization. Recently, Challamel et al. [12] showed that this discrete problem was mathematically similar to the vibrations equations of a discrete string, whose exact solution was first given by Lagrange [35].

The discrete elastica in a geometrically exact framework is a recent field which has emerged in the 1980s due to the interest of the research community in numerical and theoretical aspects of structural mechanics modelling (see for instance El Naschie et al. [17] or Gáspár and Domokos [23]). El Naschie et al. [17] numerically quantified the initial post-buckling curvature of the Hencky-bar system and compared the response with the local continuous problem. Gáspár and Domokos [23] showed an unexpected rich behaviour of the bifurcation diagram for the discrete elastica, which is not known for its continuum analogues. In fact, Gáspár and Domokos [23], Domokos [14] or Domokos and Holmes [15] pointed out possible spatial chaotic behavior of the Hencky bar-chain, a phenomenon originated from the discreteness of the system. The mathematical equivalence of the finite difference formulation of the Euler problem and the Hencky bar system has been shown in the linear range (Silverman [46]) and the equivalence can be also extended to the nonlinear range (Domokos and Holmes [15]). Wang [54] revisited the study on the post-buckling behaviour of the Hencky-bar chain for various boundary conditions. More recently, Kocsis and Károlyi [28, 29] observed spatial chaotic behaviour for discrete systems under non-conservative loads.

As mentioned by Bruckstein et al. [10], elastica curves may be also labelled as nonlinear splines in an industrial context and have found industrial applications in the field of computer graphics, or shape completion curves in image analysis. In this context, Bruckstein et al. [10] numerically solved some discrete elastica problems with various boundary conditions and additional constraints, and compared the solution with respect to the local one (for infinite number of fictitious links). The discrete elastica can be viewed as a numerical spatial discretization of a continuous rod problem (Bergou et al. [7]) or the investigation of a true discrete
mechanics problem (or lattice problem) that converges towards the continuous one at the limit. When considering the discretization problem, an important feature is the energy preserving property of the discrete spatial schemes. The discrete elastica investigated herein is introduced from an energy functional and it has energy preserving property. To the authors’ knowledge, the corresponding second-order nonlinear difference equation has no available analytical solution although some approximate asymptotic solutions have been recently obtained by Challamel et al. [13]. We mention that alternative discrete schemes have been presented in the literature, which converge differently towards the continuous Euler elastica. Sogo [47] established a discrete scheme for the discrete elastica, related to the discrete Sine–Gordon equation (widely investigated for nonlinear wave propagation phenomena - see Braun and Kivshar [9]), with possible exact solution of the nonlinear lattice model. This scheme, however, differs from Hencky’s system, as we shall discuss later. Kocsis [31] developed a section-based model for planar Cosserat rods, which can be applied as an alternative discrete mechanical model to the elastica, and which also differs from the Hencky chain.

In this paper, the discrete elastica will be investigated numerically and through an enriched continuum (or quasi-continuum) obtained by a continualization procedure. The continualization process approximates the finite difference operators of the lattice model by differential operators using Taylor-based expansion (Kruskal and Zabusky [32]) or rational-based expansion (Rosenau [42]). This methodology has been applied to the so-called FPU system, a nonlinear elastic axial chain with nonlinear restoring force studied by Fermi et al. [21]. The reader can refer to Maugin [38] for a historical perspective on the link between the Fermi-Pasta-Ulam lattice model (FPU system) and the continualized wave propagation equation. Kruskal and Zabusky [32] used a Taylor expansion of the second-order finite difference operator arising in the discrete lattice up to the fourth-order spatial derivative. The work of Triantafyllidis and Bardenhagen [49] may be mentioned for the static behaviour of a nonlinear elastic axial chain (including FPU chain) and its link to gradient elasticity model using Taylor asymptotic expansion of the difference operators. Triantafyllidis and Bardenhagen [49] applied continualization to the governing equations and to the energy functional.

We have recently shown from a rational expansion that the discrete elastica may behave as a nonlocal continuous elastica, both in the buckling (Wang et al. [51]; Challamel et al. [11]) and the post-buckling regimes (Challamel et al. [13]). The nonlocality is here understood as an Eringen’s type nonlocality or stress gradient model (Eringen [18]). This nonlocal model has been considered for bending of nonlocal beams by Peddieson et al. [41] (see also Sudak [48]). Eringen’s model applied at the beam scale may be formulated from the lattice spacing of Hencky bar chain model:

\[
M - \frac{a^2}{12} \frac{d^2M}{ds^2} = EI\kappa
\]

where \(M\) is the bending moment, \(EI\) is the bending stiffness, \(\kappa\) is the curvature and \(a\) is the lattice spacing with \(a = L/n\) for a beam of length \(L\) composed of \(n\)
rigid links. The nonlocal length scale has been identified from the lattice spacing; thereby giving a kind of physical support for justifying nonlocal beam mechanics.

In this paper, we explore a gradient-type curvature driven law, first expressed by the second-order curvature constitutive law:

\begin{equation}
M = EI \left[ \kappa + \frac{a^2}{12} \frac{d^2 \kappa}{ds^2} \right]
\end{equation}

and then we shall investigate a higher-order gradient constitutive law given by:

\begin{equation}
M = EI \left[ \kappa + \frac{a^2}{12} \frac{d^2 \kappa}{ds^2} + \frac{a^4}{360} \frac{d^4 \kappa}{ds^4} \right]
\end{equation}

It will be shown that the pseudo-differential operator of the lattice equations can be expanded by Taylor expansions, up to the second or fourth-order, leading to an equivalent second-order or fourth-order gradient model. The accuracy of each of these models is compared first to the initial lattice model and then to some other approximation methods based on a rational expansion of the pseudo-differential operator. It is found, as anticipated, that when a higher level of truncation is chosen, a better accuracy is achieved with respect to the lattice solution. The key role played by the boundary conditions is also outlined, which need to be consistently continualized from their discrete expression. Higher-order gradient elasticity models can efficiently capture the scale effects of lattice models.

2. Discrete elastica

Consider a Hencky’s bar-chain (or discrete elastica system) with pinned-pinned ends as shown in Figure 1. The column, composed of \( n \) repetitive cells of size \( a \), is axially loaded by a concentrated force denoted by \( P \). The discrete column of length \( L \) is modelled by some finite rigid segments and elastic rotational springs of stiffness \( k = EI/a \), where \( EI \) is the bending rigidity of the local Euler-Bernoulli column asymptotically obtained for an infinite number \( n \) of rigid links.

It is possible to introduce the energy function of this problem as:

\begin{equation}
U = \sum_{i=1}^{n-1} \frac{EI}{4} \left[ \left( \frac{\theta_{i+1} - \theta_i}{a} \right)^2 + \left( \frac{\theta_i - \theta_{i-1}}{a} \right)^2 \right] \times a + \frac{EI}{4} \left( \frac{\theta_1 - \theta_0}{a} \right)^2 \times a + \frac{EI}{4} \left( \frac{\theta_n - \theta_{n-1}}{a} \right)^2 \times a - P \times a \sum_{i=1}^{n-1} (1 - \cos \theta_i)
\end{equation}

which can be equivalently reformulated as:

\begin{equation}
U = \sum_{i=0}^{n} \frac{EI}{2} \left( \frac{\theta_{i+1} - \theta_i}{a} \right)^2 \times a - P \times a \sum_{i=1}^{n-1} (1 - \cos \theta_i)
\end{equation}

The stationarity of this energy function \( \delta U = 0 \) leads to the nonlinear difference equation of the discrete elastica:

\begin{equation}
EI \frac{\theta_{i+1} - 2\theta_i + \theta_{i-1}}{a^2} + P \sin \theta_i = 0
\end{equation}
The discrete elastica equations can be equivalently obtained from the following system of nonlinear difference equations:

\[ M_i = EI \frac{\theta_{i+1} - \theta_i}{a} \quad \text{and} \quad \frac{M_i - M_{i-1}}{a} + P \sin \theta_i = 0 \]

Here \( M_i \) is the bending moment in the rotational spring at hinge \( i \), and \( \theta_i \) is the angle of the \( i \)th link from the line of action of compressive force \( P \). In other words, \( \theta_i \) is the rotation angle of the segment \( i \) connecting the \((i - 1)\)th node and the \(i\)th node.

As pointed out by Domokos and Holmes [15], the difference equations (2.3) can be obtained from the differential equation system of the axially compressed, hinged-hinged elastica, \( M = EI \times \frac{d\theta}{ds} \) and \( \frac{dM}{ds} + P \sin \theta = 0 \), by using forward and backward differences, respectively. This yields a semi-implicit Euler method, which defines an area preserving map. It is worth mentioning that, except the discussion on boundary conditions, the discrete elastica may be equivalently obtained from the centred finite difference scheme expressed by:

\[ M_i = EI \frac{\theta_{i+1/2} - \theta_{i-1/2}}{a} \quad \text{and} \quad \frac{M_{i+1/2} - M_{i-1/2}}{a} + P \sin \theta_i = 0 \]

To the authors’ knowledge, there is no available analytical solution for Eq. (2.2) in the literature. Sogo [47] used an alternative scheme, also introduced via variational arguments, which may be expressed as

\[ 4EI \frac{\sin \left( \frac{\theta_{i+1} - \theta_i}{2} \right) - \sin \left( \frac{\theta_i - \theta_{i-1}}{2} \right)}{a^2} + P \left[ \sin \left( \frac{\theta_i + \theta_{i-1}}{2} \right) + \sin \left( \frac{\theta_{i+1} + \theta_{i+2}}{2} \right) \right] = 0 \]

Equation (2.4) may alternatively be written as:

\[ 4EI \frac{\sin \left( \frac{\theta_{i+1} - 2\theta_i + \theta_{i-1}}{4} \right)}{a^2} + P \sin \left( \frac{\theta_{i-1} + 2\theta_i + \theta_{i+1}}{4} \right) = 0 \]

Sogo [47] obtained a closed-form solution for Eq. (2.5) by using elliptic functions. Although Eq. (2.5) and Eq. (2.2) are different, both converge towards the continuous elastica for \( a \to 0 \) (or \( n \to \infty \)):

\[ EI\theta'' + P \sin \theta = 0 \]
The nonlinear difference equation (2.2) of the elastica can be reformulated in a dimensionless form:

$$\theta_{i+1} - 2\theta_i + \theta_{i-1} = -\frac{\beta}{n^2} \sin \theta_i$$

by using the dimensionless load $\beta = PL^2/EI$. The nonlinear difference equation can be equivalently reformulated with the following relations

$$\theta_{i+1} = \theta_i + \hat{\kappa}_i \quad \text{and} \quad \hat{\kappa}_{i+1} = \hat{\kappa}_i - \frac{\beta}{n} \sin \theta_{i+1}$$

where the dimensionless curvature $\hat{\kappa}_i$ is defined as $\hat{\kappa}_i = L\kappa_i$ and the curvature $\kappa_i = M_i/EI$ (see Challamel et al. [13]). The boundary conditions of the pinned-pinned column are obtained from the vanishing of the bending moments at both ends, i.e. $M_0 = 0$ and $M_n = 0$:

$$\theta_1 = \theta_0 \quad \text{and} \quad \theta_{n+1} = \theta_n$$

(2.7)

The analytical solution for the fundamental buckling load on the basis of the linearization process, was calculated by Wang [52, 53] (see more recently by Challamel et al. [12]) for arbitrary number of links $n$. The reasoning is briefly presented below. The linearization of Eq. (2.6) for computing the buckling load gives:

$$\theta_{i+1} + \left( \frac{\beta}{n} - 1 \right) \theta_i + \theta_{i-1} = 0$$

The solution of this linear difference boundary value problem can be expressed with the real basis as (Challamel et al. [13]):

$$\theta_i = A \cos(\phi i) + B \sin(\phi i) \quad \text{with} \quad \phi = \arccos\left( 1 - \frac{\beta}{2n^2} \right)$$

(2.8)

The substitution of Eq. (2.8) into the first boundary condition given in Eq. (2.7) (i.e. $\theta_1 = \theta_0$) leads to the following buckling mode:

$$\theta_i = \theta_0 \frac{\sin(\phi i) - \sin(\phi(i-1))}{\sin \phi} = \theta_0 \frac{\cos(\phi i - \frac{\phi}{2})}{\cos \frac{\phi}{2}}$$

Now, the consideration of the second boundary condition $\theta_{n+1} = \theta_n$ gives the $k^{th}$ buckling load of the pinned-pinned Hencky chain:

$$\sin(\phi n) = 0 \Rightarrow \phi n = k\pi \Rightarrow \cos \frac{k\pi}{n} = 1 - \frac{\beta}{2n^2} \Rightarrow \beta_{\text{crit}} = 4n^2 \sin^2 \left( \frac{k\pi}{2n} \right)$$

The discrete boundary value problem defined by Eqs. (2.6) and (2.7) can be solved by using the shooting method (see for instance Kocsis [30]). The solutions form equilibrium paths and are shown in blue colour in Figure 2. As pointed out by Gáspár and Domokos [23], Domokos [14] or Domokos and Holmes [15], the discrete system possesses a multiplicity of solutions appearing from the primary branches in saddle node bifurcation, a property which is not observed for the continuous elastica system. These solutions are classified as parasitic solutions. As well described in Domokos and Holmes [15], the number of parasitic solutions increases with respect to the number of links $n$. 
3. Higher-order elasticity by continualization method

Now, a continuous approximation of the discrete elastica will be expressed by using a so-called continualization approach. The nonlinear difference equations can be continualized starting from the following relations between the discrete and equivalent continuous systems $\theta_i = \theta(s = ia)$ for a sufficiently smooth deflection function:

$$\theta(s + a) = \sum_{k=0}^{\infty} \frac{a^k d^k}{k!} \theta(s) = e^{ad_s} \theta(s) \quad \text{with} \quad d_s = \frac{d}{ds}$$

The methodology that aims to approximate a discrete system by a continuous one is called a continualization procedure or the method of differential approximation (Shokin [45]). The method involves finding the best enriched continuum associated with a discrete model (or lattice model) and is based on the asymptotic expansion of the difference operators using Taylor-based or some other asymptotic expansion. By introducing the pseudo-differential Laplacian operator

$$\frac{\theta_i - 1 + \theta_i + 1 - 2\theta_i}{a^2} = \left[ e^{ad_s} + e^{-ad_s} - 2 \right] \theta(s) = \frac{4}{a^2} \sinh^2 \left( \frac{a}{2} d_s \right) \theta(s)$$

one obtains the following system of pseudo-differential equations for discrete elastica problem defined by Eq. (2.2):

$$4EI \frac{d}{ds} \sinh^2 \left( \frac{a}{2} d_s \right) \theta + P \sin \theta = 0$$

A fourth-order Taylor-based asymptotic expansion of this pseudo differential operator leads to:
The prime denotes the spatial differentiation with respect to the curvilinear abscissa, i.e. \( d_s \theta = \theta' \). In order to avoid higher-order derivatives, and due to the specific property of the energy functional of these continualized models, a rational-based asymptotic expansion has been also used in the literature (see for instance Rosenau [42], Wattis [55], Andrianov et al. [1, 2] for axial wave applications):

\[
\frac{4}{a^2} \sinh^2 \left( \frac{a^2}{4} d_s \right) = \frac{d^2}{1 - \frac{a^2}{36} d^2_s} + \ldots
\]

Such a Padé approximation of the pseudo-differential operator leads to a second-order nonlinear differential equation:

\[
EI \theta'' + P \sin \theta - P \frac{a^2}{12} \sin \theta'' = 0
\]

which is strictly equivalent to

\[
\left( EI - P \frac{a^2}{12} \cos \theta \right) \theta'' + P \left( 1 + \frac{a^2}{12} \theta''^2 \right) \sin \theta = 0
\]

This last model can be classified as a nonlocal model of Eringen’s type applied at the beam scale. In this paper, we will explore the capability of these three higher-order models (approximated differential models or quasi-continuum models) to capture the scale effects of the exact discrete elastica (or Hencky chain model).

4. Overview of nonlocal and discrete elastica

There is a strict equivalence between the nonlinear differential equation (3.3) and the nonlocal moment gradient elasticity model of Eringen’s type as applied to the beam and the governing equations may be written as:

\[
M - l_c^2 M'' = EI \theta' \quad \text{and} \quad M' + P \sin \theta = 0 \quad \text{with} \quad l_c^2 = \frac{a^2}{12}
\]
The first equation in Eq. (4.1) is exactly Eq. (1.1). In other words, the continualization of the discrete elastica based on a rational expansion of the pseudo-differential operator is equivalent to the formulation of a nonlocal elastica, where the length scale is calibrated with respect to the cell size of the Hencky bar system. The nonlocality here arises as the stress gradient model of Eringen [18] as applied at the beam scale. The nonlocal elastica, where nonlocality is of Eringen’s type, has been recently investigated in details by Wang et al. [50], Shen [44], Xu et al. [56] or Challamel et al. [13] for small scale structure applications. Atanackovic et al. [6] found some new solutions for the optimization of nonlocal elastic columns.

For the continualized problem investigated herein, consistent continualized boundary conditions should be considered as the continualization of the discrete ones Eq. (2.7):

\begin{equation}
\theta(a) = \theta(0) \quad \text{and} \quad \theta(L + a) = \theta(L)
\end{equation}

The following dimensionless parameters can be introduced as well:

\[ \beta = \frac{PL^2}{EI}, \quad \xi = \frac{s}{L} \quad \text{and} \quad \hat{l_c} = \frac{l_c}{L} \]

The nonlocal elastica is then reduced to the resolution of the nonlinear second-order differential equation expressed in dimensionless format:

\begin{equation}
\left(1 - \beta \hat{l_c}^2 \cos \theta\right) \frac{d^2 \theta}{d\xi^2} + \beta \left[1 + \hat{l_c}^2 \left(\frac{d\theta}{d\xi}\right)^2\right] \sin \theta = 0
\end{equation}

which can be converted into a first order differential equation system:

\begin{equation}
\frac{d\theta}{d\xi} = \hat{\kappa} \quad \text{and} \quad \frac{d\hat{\kappa}}{d\xi} = -\beta \sin \theta \frac{1 + \hat{l_c}^2 \hat{\kappa}^2}{1 - \beta \hat{l_c}^2 \cos \theta}
\end{equation}

The boundary value problem defined by Eq. (4.3) with nonlocal boundary conditions Eq. (4.2) can be solved numerically, as thoroughly discussed in Challamel et al. [13]. The bifurcation diagrams of the discrete and nonlocal elastica (with uncentred nonlocal boundary conditions) are shown in Figures 4 and 5. For comparison studies, results are also reported for the nonlocal problem with “local” centred boundary conditions, given in a non-dimensional format as:

\[ \frac{d\theta}{d\xi}(0) = 0 \quad \text{and} \quad \frac{d\theta}{d\xi}(1) = 0 \]

Figure 2 shows the bifurcation diagram of the nonlocal elastica with local boundary conditions for \( n = 4 \), and that of the discrete elastica (Hencky chain) of 4 links. Solutions where the relative rotation between neighbouring links of the Hencky chain exceeds \( 2\pi \) are not shown. Figure 3 shows the first three bifurcation branches of these models. Figure 4 shows the bifurcation diagram of the nonlocal elastica with nonlocal boundary conditions for \( n = 4 \), and that of the Hencky chain of 4 links, while Figure 5 shows the first three bifurcation branches of these two models. It is clear that the nonlocal model is efficient in capturing the primary bifurcation branch up to large rotation values but it fails to capture the higher-order branches. This observation is also detailed in Table 1. Furthermore, the need of
Figure 3. The first three paths of the Hencky chain (blue) and the first three paths of the nonlocal elastica with local boundary conditions (red) for $n = 4$. Bifurcation points of the paths are denoted.

Figure 4. Bifurcation diagrams of the nonlocal elastica with nonlocal boundary conditions (red) for $n = 4$ and the Hencky chain of 4 links (blue). The relative rotation of neighbouring links in the Hencky chain is less than $2\pi$. 
introducing uncentred nonlocal boundary conditions is confirmed by the numerical comparison of each nonlocal model and the reference lattice one. A closed-form solution of the buckling load can be easily obtained for the nonlocal elastica with centred or uncentred boundary conditions. For centred boundary conditions, the buckling mode can be obtained as (Challamel et al. [13]):

\[ \theta(\xi) = \theta_0 \cos \pi \xi \Rightarrow \beta = \frac{\pi^2}{1 + \pi^2 \frac{l_c^2}{L^2}} \text{ with } l_c^2 = \frac{a^2}{12} \]

whereas for uncentred boundary conditions, the buckling mode is similar to the one of the discrete problem that has been continualized, and leads to the same buckling value obtained with the centred boundary conditions:

\[ \theta(\xi) = \theta_0 \frac{\cos \left[ \pi \left( \xi - \frac{a}{2L} \right) \right]}{\cos \frac{\pi a}{2L}} \Rightarrow \beta = \frac{\pi^2}{1 + \pi^2 \frac{l_c^2}{L^2}} \text{ with } l_c^2 = \frac{a^2}{12} \]

5. Second-order gradient elasticity models

Considering the Taylor-based asymptotic expansion of the pseudo-differential operator, the nonlinear differential equation associated with a second-order gradient elasticity model given by Eq. (3.1) is now investigated. This gradient elasticity model has been obtained from continualization of the governing equations, but it is also possible to continualize directly the energy function given in Eq. (2.1) by
Table 1. Computation of first stable bifurcation branch $\beta = f(\theta_0)$ in case of $n = 4$; Local boundary conditions characterized by $\theta'(0) = \theta'(L) = 0$; Uncentred nonlocal boundary conditions characterized by $\theta(a) - \theta(0) = 0$ and $\theta(an + a) - \theta(an) = 0$; centered higher-order boundary conditions obtained from $\theta''(0) = \theta''(L) = 0$ and $\theta'''(0) = \theta'''(L) = 0$.

<table>
<thead>
<tr>
<th>$\theta(0) = \theta_0$</th>
<th>0</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$ (Hencky system)</td>
<td>$4n^2 \sin^2 \frac{\pi}{2n} \approx 9.3726$</td>
<td>9.4589</td>
<td>9.7241</td>
<td>10.1883</td>
<td>10.8885</td>
</tr>
<tr>
<td>$\beta$ (nonlocal method; local boundary conditions)</td>
<td>$\frac{\pi^2}{1 + \pi^2/(12n^2)} \approx 9.3871$</td>
<td>9.4608</td>
<td>9.6872</td>
<td>10.0825</td>
<td>10.6772</td>
</tr>
<tr>
<td>$\beta$ (nonlocal method; uncentred nonlocal boundary conditions)</td>
<td>$\frac{\pi^2}{1 + \pi^2/(12n^2)} \approx 9.3871$</td>
<td>9.4735</td>
<td>9.7393</td>
<td>10.2043</td>
<td>10.9067</td>
</tr>
<tr>
<td>$\beta$ (2nd order gradient elasticity method; centred boundary conditions)</td>
<td>$\pi^2 \left(1 - \frac{\pi^2}{12n^2}\right) \approx 9.3623$</td>
<td>9.4358</td>
<td>9.6618</td>
<td>10.0572</td>
<td>10.6541</td>
</tr>
<tr>
<td>$\beta$ (2nd order gradient elasticity method; uncentred boundary conditions)</td>
<td>$\pi^2 \left(1 - \frac{\pi^2}{12n^2}\right) \approx 9.3623$</td>
<td>9.4484</td>
<td>9.7134</td>
<td>10.1770</td>
<td>10.8767</td>
</tr>
<tr>
<td>$\beta$ (4th order gradient elasticity method; centred boundary conditions)</td>
<td>$\pi^2 \left(1 - \frac{\pi^2}{12n^2} + \frac{\pi^4}{360n^4}\right) \approx 9.3727$</td>
<td>9.4463</td>
<td>9.6725</td>
<td>10.0675</td>
<td>10.6621</td>
</tr>
<tr>
<td>$\beta$ (4th order gradient elasticity method; uncentred boundary conditions)</td>
<td>$\pi^2 \left(1 - \frac{\pi^2}{12n^2} + \frac{\pi^4}{360n^4}\right) \approx 9.3727$</td>
<td>9.4590</td>
<td>9.7242</td>
<td>10.1886</td>
<td>10.8898</td>
</tr>
<tr>
<td>$\theta(0) = \theta_0$</td>
<td>1.25</td>
<td>1.5</td>
<td>1.75</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (Hencky system)</td>
<td>11.8856</td>
<td>13.2771</td>
<td>15.2219</td>
<td>17.9929</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (nonlocal method; local boundary conditions)</td>
<td>11.5216</td>
<td>12.6975</td>
<td>14.3420</td>
<td>16.6955</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (nonlocal method; uncentred nonlocal boundary conditions)</td>
<td>11.9092</td>
<td>13.3149</td>
<td>15.2969</td>
<td>18.1626</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (2nd order gradient elasticity method; centred boundary conditions)</td>
<td>11.5080</td>
<td>12.7145</td>
<td>14.4501</td>
<td>17.0855</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (2nd order gradient elasticity method; uncentred boundary conditions)</td>
<td>11.8737</td>
<td>13.2686</td>
<td>15.2262</td>
<td>18.0342</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (4th order gradient elasticity method; centred boundary conditions)</td>
<td>11.5073</td>
<td>12.6861</td>
<td>14.3372</td>
<td>16.7040</td>
<td></td>
</tr>
<tr>
<td>$\beta$ (4th order gradient elasticity method; uncentred boundary conditions)</td>
<td>11.8910</td>
<td>13.2959</td>
<td>15.2804</td>
<td>18.1632</td>
<td></td>
</tr>
</tbody>
</table>
using the following energy functional:

\[
U = \int_0^L \frac{EI}{4} \left[ \left( \frac{\theta(x+a)}{a} - \theta(x) \right)^2 + \left( \frac{\theta(x) - \theta(x-a)}{a} \right)^2 \right] - P(1 - \cos \theta) dx
\]

\[
= \int_0^L \frac{EI}{4} \left[ \left( \theta' + \frac{a}{2} \phi'' + \frac{a^2}{6} \phi''' \right)^2 + \left( \theta' - \frac{a}{2} \phi'' + \frac{a^2}{6} \phi''' \right)^2 \right] + o(a^4)
\]

- \( P(1 - \cos \theta) dx \)

where the boundary terms have been omitted. The internal energy functional can also be presented in the following simplified form

\[
\pi^0 = \int_0^L \frac{EI}{2} \left( \theta'^2 - \frac{a^2}{12} \phi''^2 \right) - P(1 - \cos \theta) dx
\]

\[
= \int_0^L \frac{EI}{2} \left[ \theta'^2 - \frac{a^2}{12} \phi''^2 \right] dx + \left[ \frac{a^2}{3} \phi' \phi'' \right]_0^L + o(a^4)
\]

The continualized energy is not positive definite. The continualized model can be classified as a second-order gradient elasticity model with some negative contributions of the small length scale terms, as shown below:

\[
U = \int_0^L \frac{EI}{2} \left( \theta'^2 - \frac{a^2}{12} \phi''^2 \right) - P(1 - \cos \theta) dx
\]

The stationarity of this energy functional \( \delta U = 0 \) also leads to the same nonlinear differential equation as Eq. \( (3.1) \) with the following higher-order boundary conditions:

\[
(5.1) \quad \left[ - EI \frac{a^2}{12} \phi'' \delta \theta \right]_0^L + \left[ EI \left( \theta' + \frac{a^2}{12} \phi''' \right) \delta \theta \right]_0^L = 0
\]

One recognizes a kind of gradient elasticity beam model with a negative sign affecting the small length scale contribution (as opposed to gradient elasticity models with positive definite energy - see Lazopoulos [36]; Papargyri-Beskou et al. [40]). Note also that the natural boundary condition in Eq. \( (5.1) \) may define the bending moment as:

\[
M = EI \left( \theta' + \frac{a^2}{12} \phi''' \right)
\]

Note that this equation is the same as Eq. \( (1.2) \). The second-order gradient elasticity model can be reformulated in a dimensionless nonlinear fourth-order differential equation:

\[
(5.2) \quad \frac{d^2 \theta}{d \xi^2} + \frac{1}{12n^2} \frac{d^4 \theta}{d \xi^4} = - \beta \sin \theta
\]

The centred boundary conditions of this second-order gradient elasticity model may be chosen from Eq. \( (5.1) \):

\[
(5.3) \quad \theta'(0) = \theta'(L) = 0 \quad \text{and} \quad \theta'''(0) = \theta'''(L) = 0
\]
The uncentred boundary conditions obtained by continualization of the discrete-based boundary conditions Eq. (2.7) of this second-order gradient elasticity model are chosen as:

\begin{equation}
\theta'\left(\frac{a}{2}\right) = \theta'\left(L + \frac{a}{2}\right) = 0 \quad \text{and} \quad \theta''\left(\frac{a}{2}\right) = \theta''\left(L + \frac{a}{2}\right) = 0
\end{equation}

The following asymptotic expansion lies behind this uncentred boundary condition:

\[ \theta(0) = \theta(a) \Rightarrow \theta\left(\frac{a}{2} - \frac{a}{2}\right) = \theta\left(\frac{a}{2} + \frac{a}{2}\right) \]

\[ \Rightarrow \theta\left(\frac{a}{2}\right) = \frac{a}{2}\theta'\left(\frac{a}{2}\right) + \frac{1}{2}\left(\frac{a}{2}\right)^2 \theta''\left(\frac{a}{2}\right) + \ldots \]

which implies that:

\[ \theta'\left(\frac{a}{2}\right) = \theta''\left(\frac{a}{2}\right) = 0 \]

The reasoning is identical at the other boundary.

Eq. (5.2) can be transformed in a first order differential equation system:

\begin{align}
\theta' &= \kappa \\
\kappa' &= \gamma \\
\gamma' &= \alpha \\
\alpha' &= -12n^2(\gamma + \beta \sin \theta)
\end{align}

This ordinary differential equation system, written in the short form \( \dot{x} = f(x) \), where \( x = [\theta, \kappa, \gamma, \alpha]^T \), can be solved numerically with the simplex algorithm. In case of centred boundary conditions, according to Eq. (5.3), the close-end boundary conditions are \( \kappa_0 = 0 \) and \( \alpha_0 = 0 \). There is one parameter, i.e. the load \( \beta \), and there are two variables, i.e. \( \theta_0 \) and \( \gamma_0 \). They span a 3D global representation space (GRS). For each point in this space Eq. (5.5) is solved by a time-stepping algorithm, where the dimensionless, unit rod length is discretized in \( m \) parts. It yields the far-end values of \( \kappa \) and \( \alpha \). Owing to the far-end boundary conditions, \( \kappa_m = 0 \) and \( \alpha_m = 0 \) should fulfill, and these are the error functions of the simplex scanning algorithm (Gáspár et al. [24]).

Figures 6 and 7 show the bifurcation diagrams for \( n = 2, 3, 4, 5, 6 \) and 7. The scanned domain of the global representation space is \( \theta_0 \in (-1, 1), \gamma_0 \in (-16\pi, 16\pi) \), and \( \beta \in (0, 200) \). The grid of the GRS is \( 300 \times 5000 \times 2000 \), while the rod is discretized in \( m = 1000 \) parts with a predictor-corrector time-stepping algorithm, which predicts the solution in the next time step with the Euler method and correct it with the second-order Adams-Moulton method (Hairer et al [26]). The output of the scanning algorithm is refined by the Newton-Raphson method. Figure 8 shows the bifurcation diagram of the second-order gradient elasticity model Eq. (5.2) with centred boundary conditions Eq. (5.3) for \( n = 4 \), and that of the Hencky chain of 4 links. Solutions where the relative rotation between neighbouring links of the Hencky chain exceeds \( 2\pi \) are not shown.
Figure 6. Bifurcation diagrams of the second-order gradient elasticity model, Eq. (5.2), with centred boundary conditions, Eq. (5.3), for $n = 2, 3, 4, 5, 6$ and 7. Projection of the equilibrium paths on the subspaces of $(\theta_0, \beta)$ are shown, the values of $n$ are indicated on the top of the figures. The scanned domain of the global representation space is $\beta \in (0, 200), \theta_0 \in (-1, 1)$ and $\gamma_0 \in (-16\pi, 16\pi)$, and the rod is discretized in $m = 1000$ parts with the stepping algorithm.

An equilibrium path can also be followed by the simplex algorithm (Domokos and Gáspár [16]). For that a known point on the path is required. The first three paths of the Hencky chain and the first four paths of the second-order gradient elasticity model Eq. (5.2) with centred boundary conditions Eq. (5.3) are computed for $n = 4$, starting from the corresponding bifurcation points of the trivial equilibrium path. These paths are shown in Figure 9. Note that the first paths of
the two models are very close to each other. In this respect, the second-order gradient elasticity model with centred boundary conditions approximates the discrete model very well. However, the second path of the gradient elasticity model is far away from being a good estimate of the second path of the discrete model. Rather the third and the fourth paths of the gradient elasticity model seem to correspond better to the second and third paths of the discrete model.
Figure 8. Bifurcation diagrams of the second-order gradient elasticity model with centred boundary conditions (red) for $n = 4$ and the Hencky chain of 4 links (blue). The relative rotation of neighbouring links in the Hencky chain is less than $2\pi$.

Figure 9. The first three paths of the Hencky chain (blue) and the first four paths of the second-order gradient elasticity model with centred boundary conditions (red) for $n = 4$. Bifurcation points of the paths are denoted.
Figure 10. Bifurcation diagrams of the second-order gradient elasticity model with uncentred boundary conditions (red) for $n = 4$ and the Hencky chain of 4 links (blue). The relative rotation of neighbouring links in the Hencky chain is less than $2\pi$.

Figure 11. The first three paths of the Hencky chain (blue) and the first three paths of the second-order gradient elasticity model with uncentred boundary conditions (red) for $n = 4$. Bifurcation points of the paths are denoted.
The uncentred boundary conditions (or continualized boundary conditions), according to Eq. (5.4) are: \( \kappa_m/(2n) = \kappa_{m+n}/(2n) = 0 \) and \( \alpha_m/(2n) = \alpha_{m+n}/(2n) = 0 \). We can make use of the result for the centred boundary conditions as \( \beta \to \beta', \theta_0 \to \theta_m/(2n), \kappa_0 \to \kappa_m/(2n), \gamma_0 \to \gamma_m/(2n) \) and \( \alpha_0 \to \alpha_m/(2n) \). Then, Eq. (5.5) is numerically iterated backwards to obtain the initial values for the uncentered boundary conditions, \( \theta_0, \kappa_0, \gamma_0 \) and \( \alpha_0 \). Figure 10 shows the bifurcation diagram of the second-order gradient elasticity model Eq. (5.2) with uncentred boundary conditions Eq. (5.4) for \( n = 4 \), and that of the *Hencky* chain of 4 links. Solutions where the relative rotation between neighbouring links of the *Hencky* chain exceeds \( 2\pi \) are not shown. Figure 11 shows the first three paths of the the *Hencky* chain and the first three paths of the second-order gradient elasticity model Eq. (5.2) with uncentred boundary conditions Eq. (5.4) for \( n = 4 \). These results are calculated using the numerical outcomes for the second-ordered gradient elasticity model with centred boundary conditions. It is worth noting that the second bifurcated branch of the original model with centred boundary conditions (Figure 9) disappears as the uncentred boundary conditions are introduced (Figure 11). This path can be regarded as a parasitic solution that vanishes as the boundary conditions are uncentred. Hence, the third and fourth paths of the previous model become the second and third paths of the current model. Comparing Figures 9 and 11 suggests that the second-order gradient elasticity model with uncentred boundary conditions approximates the *Hencky* chain better than the second-order gradient elasticity model with centred boundary conditions.

A closed-form solution of the buckling load can be also obtained for the second-order gradient elastica with centred or uncentred boundary conditions. For centred boundary conditions, the buckling mode can be obtained as:

\[
\theta(\xi) = \theta_0 \cos \pi \xi \Rightarrow \beta = \pi^2 \left( 1 - \pi^2 \frac{l_c^2}{L^2} \right) \quad \text{with} \quad l_c^2 = \frac{a^2}{12}
\]

whereas for uncentred boundary conditions, the buckling mode is similar to the one of the discrete problem that has been continualized, and leads to the same buckling load obtained with the centred boundary conditions:

\[
\theta(\xi) = \theta_0 \cos \left[ \pi \left( \xi - \frac{a}{2L} \right) \right] \Rightarrow \beta = \pi^2 \left( 1 - \pi^2 \frac{l_c^2}{L^2} \right) \quad \text{with} \quad l_c^2 = \frac{a^2}{12}
\]

6. Fourth-order gradient elasticity models

The fourth-order gradient elasticity model Eq. (3.2) is governed by the following higher-order differential equation:

\[
\frac{d^2 \theta}{d\xi^2} + \frac{1}{12n^2} \frac{d^4 \theta}{d\xi^4} + \frac{1}{360n^4} \frac{d^6 \theta}{d\xi^6} = -\beta \sin \theta
\]

The centred boundary conditions of this fourth-order gradient elasticity model are:

\[
\theta'(0) = \theta'(L) = 0, \quad \theta''(0) = \theta''(L) = 0 \quad \text{and} \quad \theta^{(5)}(0) = \theta^{(5)}(L) = 0
\]
These conditions may be derived from variational arguments starting from the functional:

$$U = \int_0^L \frac{EI}{2} \left( \theta'^2 - \frac{a^2}{12} \theta''^2 + \frac{a^4}{360} \theta'''^2 \right) - P(1 - \cos \theta) dx$$

The stationarity of this energy functional $\delta U = 0$ also leads to the same non-linear differential equations Eq. (3.2) with the following higher-order boundary conditions:

$$\left[ \left( EI \frac{a^4}{360} \theta''' \right) \delta \theta'' \right]_0^L + \left[ \left( - EI \frac{a^2}{12} \theta'' - EI \frac{a^4}{360} \theta^{(4)} \right) \delta \theta' \right]_0^L + \left[ EI \left( \theta' + \frac{a^2}{12} \theta'' + \frac{a^4}{360} \theta^{(5)} \right) \delta \theta \right]_0^L = 0$$

(6.3)

Note also that the natural boundary condition in Eq. (6.3) may define the bending moment as:

$$M = EI \left( \theta' + \frac{a^2}{12} \theta'' + \frac{a^4}{360} \theta^{(5)} \right)$$

which is identical to Eq. (1.3). Following the reasoning of the second-order gradient elasticity model, the uncentred boundary conditions of this fourth-order gradient elasticity model are:

$$\theta' \left( \frac{a}{2} \right) = \theta' \left( L + \frac{a}{2} \right) = 0 \quad \text{and} \quad \theta'' \left( \frac{a}{2} \right) = \theta'' \left( L + \frac{a}{2} \right) = 0 \quad \text{and}$$

$$\theta^{(5)} \left( \frac{a}{2} \right) = \theta^{(5)} \left( L + \frac{a}{2} \right) = 0$$

(6.4)

The differential equation of the fourth-order gradient elasticity model, Eq. (6.1), can be transformed in six first order ordinary differential equations using the Cauchy reformulation:

(6.5)

$$\theta' = \kappa$$

$$\kappa' = \gamma$$

$$\gamma' = \alpha$$

$$\alpha' = \varphi$$

$$\varphi' = \omega$$

$$\omega' = -360n^4\left( \gamma + 1/12/ n^2\varphi + \beta \sin \theta \right)$$

This ODE system, written in the short form $\dot{\varphi} = f(\varphi)$, where $\varphi = [\theta, \kappa, \gamma, \alpha, \varphi, \omega]^T$, can be solved numerically with the simplex algorithm, similarly to the case of the second-order gradient elasticity models.

For centred boundary conditions, according to the close-end centered boundary conditions Eq (6.2), $\kappa_0 = 0$, $\alpha_0 = 0$, and $\omega_0 = 0$. There is one parameter, the load $\beta$, and there are three variables, $\theta_0$, $\gamma_0$, and $\varphi_0$. They span a 4D global representation space. For each point in this space Eq. (6.5) can be solved by the predictor-corrector time-stepping algorithm, where the dimensionless, unit rod length is discretized in $m$ parts. It yields the far-end values of $\theta$, $\gamma$, and $\varphi$. Owing to the far-end centered...
boundary conditions, Eq. (6.2), $\kappa_m = 0$, $\alpha_m = 0$, and $\omega_m = 0$ should fulfill, and these are the error functions of the simplex algorithm. In this case, only the first three post-buckling paths are searched for with the simplex path following algorithm. Figure 12 shows the first three paths of the Hencky chain and the first three paths of the fourth-order gradient elasticity model Eq. (6.1) with centred boundary conditions Eq. (6.2) for $n = 4$.

For the continualized uncentred boundary conditions, according to Eq. (6.4), the boundary conditions are: $\kappa_m/(2n) = \kappa_m + m/(2n) = 0$, $\alpha_m/(2n) = \alpha_m + m/(2n) = 0$, and $\omega_m/(2n) = \omega_m + m/(2n) = 0$. The result for the centred boundary conditions can be utilized as $\beta \rightarrow \beta$, $\theta_0 \rightarrow \theta_m/(2n)$, $\kappa_0 \rightarrow \kappa_m/(2n)$, $\gamma_0 \rightarrow \gamma_m/(2n)$, $\alpha_0 \rightarrow \alpha_m/(2n)$, and $\varphi_0 \rightarrow \varphi_m/(2n)$. Eq. (6.5) is iterated backwards to obtain the initial values for the uncentered boundary conditions, $\theta_0$, $\kappa_0$, $\gamma_0$, $\alpha_0$, and $\varphi_0$.

In this case also the first three post-buckling paths are detailed. Figure 13 shows the first three paths of the Hencky chain and the first three paths of the fourth-order gradient elasticity model Eq. (6.1) with uncentred boundary conditions Eq. (6.4) for $n = 4$.

A closed-form solution of the buckling load can be also obtained for the fourth-order gradient elastica with centred or uncentred boundary conditions. For centred boundary conditions, the buckling mode can be obtained as:

$$\theta(\xi) = \theta_0 \cos \pi \xi \Rightarrow \beta = \pi^2 \left(1 - \frac{\pi^2}{12n^2} + \frac{\pi^4}{360n^4}\right)$$

![Figure 12. The first three paths of the Hencky chain (blue) and the first three paths of the fourth-order gradient elasticity model with centred boundary conditions (red) for $n = 4$. Bifurcation points of the paths are denoted.](image-url)
whereas for uncentred boundary conditions, the buckling mode is similar to the one of the discrete problem that has been continualized, and leads to the same buckling value obtained with the centred boundary conditions:

\[
\theta(\xi) = \theta_0 \frac{\cos \left( \pi \left( \xi - \frac{\pi}{2L} \right) \right)}{\cos \frac{\pi a}{2L}} \quad \Rightarrow \quad \beta = \pi^2 \left( 1 - \frac{\pi^2}{12n^2} + \frac{\pi^4}{360n^4} \right)
\]

Table 1 summarizes the results obtained for the first stable bifurcation branch of the nonlocal elastica (Challamel et al. [13]) with local and nonlocal boundary conditions, that of the second-order gradient elasticity model, Eq. (5.2), with centred and uncentred boundary conditions, Eq. (5.3) and Eq. (5.4), and that of the fourth-order gradient elasticity model Eq. (6.1), with centred and uncentred boundary conditions Eq. (6.2) and Eq. (6.4) for \( n = 4 \).

7. Concluding Remarks

In this paper, higher-order gradient elasticity models have been developed from a geometrically nonlinear lattice system. The discrete elastica (Hencky chain) served as a reference model for calibration of the quasi-continuum models. We then tried to capture the main bifurcation branches of the discrete system using an equivalent nonlocal continuum. The quasi-continuum, classified as nonlocal or gradient elasticity continuum, is built from the discrete equations (nonlinear difference equations) by using a continualization method.
It has been shown that neither the nonlocal nor the gradient models are able to capture the overall complex post-buckling nature of the Hencky chain, which is the source of spatially chaotic behavior of the discrete system. However, the first bifurcated branch of the discrete elastica, which may be of primary interest for engineering applications, can be efficiently approximated by the nonlocal or the gradient elastica even for large rotation values. The higher-order gradient elasticity models are also shown to be efficient for capturing the scale effect of some higher-order post-buckling branches. However, we keep in mind that the price for the accuracy of the higher-order gradient elasticity models is the additional computational cost due to the higher order of the differential equation that needs to be solved.
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ГРАДИЈЕНТНИ ЕЛАСТИЧНИ МОДЕЛИ ВИШЕГ РЕДА ПРИМЕЊЕНИ НА ГЕОМЕТРИЈСКИ НЕЛИНЕАРНИ ДИСКРЕТНИ СИСТЕМ

Резиме. Разматрано је понашање у извијању и после извијања нелинеарног дискретног система на решетки - дискретне еластике. Нелинеарност у суштини долazi од геометријског ефекта, док се конститутивни закон сваке компоненте своди на линеарну еластичност. Чланак се првенствено фокусира на релевантност апроксимација вишег реда диференцијалних једначина континуум, тзв. континуализацији модела решетке. Псеудо-диференцијални оператор једначина решетке се развије у Тејлоров ред, до другог или четвртог реда, што доводи до еквивалентног градијентног еластичног модела другог или четвртог реда. Тачност сваког од ових модела је поређена у односу на почетни модел решетке и у односу на неке друге методе апроксимација засноване на основу рационалног проширења псеудо-диференцијалног оператора. Како се и очекивало, утврђено је да што је изабран виши ниво скраћивања, дaje добијена боља тачност у односу на решење базирано на моделу решетке. Овај чланак таођe описује кључну улогу коју имају гранични услови, који се такођe требају доследно континуализирати из њихових дискретних израза. Закључено је да модел градијента еластичности вишег реда ефикасно описује ефекте скалирања модела решетке.
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